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Chapter 1

Introduction

1.1 Motivation

Speech segmentation is very helpful in many applications, such as speech summariza-
tion [1], video summarization [2], speech document indexing and retrieval [3]. Besides, it is a
vitally important task in several audio processing applications like speaker diarization [4],
speaker tracking [5], and automatic speech recognition (ASR) [6]. The requirements on the
segmentation differ depending on the application.
There have been more and more applications with the requirement for highly accurate

and reliable speech segmentation. Given a specific example, based on the unit-selection
technique, concatenative speech synthesis has become an essential approach to text-to-
speech (TTS) systems [7–10]. As seen in Fig. 1.1, using this technique, a sequence of
pre-processed speech segments (in other words, “unit”) are selected from a large speech
corpus, and then concatenated sequentially. These segments or units present the given
phonetic and prosodic descriptions when segmentation are carried out. Obviously, it is
fair to say that the quality of synthesized speech by this technique is dependent on the
quality of the speech corpus, to a large extent.
Traditionally, segmentation by professional human beings has been considered the most

reliable and precise method to get the segments for a variety of TTS applications. Howev-
er, it will be time-consuming and labor-intensive, especially when the required size of the
speech database is huge. Therefore, an appropriate automatic method for segmentation
is more feasible and practical.

1.2 Background

In the literature, some methods for automatic speech segmentation have been pro-
posed based on Hidden Markov Model (HMM) [11]. In the HMM-based framework, each
phone unit is modelled by a context-dependent or context-independent HMM. The model
parameters are trained based on a collection of speech data with the corresponding tran-
scripts and then the trained HMMs are used to align a speech signal along the associated
transcripts by means of Viterbi decoding [12]. For segmentation, these methods divide
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Figure 1.1: Concatenative speech synthesis based on the unit-selection technique.
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continuous speech into segments (e.g. phonemes) based on the variety of pattern distance
(e.g. likelihood in HMM). According to the reported segmentation accuracy [13,14], the
results are good enough for some transitions, however, the HMMs do not perform well for
other transitions and make similar error patterns depending on the transitions [11,15,16].
Although these methods are certified useful to train model parameters utilized for

speech recognition and automatic speech segmentation can be implemented very efficient-
ly using the BaumWelch algorithm and Viterbi algorithm [17], it is suspected for highly
natural speech synthesis or some other application with the requirement for highly accu-
rate and reliable speech segmentation, by using automatic segmented speech databases.
The reason is that segmentation at points-in-time when output of the HMM changes to
a following phoneme, according to Maximum Likelihood (ML) model, makes imprecise
boundaries for the segments compared to professional manual segmentation. The detail
will be given with a specific example in the next section.
Some methods have been proposed to solve the problem mentioned above, by refining

the initial HMM-based segmentations. For instance, energy changes are used in different
frequency bands for boundary correction [18], neural network are employed to refine phone
boundaries [19,20], and support vector machine (SVM) classifiers are trained to differentiate
boundaries from non-boundary positions [21]. In recent years, the method with several
modifications has been proposed to an HMM-based system, including the use of energy-
based features and distinctive phonetic features, and the use of observation-dependent
state transition probabilities [22]. Besides, the use of phone boundary models is investigated
for forced alignment within the HMM framework, treating phones and phone boundaries
as independent HMMs and determining a boundary by the alignment of its own state
with frames [23]. Some research has achieved great improvement for standard HMM-based
segmentation [22,23]. However, considering the principle of the HMM-based segmentation,
there has been some problems remained to be solved for further research. One of the
problems is that HMM is a probability model without considering human perception
characteristics [24–26]. Based on the human perception characteristics, it may be helpful to
obtain more accurate boundaries for the segments.

1.3 Problem definition

1.3.1 Human perception characteristics

Analysis of continuous speech reveals that incomplete articulation causes transitional
sound intervals. Given a specific example in Fig. 1.2, considering an utterance of the
concatenate vowel /aia/, with the influence of co-articulation, the variation of spectra
features from /a/ sound to /i/ sound or from /i/ sound to /a/ sound passes the area of
/e/ sound. Such phenomenon makes difficulty when determining the boundaries between
different phonemes.
However, for human beings, transitional sounds are not perceived, even in co-articulation

intervals, when their physical characteristics approximate the characteristics of other
sounds. For example, the transitional sound /e/ in the diphthong /ai/ will not be per-
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Figure 1.2: Trajectory of spectra features on the first (F1) and second formant (F2) space
(/aia/).

ceived even though its physical characteristics will appear in the co-articulation interval
between the /a/ sound and/i/ sound.
This phenomenon can be explained by a compensation mechanism that presumably

exists in the speech perception mechanism [24–26]. For example, Lindblom and Studdert-
Kennedy reported that there may be some overshoot or extrapolation in the processing of
brief stimuli characterized by rapidly changing spectra [25]. Such mechanism helps human
beings to perceive the accurate boundaries for continuous speech.

1.3.2 Principle of HMM-based segmentation

Considering the same example /aia/ as the last subsection, a brief segmentation proce-
dure is described in this subsection. In simpler Markov models (like a Markov chain), the
state is directly visible to the observer, and therefore the state transition probabilities are
the only parameters. However, as shown in Fig. 1.3, in a HMM, the states are not directly
visible, but outputs, dependent on the states, are visible. Moreover, for each HMM, there
is a state transition to describe the connection between the HMM and a corresponding
output. For each phoneme, a HMM with five states is usually used, including the non-
emitting entry and exit states, as shown in Fig. 1.3. The parameters for each state in the
HMM can be trained by Baum-Welch algorithm [17].
When carrying out the phoneme segmentation (in other words, time-alignment) for

continuous speech, trained HMMs will be connected together in sequence, according to
the phoneme sequences of the speech signal. Each model in the sequence corresponds
directly to the assumed underlying symbol. Considering the example /aia/, the HMMs
for /a/ sound and /i/ sound will be used to construct a composite HMM, as shown in Fig
1.4. The non-emitting states “null” in the composite HMM indicate the transfer from one
symbol to another symbol. The states “a 1”, “a 2” and “a 3” indicate three trained
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Figure 1.3: The uaually used HMM for a phoneme.

states in the HMM for the phoneme “a”. Accordingly, the states “i 1”, “i 2” and “i 3”
indicate three trained states in the HMM for the phoneme “i”. Then, according to the
composite HMMs, given a obversation sequence in frame level obtained from the speech
/aia/, the possibilities for different tokens will be calculated out. Then, a hidden sequence
for the obversation sequence will be outputted by the means of Viterbi coding, according
to Maximum Likelihood (ML) model [17]. As shown in Fig. 1.5, supposing that the hidden
sequence is outputted corresponding to the obversation sequence in each frame at the
maximal possibility, the tokens in hollow rectangles in different colors indicate different
symbols in the phoneme sequence. Segmentation will be carried out at points-in-time
when output of the HMM changes to a following phoneme, to get the boundaries (two
red vertical lines in Fig. 1.5).

Figure 1.4: A composite HMM for the continuous peech /aia/. The non-emitting states
“null” indicate the transfer from one symbol to another symbol. The states “a 1”, “a 2”
and “a 3” indicate three trained states in the HMM for the phoneme “a”. Accordingly,
the states “i 1”, “i 2” and “i 3” indicate three trained states in the HMM for the
phoneme “i”.

1.3.3 Drawback of HMM-based segmentation

There has been brief description for human perception characteristics and HMM-based
segmentation method in the last two subsections. The drawback of HMM-based segmen-
tation will be stated in this subsection.
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Figure 1.5: Segmentation at points-in-time when output of the HMM changes to a fol-
lowing phoneme. The hidden sequence is outputted corresponding to the obversation
sequence in each frame by Viterbi agorithm. The tokens in hollow rectangles in different
colors indicate different symbols in the phoneme sequence. The red vertical lines indicate
the HMM-based boundaries.

When dividing the original signal /aia/ into frames, there are wide length for interval
sound /e/. According to the first subsection in this section, because human beings do
not perceive the transition sound /e/, the physically estimated critical points are iden-
tified as the points where the phonemes identified according to the minimum distances
from the estimated target first changes from /e/ sound to /a/ sound or /i/ sound [27].
However, based on the variation of likelihood, the critical points may not be detected as
the automatic boundaries between phonemes, which makes mismatching to human per-
ception characteristics. Thus, without taking human perception in consideration, it is
difficult for speech synthesis to use automatic segmented speech corpus based on HMM to
maintain highly naturalness. Moreover, it is also suspect to supply automatic segmented
speech corpus based on HMM for applications with the requirement for highly accurate
and reliable speech segmentation.

1.4 Purpose of this research

According to the Subsection 1.3.3, the results by HMM-based automatic segmentation
method are often found unsatisfactory to be directly applied to TTS or some other appli-
cations with the requirement for highly accurate and reliable speech segmentation. Thus,
the boundaries should be adjusted to match human perception characteristics. Accord-
ing to the Subsection 1.3.1, a compensation mechanism presumably exists in the speech
perception mechanism [24–26]. If this compensation mechanism can be modelled, it will be
applicable to obtain the boundaries approximated to human perceptual results in speech
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signal segmentation, to solve the problem that segmentation based on HMM makes mis-
matching to human perception characteristics.
The spectrum target prediction model [27–29] was constructed on the assumption that

humans have a spectrum target prediction mechanism and use it to perceive predicted
spectra. The model predicts each phoneme target by using dynamic spectral features
which are important for phoneme perception.
Based on the spectrum target prediction model, the purpose of this research is to pro-

pose an automatic speech segmentation method. As shown in Fig. 1.6, by choosing
segmentation points-in-time when the estimated phoneme target changes in human per-
ception, appropriate segmentation and labelling are processed for highly natural speech
synthesis or some other applications with the requirement for highly accurate and reliable
speech segmentation using huge speech corpus.
To achieve the purpose, there are several sub-goals for this research. First of all, the

candidates for the precise boundaries should be calculated out by the spectrum target
prediction model. How to extract the boundaries from the candidates is the next sub-
goals. Afterwards, based on the strategies for extracting the phoneme boundaries, the
schemes for labelling methods should be constructed. The last, there should be evaluation
for the proposed method compared to the HMM-based method.

Figure 1.6: Ideal results by proposed automatic speech segmentation method. The blue
lines indicates the boundaries in human perception.

1.5 Thesis structure

This thesis is structured as follows. In Chapter 2, an outline of the proposed method is
introduced. The following chapter then introduce the databases used in this research. To
achieve the first sub-goal presented in the last section, the outline of the spectrum target
prediction model is introduced in Chapter 4, and simulated results are also included in this
chapter. In the following Chapter, experiments for segmentation using ATR database [30]

are presented to verify the effectiveness of the spectrum target prediction model. Based
on the analysis results in Chapter 5, how to extract phoneme boundaries and implement
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labelling are described in Chapter 6. The results of experiments for labelling, using
TIMIT database [31], are also shown in this chapter. According to the experiments in the
last chapter, evaluation for the proposed method is presented in Chapter 7. Meanwhile,
based on the results of evaluation, the advantages and disadvantages for the proposed
method are summarized in this chapter. In the last chapter, the conclusion for this thesis
is presented. Moreover, according to the current work, future work is put forward to.
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Chapter 2

An outline of the proposed method

This chapter will introduce an outline of the proposed method. Structured as following,
the conceptual idea for determining the phoneme boundaries based on the spectrum target
prediction model presented in Section 2.1, then the outline of the proposed method is
constructed in Section 2.2.

2.1 Conceptual idea for determining the phoneme

boundaries

Referring to spectrum target prediction model simulating the human speech perception
mechanism [27–29], the model predicts the stable spectral target in each short-term interval
and compensates for phonemic characteristics from co-articulation. When the trajectories
of spectral features are approximated by a 2nd-order critically damped system, the model
can estimate target spectral features using short-term spectrum sequences without being
given the onset positions of the spectral transition. If the prediction accuracy is high
enough for segmentation points-in-time, it is possible to process appropriate segmentation
and labelling.
A conceptual idea for determining the phoneme boundaries based on the spectrum

target prediction model is shown in Fig. 2.1. Given the same example /aia/ in Section
1.3, the brown dotted line indicates the trajectory of spectral features in time domain.
According to the trajectory of spectral features (physical characteristics) from /a/ to
/i/, phoneme “a” (psychological characteristics) in human perception is estimated by
the target prediction model. The black solid line indicates the sequence of the target.
Then, segmentation is processed at the point-in-time when this estimated phoneme target
changes. The result is, converting the gradual transition (the sequence of spectral features)
into a step function (the sequence of the target) to get accurate segmentation boundaries
for continuous speech.
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Figure 2.1: Conceptual idea for for determining the phoneme boundaries based on the
spectrum target prediction model.

2.2 An outline for the proposed method

As shown in Fig. 2.1, to calculating out targets for each frame of the speech is needed
to determine the phoneme boundaries, which makes the spectrum target prediction model
is highly sensitive to the variation of targets. As the results, the number of the boundaries
could not be determined, which will be discussed in detain in Chapter 5. How to solve
this problem is the key point of the proposed method.
As well known, continuous speech in English and in Japanese can be separately seg-

mented and labelled by the Hidden Markov Model Toolkit (HTK) [17] and the Julious [32]

based on HMM. Besides, there has be other software based on HMM for different lan-
guages. Thus, the labelling files obtained by the HMM-based automatic segmentation
method can be used. As shown in Table 2.1, comparing the HMM-based method and the
method based on the spectrum target prediction model, for the HMM-based segmenta-
tion and labelling, the number of boundaries can be determined, however, the boundaries
are not accurate enough compared to hand-made boundaries based on human perception
characteristics according to Section 1.3, on the opposite, there are accurate boundaries by
the spectrum target prediction model, however, it is difficult to determine the number of
boundaries. Thus, considering the advantages and disadvantages of the two methods, the
proposed method is to combine the advantages of the two methods, by adjust the HMM-
based boundaries to the boundaries obtained by the method based on the spectrum target
prediction model. The scheme is shown in Fig. 2.2.

14



Table 2.1: Comparison for spectrum target prediction model and HMM.

Methods Advantage Disadvantage

the number of boundaries the boundaries are notHMM
can be determined accurate enough

spectrum target accurate boundaries the number of boundaries
prediction model are obtained can not be determined

Figure 2.2: Scheme of the proposed method.
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Chapter 3

Databases

Before the proposed method is presented in detail, there will be a brief introduction
for the databased used for this research in this chapter. There are two databases to be
selected: TIMIT database and ATR database. The reason to choose these two databases
is that there are highly precise hand-made labelling files based on human perception
corresponding to each utterances. For the purpose of this research is to obtain the accurate
boundaries in human perception, these highly precise hand-made labelling files exactly
meet the requirement of evaluation for the proposed method. The following two sections
will introduce TIMIT database and ATR database in order.

3.1 TIMIT database

The TIMIT corpus of read speech is designed to provide speech data for acoustic-
phonetic studies and for the development and evaluation of automatic speech recognition
systems. TIMIT contains broadband recordings of 630 speakers of eight major dialects
of American English, each reading ten phonetically rich sentences. The TIMIT corpus
includes time-aligned orthographic, phonetic and word transcriptions as well as a 16-
bit, 16kHz speech waveform file for each utterance. The speech was recorded at Texas
Instruments, Inc (TI), transcribed at Massachusetts Institute of Technology (MIT). [31]

The TIMIT corpus transcriptions are made by audiologists and have been hand verified.
In this research, the phonetic transcriptions will be treated as the most precise labelling
results and used for comparison to automatic segmentation results. Test subset (including
1680 sentences) and training subset (including 4620 sentences), balanced for phonetic and
dialectal coverage, are specified [31]. In this experiments, all test sentences will be used.

3.2 ATR database

Since 1986, Advanced Telecommunications Research Institute International (ATR) has
taken the initiative in making a large-scale speech database that meets the needs of a
variety of studies in speech research. The database basically consists of four types : a
word speech database, a continuous speech database, a database for a large numbers of
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speakers, and a database for speech synthesis. All speech data are digitized in 16 bits by
20 kHz sampling. [30]

The word database includes 5229 frequently used words selected from a Japanese word
dictionary, 216 phonetically balanced words, 115 short sentences in a domain within which
ATR is trying to develop an interpreting telephony system, and other supplementary word-
s. The continuous speech database is a set of 503 phonetically balanced short sentences
with no specific domain. [30]

Segmentation and transcription of the database were done by hand in order to keep the
quality of the speech data as high as possible. By inspecting spectrograms, segmentation
was done phoneme-by-phoneme and, for each vowel, transitional parts from/to adjacent
consonants were also marked. In some cases, it is hard to define the boundaries between
phonemes, especially between two consecutive vowels or between semi-vowel and vowel.
In such cases, boundaries were defined as the center of the formant transitions between
the two phonemes. However, no segmentation was made when two phonemes were fused
into a single phoneme which we call ”inseparable portion”. Labellers were trained for a
couple of months how to make segmentations and transcriptions by looking at the sound
spectrograms. [30]
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Chapter 4

Spectrum target prediction model

According to Section 1.4, the prediction target prediction model simulates the human
speech perception mechanism, especially a compensating mechanism which presumably
exists in the speech perception mechanism. Thus, this model will be adopted for automatic
speech segmentation approximated by manual segmentation.
Although the details of the model have been presented in some references [27–29], this

chapter will introduce an outline of the model firstly and then give simulated results for
this model to indicate the effectiveness for this research. First, basic concepts and the
algebraic derivations for the model are described in Section 4.1. Next, preliminaries for
the model are explained in Section 4.2. Moreover, a method for short-term prediction is
proposed in Section 4.3. In the last two section, simulated results are shown, then the
discussion and conclusion are presented in order.

4.1 Basic concept

Considering a general 2nd-order critical-damping model as follows:

(
∆2 − 2λ∆+ λ2

)
yn = λ2b (4.1)

In Equation (4.1), yn denotes a vector obtained at the time index n. ∆ is a differential
operator in time. λ is a reciprocal time constant. The time position n = 0 is the onset
position of the transition. And, b denotes a target to which yn converges. Here, λ < 0 and
λ > 0 indicate the past (or n ≤ 0) and the future (or n ≥ 0) respectively. The solution of
Equation (4.1) is:

yn = (a + cn) eλn + b (4.2)

In Equation (4.2), a and c are constants determined by boundary conditions. Other
parameters can be predicted by using Equation (4.3) and the following measure [33,34]:

e (n0orn1, λ) =

n1∑

n=n0

∣∣yin − yn
∣∣ , n0 < n1 (4.3)
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where yin is an unknown input sequence. For these methods, a long-term input sequence
is essentially required, starting at the onset position of the transition n0 = 0 when λ < 0
or n1 = 0 when λ > 0. Thus, two values are needed for non-linear optimization. However,
the purpose of the model is to estimate b only.
Divide Equation (4.1) such that:

(∆− λ) {(∆− λ) yn} = λ2b (4.4)

and assume that:
xn = (∆− λ) yn (4.5)

Equation (4.1) may be represented more simply as:

(∆− λ) xn = λ2b (4.6)

and Equation (4.6) is a 1st-order equation. The solution of Equation (4.6) is:

xn = ceλn − λb (4.7)

At time n = m, assume that:
cm = ceλm (4.8)

The neighbourhood xm+t of xm is expressed by:

xm+t = cme
λt − λb (4.9)

The target b is the next estimated by minimizing the following error:

e(λ) =

n1∑

t=n0

∣∣(∆− λ) yim+t − xm+t

∣∣2 =
n1∑

t=n0

∣∣xi
m+t − xm+t

∣∣2 (4.10)

where non-linear optimization under only λ is needed and it does not required the on-
set position of the transition in estimating the target b for the reason that xm+t is an
exponential function.

4.2 Preliminaries

4.2.1 Parameters for speech analysis

The speech waveform should be digitized to 16 bits at a sampling frequency of 8KHz in
advance. Then, a 20 milliseconds Hamming window spaced every 1 millisecond is used to
compute the values of acoustic features. To correspond with the purpose of this research,
the Mel Frequency Cepstrum Coefficient (MFCC) is selected, which is extracted from
speech signal based on the human auditory characteristics. [35]
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4.2.2 Differentiation for time derivative ḟn of fn

A suitable measure of the time derivation ḟn of fn is needed to obtain stable values,
as shown in Equations (4.5) and (4.6). Thus, the difference between adjacent spectra, fn
and fn+1, is not used. Instead, ḟn is calculated as the 1st-order regression coefficient of
fn, as shown in Equation (4.11).

ḟn =

n+N/2∑
t=n−N/2

(t− n) ∗ ft

n+N/2∑
t=n−N/2

(t− n)2
(4.11)

where N is the length of the window used for differentiation. In this research, N is selected
to be 30 milliseconds at first.

4.3 Prediction method

Assume that the model is used during an interval of length L centered at time m. In
this research, L is selected to be 50 milliseconds originally. Actually, 50 milliseconds is
the most suitable length of windows for estimation [27]. Given a value λ̂m for λm over the
interval: m − L/2 ≤ n ≤ m + L/2, two sets of values can be calculated for the input
spectrum xn: x̃n, x̂n. The former one could be calculated directly using Equation (4.12).
The other one comes from fitting x̃n, in the least squares sense, as shown in Equation
(4.13).

x̃n = −λ̂myn + ẏn, m−
L

2
≤ n ≤ m+

L

2
(4.12)

x̂n = ame
λ̂m(n−m) − x̂mbm, m−

L

2
≤ n ≤ m+

L

2
(4.13)

And when calculating the second one, values for the constant vectors am and bm (the
target) are given. The next, the total squared error is calculated from Equation (4.14),
according to Equation (4.10).

e
(
λ̂m

)
=

m+L/2∑

n=m−L/2

|x̃n − x̂n|
2 (4.14)

It can be minimized by optimization λ̂m as a non-linear optimization problem under
renewing parameter λ̂m. The measurement is set to 0.0001 in this research. The opti-
mization method is chosen to be “Golden Cut Algorithm”, which is often used in the
area of operations research (OR). The λ̂m obtained by this method is the reciprocal time
constant λm, and the bm is the target in the interval: m− L/2 ≤ n ≤ m+ L/2.
The block diagram for estimation [27] is shown in Fig. 4.1.
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Figure 4.1: Block diagram for solution of the spectrum target prediction model. [27]

21



4.4 Simulated results

With the purpose of verifying the effectiveness of this model for the purpose of this
research, simulated experiments has been carried out first and the results are shown in
Fig. 4.2. the solid line indicates the 2nd-order critically damped function by Equation
(4.2) as the input. The values are a = −1, b = 1, c = 0.02 and λ = −0.02, which
means the input is: y = (−1 + 0.02n) e−0.02λ + 1. The horizontal axis and the vertical
axis indicate the time domain (the unit is set to 1 millisecond) and the variation of the
amplitude with time passing. The dashed line indicates predicted target b.

Figure 4.2: Simulated results for the spectrum target prediction model.

4.5 Discussion and conclusion

According to Fig. 4.2, the model nearly converts the gradual transition into a step
function. The point-in-time where the input (solid line) of this model intersects with the
output (dashed line) is the boundary, according to the conceptual idea for determine the
phoneme boundaries in Section 2.1. Around the boundary, target changes from nearly 0
to nearly 1 rapidly while there are only small changes for the targets around other points-
in-time. If the Euclidean distances of the adjacent targets are calculated, the result must
be that the value of distance at the boundary is much bigger than the value of distances
in other points-in-time, which means the position of boundary is a peak in the Euclidean
distances of the adjacent targets. Thus, to select the peaks makes it possible to implement
the conceptual idea for determine the boundaries in Section 2.1.
The simulated results indicate the effectiveness of the spectrum target prediction model

for the purpose of this research. The experiments for segmentation using speech signal
will be carried out in the next chapter.
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Chapter 5

Experiments for segmentation

Based on the simulated results for the spectrum target prediction model in the last
chapter, experiments for segmentation using the speech signal are carried out to achieve
the first sub-goal (find the candidates for the precise boundaries) described in Section 1.4.
This chapter is divided into four sections. In section 3.1, the description for experiments
in brief is presented. Then, the results of the experiments are shown in section 3.2. In
the last two sections, some discussion and conclusion for the results of experiments are
presented, for next sub-goal of this research.

5.1 Description for experiments

Files for experiments include an sound file from ATR database and a corresponding
manually labelling file used for comparison to experiment results. The used software for
experiments is MATLAB. To be explained in advance, in this research, manual segmenta-
tion and labelling with listening tests will be thought as the most precise results, including
the experiments described in the next chapter.
Steps for experiments are listed as below.
1. Re-sampling sound file at a sampling frequency of 8KHz (as mentioned in Subsection

4.2.1, The speech waveform should be digitized to 16 bits at a sampling frequency of 8KHz
in advance to be provided to the spectrum target prediction model)
2. Setting parameters for obtaining the values of MFCCs, as shown in Table 5.1
3. Obtaining acoustic features (MFCC) from sound file by the programs similar with

the executable file “HCopy” in HTK [17]

4. Calculating the differentiation for time derivative for each frame
5. Estimating targets for MFCCs by the spectrum target prediction model
6. Calculating the distances between the adjacent targets for discussion

5.2 Results of the experiments

Results of the experiments using MFCCs are shown in Fig. 5.2. In Fig. 5.2, the
sub-graphs from the top to the bottom indicate the speech waveform (parts of the whole
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Table 5.1: Parameters for obtaining the acoustic features (MFCC).

Parameter Value
analysis frame duration 20ms
analysis frame shift 1ms

the preemphasis coefficient 0.97
the number of filterbank channels 20
the number of cepstral coefficient 12
the cepstral sine lifter parameter 22

lower frequency limit 300Hz
upper frequency limit 3700Hz

waveform), manual labelling results, the trajectory of the input MFCCs, the trajectory
of the targets obtain by the spectrum target prediction model, the Euclidean distances of
the adjacent targets. In all sub-graphs, the horizontal axis presents the time domain and
the unit is second. The color in the third sub-graph and the fourth sub-graph presents
different values of each points. The red solid lines indicate segmentation boundaries
based on manual labelling results. The purpose to draw two hollow color circles is to
compare the trajectory of MFCCs to the trajectory of targets, before one point-in-time
for segmentation and after this point-in-time.

5.3 Discussion

Considering the purpose of this research that is to determine phoneme boundaries in
human perception, based on the results of experiments, the advantages and disadvantages
for the spectrum target prediction model are discussed as below.
Advantages of the spectrum target prediction model:
According to figures comparing original acoustic features (MFCCs) and estimated tar-

gets, when acoustic features change smoothly over time, as corresponding, estimated
targets change rapidly, just as the variation of color in two hollow color circles. The same
as the simulated results, the proposed method almost converts the gradual transitions in-
to some step functions, which indicate the effectiveness of the spectrum target prediction
model for the purpose of this research.
Then, comparing manual labelling and the peaks of Euclidean distances of the adjacent

targets, around the hand-made segmentation boundaries in human perception(red lines),
there are always peaks to be selected as the automatic segmentation boundaries, whose
values are almost the biggest in a period. Besides, the positions of such peaks are similar as
the hand-made boundaries. Based on the results, some strategies for extracting phoneme
boundaries from all peaks (treated as candidates) can be constructed, to make it possible
that the automatic speech segmentation results by the proposed method do not mismatch
to human perception characteristics as HMM.
Disadvantages of the spectrum target prediction model:
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Figure 5.1: Results of the experiments for segmentation using MFCCs. The sub-graphs
from the top to the bottom indicate the speech waveform (parts of the whole waveform),
manual labelling results, the variety of MFCCs, the variety of the targets obtained by the
spectrum target prediction model, the Euclidean distances of the adjacent targets. The
red solid lines indicate segmentation boundaries based on manual labelling results.
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The number of peaks is too much. Because the spectrum target prediction model is
highly sensitive to the variation of targets, there are too much peaks whose values are
small, making difficulty for determining the boundaries, as shown in the last sub-graph
in Fig. 5.2. Thus, even though the numbers of boundaries are given when implementing
the forced alignment for speech signal, it is hardly possible to extract the right peaks as
boundaries, for there have been no rules to determine the boundaries using the framework
of the spectrum target prediction model by now.

5.4 Conclusion

Based on the discussion in last section, the candidates to be selected as phoneme bound-
aries have been calculated out, which indicates that the first sub-goal for this research
presented in Section 1.4 has been achieved. How to extract the phoneme boundaries from
all candidates is the next sub-goal, which will be described in the next chapter.
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Chapter 6

Implementation for the proposed

automatic segmentation method

According to the discussion for the results of experiments for segmentation in Section
5.3, although the similar boundaries as the hand-made results can be obtained by the
spectrum target prediction model, how to extract these boundaries from all candidates
(peaks in the sub-graph of Fig. 5.2) is a problem.
In this chapter, the strategy for extracting the phoneme boundaries from all candidates

will be described, to achieve the second sub-goal presented in Section 1.4. The labelling
method after obtaining boundaries in human perception is also presented in this chapter,
to achieve the third sub-goal presented in Section 1.4. The two parts presented in the
first two sections implement the scheme of the proposed automatic segmentation method
presented in Section 2.2. Then, results of the experiments using TIMIT database are
shown in Section 6.3. The last section will give a conclusion for this chapter.

6.1 Strategy for extracting the phoneme boundaries

from all candidates

6.1.1 An outline for the strategy

From the discussion in Section 3.3, there is an idea for the strategy, to treat the labelling
files obtained by other automatic segmentation methods as references just as the manual
labelling file used in the experiments presented in Chapter 3. There must be no manual
labelling files as references when automatic speech segmentation is carried out for real
speech by the proposed method. However, continuous speech in English and in Japanese
can be separately segmented and labelled by HTK and Julious based on HMM. Besides,
there has been other software based on HMM for different languages. Thus, the labelling
files obtained by HMM-based automatic segmentation methods can be used. Comparing
HMM-based methods and the proposed method, for the HMM-based segmentation and
labelling, the number of boundaries can be determined, however, the boundaries are not
accurate enough compared to hand-made boundaries, on the opposite, there are always
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candidates close to the hand-made boundaries by the spectrum target prediction model,
however, there have been no suitable rules for choosing these accurate automatic segmen-
tation boundaries from a number of candidates directly. Thus, to adjust the HMM-based
boundaries to the accurate boundaries obtained by the spectrum target prediction model
is a possible strategy for extracting the phoneme boundaries from all candidates.
In addition, according to the discussion for the advantage of the spectrum target predic-

tion model in Section 5.3, there are always peaks near the manual boundaries, as shown
in Fig. 5.2. Thus, if the estimation for the boundaries in human perception is feasible
using the existing labelling files by the HMM-based method, it is foreseeable to obtain
more precise boundaries compared to hand-made ones.

6.1.2 Implementation of the strategy

To implement this strategy, the labelling files obtained by the HMM-based method are
needed. Fig. 6.1 gives an example for the labelling files, which is an revised output for
time-alignment by HTK. There are three columns of data for each row in this file. The
first number is the start time of a phoneme and the second number is the end time of this
phoneme. The unit for two numbers is 1 millisecond for the proposed method. The third
data is the phoneme.
In original labelling files by HTK, the unit for the time is 100 nanosecond, which should

be divided by 10000 to be converted to 1 millisecond. Besides, in each row, there is a
additional data, which is the same as the third data in the sample labelling file. It is used
to identify the word sequence [17] and not used in this research.

Figure 6.1: A sample labelling file for HMM-based segmentation.

To estimate the boundaries in human perception, one more file is needed, as shown Fig
6.2. In this file, there are five columns of data in each row. The former three numbers are
the mean errors, maximum errors and minimum errors for a boundary separately. The
rest data records the phoneme before the boundary and the phoneme after the boundary
separately. It can also be obtained statistically by calculating the errors between all
automatic segmentation boundaries by the HMM-based method and the corresponding
manual boundaries. The revised manual labelling file corresponding the HMM-based
labelling file from TIMIT database in Fig. 6.1 is shown in Fig. 6.3. The similar as the
labelling file in Fig. 6.1, in each row, the first number is the start time of a phoneme, the

28



second number is the end time of this phoneme and the third data is the phoneme in the
same order as the HMM-based labelling file.
The similar as the original labelling files by HTK, in the original manual labelling files

in TIMIT database, the time in the phonetic transcriptions are recorded at the sampling
points, which should be divided by 16 to convert the unit to 1 millisecond.

Figure 6.2: A list to describe the mean errors for each boundary.

Figure 6.3: A sample labelling file for hand-made segmentation in human perception.

Utilizing the HMM-based labelling files and the corresponding manual labelling files,
there are some steps to obtain the errors list file in Fig. 6.2. As shown in Fig. 6.4,
firstly, all errors are calculated between HMM-based boundaries and the corresponding
boundaries in human perception, while recording the phonemes before the boundaries and
the phonemes after the boundaries. Then, the numbers and the total errors for the same
boundaries (the phonemes before the boundaries and the phonemes after the boundaries
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are the same) can be calculated statistically based on the results in the first step. Finally,
the mean errors for each boundary can be calculated out, meanwhile, the maximum errors
and the minimum errors can be obtained..

Figure 6.4: Flow-process diagram for obtaining the error list file.

Based on the list file for errors, a block diagram implementing this strategy for each
speech signal is shown in Fig. 6.5. The speech signal and the HMM-based labelling
file are the input, and the labelling file by the proposed method is the output. When a
HMM-based boundary is provided to the proposed method, firstly the mean error should
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be found for this boundary by checking in the errors list file according to the former
phoneme and the later phoneme, and then the absolute value of the mean error will be
judged if it is less than 20 milliseconds. If the answer is “Yes”, a estimated manual
boundary is determined by moving the HMM-based boundaries according to the found
error and the nearest peak will be selected to be the boundary by the proposed method.
Otherwise, a range [hmm boundary −max error, hmm boundary −min error] for esti-
mating manual boundary will be used for selecting the peak with biggest value as the
automatic segmentation boundary, where hmm boundary is the HMM-based boundary,
meanwhile, max error and min error are the maximum error and the minimum error for
this boundary compared to the manual boundary checked from the errors list file.
The reason compared to 20 milliseconds is that the accuracy of automatic segmentation

is generally measured in terms of what percentage of the automatically labelled bound-
aries are within a given time threshold (tolerance) of the manually labelled boundaries.
20 milliseconds has been most widely used as a tolerance for measuring phone segmen-
tation quality [22]. If the absolute error between automatic segmentation boundaries and
manual segmentation boundaries is less than 20 milliseconds, the automatic segmentation
boundaries will be treated as the suitable boundaries.

6.2 Labelling methods

In this section, based on the strategies for extracting the phoneme boundaries from all
candidates presented in the last section, how to implement labelling (the third sub-goal
presented in Section 1.4) will be constructed.
First of all, three points can be concluded from the labelling file in Fig. 6.1 or Fig. 6.3

as following.
(1) the start time of the first phoneme (actually, the value is 0) and the end time of the

last phoneme are the start time and end time of the speech separately.
(2) The end time except the last one is the boundary.
(3) the end time of a phoneme is also the start time of the next phoneme.
Thus, after the phoneme boundaries are obtained using the speech signal and the cor-

responding HMM-based labelling file by the strategy described in Section 6.1, firstly the
start time of the first phoneme and the end time of the last phoneme are copied from the
HMM-based labelling file, then the rest of first row and second row of numbers are the
obtained boundaries ordered by time. The last row of data are a copy from the phoneme
sequence file without time-alignment in the same order as the HMM-based labelling file.
The procedure is the adjustment for HMM-based boundaries.

6.3 Experiments for labelling

Experiments are carried out using TIMIT database to verify the effectiveness of the
proposed method. Considering the language of TIMIT database is English, HTK is used
to obtain rough automatic labelling files for the strategies presented in Section 6.1. Then,
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Figure 6.5: The block diagram for the proposed method. When a HMM-based boundary
is provided to the proposed method, firstly the mean error should be found for this
boundary by checking in the errors list file according to the former phoneme and the later
phoneme, and then the absolute value of the mean error will be judged if it is less than
20 milliseconds. If the answer is “Yes”, a estimated manual boundary is determined by
moving the HMM-based boundaries according to the found error and the nearest peak
will be selected to be the boundary by the proposed method. Otherwise, a range for
estimating manual boundary will be used for selecting the peak with biggest value as the
automatic segmentation boundary.
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the error list file is obtained following the method shown in Fig. 6.4. Finally, the proposed
method is utilized to get automatic labelling files with accurate boundaries. Particularly
mentioned, when using TIMIT database, some preprocessing should be implemented.

6.3.1 Preprocessing for using TIMIT database

When using TIMIT database, some preprocessing should be implemented.
1. The TIMIT speech waveform files are SPHERE-headed [31] and can not be used in

HTK and directly. Thus, firstly the waveform files should be SPHERE-striped to obtain
the raw matrices and rewritten by the function “wavwrite” in MATLAB.
2. As mentioned in Subsection 4.2.1, The speech waveform should be digitized to 16

bits at a sampling frequency of 8KHz in advance to be provided to the spectrum target
prediction model. Thus, the SPHRER-striped raw matrices should be re-sampled to 8KHz
firstly when supplied for spectrum target prediction.
3. As presented in Subsection 6.1.2, the start time and the end time for each phoneme

in the phonetic transcriptions are recorded at the sampling points. They are unable to
be used in HTK, because the unit of time is 100 nanoseconds in HTK [21]. Besides, they
are not suitable for comparison to the results by the proposed method, because the unit
of time is 1 millisecond in the results by the proposed method. Thus, there should be a
small change for the original phonetic transcriptions.
Particularly mentioned, in some research especially speech recognition, in order to im-

prove the results of automatic recognition, the number of phonemes in original TIMIT
phone set(61 phonemes) will be reduced by some rules [17,36]. However, in this experiments,
all phonemes will be used for evaluation for the proposed method in the next chapter.

6.3.2 Description for experiments

Considering that the procedure to obtain the candidates for the automatic boundaries
by the spectrum target prediction model is the same as what is described in Section 5.1,
a detained description for obtaining the HMM-based labelling files will be presented in
this subsection.
The whole training partition of TIMIT database (4620 utterances) were used for training

and the whole test partition (1680 utterances) were used for testing. The 61 phonemes
in original TIMIT phone set are listed in Table 6.1, classified by some rules [23,36].
Based on the classification in Table 6.1, for each phoneme, monophone HMM and GMM

(Gaussian Mixture Model) acoustic models, with the standard 39 MFCC features extract-
ed following the parameters shown in Table 6.2, were trained using the HTK [17]. For the
parameters, compared to Table 5.1, “TARGETRATE” and “WINDOWSIZE” correspond
to “analysis frame shift” and “analysis frame duration”, separately. The units for this two
parameters is 100 nanoseconds. The values are set to 5 milliseconds and 20 milliseconds
widely used for forced alignment in HTK [37,38]. The number of states in the HMM models
and the number of Gaussian mixtures were optimized for best alignment performance with
20 milliseconds tolerance presented in Subsection 6.1.2. Stops, stop closures, the vowel
/ax-h/ (“devoiced schwa”), nasals, and liquids (/l/, /r/) are 1-state HMMs; the“true”
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Table 6.1: The phoneme set (61 phonemes).

Type Phoneme
Pauses and stop closures pau, pcl, bcl, tcl, dcl, kcl, gcl, h#, eqi, q

aa, ae, ah, ao, aw, ax, ax-h, axr, ay, ehVowels
er, ey, ih, ix, iy, ow, oy, uh, uw, ux

Glides l, r, w, y, hh, hv, el
Nasals m, n, ng, nx, em, en, eng
Plosives b, d, g, p, t, k, dx, jh, ch
Fricatives s, z, sh, zh, f, v, th, dh

diphthongs (/ay/, /aw/, /oy/) are 5-state HMMs; and the other phonemes are 3-state
HMMs. Eight Gaussian mixtures were used. [23]

Table 6.2: Parameters for extracting MFCC features in HTK.

TARGETKIND MFCC 0 D A
TARGETRATE 50000.0
WINDOWSIZE 200000.0
USEHAMMING T
PREEMCOEF 0.97
NUMCHANS 20
CEPLIFTER 22
NUMCEPS 12

Particularly mentioned, in forced alignment, unlike in automatic speech recognition,
monophone HMMs are more commonly used than triphone HMMs, because monophone
HMMs outperform triphone HMMs for medium tolerances (15-30 ms different from man-
ual segmentation) [11,23,39]. Besides, the use of precise phonetic segmentation for training
HMMs can improve the performance of forced alignment [12,23]. Thus, in this research,
the acoustic observations of individual phonemes by extracting frames within the phone
boundaries from observations (features) of utterances are used as input for training H-
MMs similar as the isolated unit training, instead of entire utterances with transcribed
phone sequences [17].
Following the steps in HTK Book [17], time-alignment for the train subset and the test

subset can be implement to obtain automatic labelling files. Then, the unit of the start
time and the end time for each phoneme should be changed from 100 nanoseconds to 1
millisecond, which has been presented in Subsection 6.1.2. The next, following the method
shown in Fig. 6.4, a errors list file for all boundaries can be obtained for the proposed
method, utilizing the time-alignment results for the train subset and corresponding man-
ual labelling files. Based on the results of spectrum target prediction, the HMM-based
labelling files for the test subset and the errors list file, the automatic labelling files by
the proposed method can be obtained, according to the block diagram in Fig. 6.5.
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The description in this Subsection can be concluded in Fig 6.6.

Figure 6.6: The block diagram for the experiments using TIMIT database. Firstly, the
protos of 61 monophone HMMs are constructed by the rules presented in this Subsection
and the MFCCs are extracted from utterances by a 20 millisecond Hamming window
shifted by 5 millisecond, as the preparation. Then, utilizing the whole training subset
and corresponding manual labelling files, isolated unit training for the protos is carried
out. The next, the HMM-based labelling files will be obtained through forced alignment,
utilizing the whole testing subset and corresponding phoneme sequences. Meanwhile, the
whole training subset should be provided for forced alignment, to obtain a errors list file
for the proposed method following the method shown in Fig. 6.4. The procedure above
is processed in HTK. Also, the testing utterances are used to obtain candidates for the
accurate phonemes boundaries by the means of spectrum target prediction model(STPM),
similar to the experiments presented in Chapter 5. The last, the labelling files with more
accurate phonemes boundaries are outputed following the block diagram in Fig. 6.5.
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6.3.3 Results of experiments

An example labelling file is shown in Fig. 6.7, corresponding the HMM-based labelling
file in Fig. 6.1. The different numbers in the second column for the same row in two files
indicate the different boundaries obtained by two methods. These numbers will be used
for evaluation.

Figure 6.7: An example labelling file obtained by the proposed method corresponding the
HMM-based labelling file in Fig. 6.1.

6.4 Conclusion

The results of experiments indicate the effectiveness of the proposed method. By now,
the second and third sub-goals have been achieved. For the last sub-goal, an appropriate
objective evaluation method should be considered to verify that the proposed method is
better than the HMM-based method for automatic speech segmentation.
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Chapter 7

Objective Evaluation

In this chapter, an objective evaluation method is designed according to analysis for the
results by the HMM-based segmentation method. Then, the objective evaluation will be
carried out for the segmentation results by the proposed method, compared to the results
by the HMM-based segmentation method.
This chapter is structured as follows. In Section 7.1, the results of statistical errors

based on the rough automatic labelling files obtained by the HMM-based segmentation
method is shown. The analysis for the results is also included in this section. Based
on Section 7.1, the method for objective evaluation is constructed in Section 7.2. In the
following two section, the theoretical upper-limitation evaluation results and experimental
evaluation results for the proposed method are presented separately. According to the
evaluation results for the proposed method, the discussion and conclusion are described
in order.

7.1 Analysis for the HMM-based segmentation re-

sults

During the experiments for labelling for the proposed method, HMM-based segmen-
tation results have been obtained. There are totally 62465 boundaries for 1680 sen-
tences. According to the HMM-based labelling files and the corresponding manual la-
belling files, all errors can be calculated using equation “error = boundary HMM −
boundary manual′′, where boundary HMM is the end time of the phoneme in the HMM-
based labelling files and boundary manual is the corresponding end time in the manual
labelling files. Then, the numbers of boundaries for the same error can be calculated
statistically based on the results in the last step. Then, the distribution for the numbers
of boundaries for 2414 different errors can be obtained, as shown in Fig. 7.1. The hori-
zontal axis indicates the different errors (unit is set to 1 millisecond) and the vertical axis
indicates the numbers of the boundaries for the same error.
As is well-known, the mean value and the variance value are used to analyse Gaussian

distribution. However, the distribution for errors is not Gaussian distribution. Thus,
other values should be considered instead of the mean value and the variance value. In
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Figure 7.1: The distribution for the numbers of boundaries for the same error in HMM-
based segmentation results

this research, the quartiles [40] are selected, which are the three points that divide the data
set into four equal groups in descriptive statistics. The three points are called the first
quartile (lower quartile), the median (second quartile), the third quartile (upper quartile)
ordered by value from small to big. The quartile deviation [41], which is half the difference
between the first and third quartile, measure the spread of a distribution usually used in
non-linear situations and non-normal distributions, for it is not influenced by extremely
high or extremely low scores.

7.2 Evaluation method

According to the analysis procedure for HMM-based segmentation results in last sec-
tion, there are three values of errors to be thought highly of: the median, the first quartile,
the third quartile. The median can be treated as a value of expectation. Obviously, it
is the best situation that the median equals to 0, which indicates that the automatic
segmentation boundaries make no errors compared to the hand-made boundaries in ex-
pectation. Between first quartile and third quartile there is a range making sure 50%
of the automatic segmentation boundaries make small errors. Thus, the length of this
range indicates the concentration level of the automatic segmentation boundaries which
make small errors. The quartile deviation presented in the last section can be used for
the measurement.
In addition, as presented in subsection 6.1.2, the accuracy of automatic segmentation is

generally measured in terms of what percentage of the automatically labelled boundaries
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Figure 7.2: Analysis for HMM-based segmentation results based on the distribution for
the numbers of boundaries for the same error

are within a given time threshold (tolerance) of the manually labelled boundaries. 20
milliseconds has been most widely used as a tolerance for measuring phone segmentation
quality.
The results by the proposed method is compared to the standard HMM-based seg-

mentation results and the distribution for the numbers of boundaries for the same error
between manual results and HMM-based segmentation results has been known. Based on
the discussion in the last two paragraph, for three evaluation criterion (the median, the
quartile deviation, the percentage of the automatically labelled boundaries for 20 millisec-
onds tolerance), the proposed method should do better than HMM-based segmentation
method for the three criterion. The ideal evaluation results is shown in Fig. 7.3, which
indicates the proposed method improves the accuracy of segmentation boundaries com-
pared to the standard HMM-based segmentation results for all three evaluation criterion:
as well as that the median is moved to the position close to 0, the quartile deviation is
smaller and the percentage of the automatically labelled boundaries for 20 milliseconds
tolerance is bigger than ones in HMM-based segmentation results.

7.3 Theoretical upper-limitation evaluation results

According to the evaluation method presented in Section 7.2, the theoretical upper-
limitation evaluation results are shown in Table 7.1. Assuming that manual labelling
files in TIMIT database could be used as references for determining the boundaries from
all candidates obtained by spectrum target prediction model, as shown in Fig. 5.2, the
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Figure 7.3: Ideal results for the proposed method

nearest peaks from the manual labelling files are always selected as the boundaries, to
verify whether the highly accurate automatic boundaries can be obtained. In Table 7.1,
the percentages of the automatically labelled boundaries for 5 milliseconds tolerance and
10 milliseconds tolerance are also reported and the explanation for the items in the first
column has been presented in the Section 7.2. The unit of the other numbers is 1 mil-
lisecond.

Table 7.1: Theoretical upper-limitation evaluation results.

Median -0.2188
First quartile -1.5313
Third quartile 1.4062

Quartile deviation 1.46875
5(ms) tolerance 94.24%
10(ms) tolerance 99.92%
20(ms) tolerance 100%

7.4 Experimental evaluation results for the proposed

method

Before evaluation for the proposed method, forced alignment boundaries obtained by
HMM-based method are adjusted by a simple correction procedures. The HMM-based
boundaries are shifted to new positions based on the mean errors in the errors list file, to
achieve better results for evaluation.
The analysis results are summarized in Table 7.2. Different with theoretical upper-

limitation evaluation results, the percentages of the automatically labelled boundaries
for 10 milliseconds tolerance and 50 milliseconds tolerance are reported, because of the
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actual accuracy in the experiments. The unit of the other numbers is 1 millisecond. The
explanation for the items in the first column has been presented in the Section 7.2.

Table 7.2: Evaluation results for the proposed method.

HMM-based method The proposed method
Median -0.2336 -0.0025

First quartile -5.6480 -3.3725
Third quartile 5.4708 3.2875

Quartile deviation 5.5594 3.3300
10(ms) tolerance 71.58% 76.18%
20(ms) tolerance 90.02% 92.07%
50(ms) tolerance 98.53% 99.05%

7.5 Discussion for evaluation results

1. Compared to the analysis results for HMM-based segmentation boundaries, ac-
cording to the three evaluation criterion described in Section 7.2, the proposed method
performs automatic speech segmentation better than HMM-based segmentation method.
The median has moved to the position closer to 0, the quartile deviation has reduced about
40%, and the the percentages of the automatically labelled boundaries for 20 milliseconds
tolerance has increased about 2%.
2. Although the proposed method improves the accuracy of segmentation boundaries

compared to the standard HMM-based segmentation results, there are some drawbacks
for the proposed method. The file recording the mean error for each boundary is the key
factor to improve the accuracy of boundaries, however, it is also the key drawback for
the proposed method. The file can not be commonly used because there will be different
phone sets for different databases to make the file variable. If there are different files to
be needed for different databases, two problem come out.
(1) As described in Subsection 6.1.2, the file is made using all automatic segmentation

boundaries by some methods and corresponding hand-made boundaries. If a database
is used for research, it can be believable that there are manual labelling files for corre-
sponding speech, just as TIMIT corpus. However, the file is made statistically. Thus, the
scale of the databases should be big enough to make sure that the file can be used for the
proposed method.
(2) Actually, the automatic speech segmentation method is designed for time-alignment

using speech signal and a corresponding phoneme sequence file, instead of manual segmen-
tation method. In such situation, there must be no hand-made boundaries for comparison
to obtain such file.
In conclusion, a reliable commonly-used file listing the errors for all possible boundaries

is essential when using this proposed method. However, considering different languages
and dialects for same language, to obtain such file is a hard task.
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3. In the experiments, only the standard HMM-based segmentation results are used
for comparison. In fact, there have been some methods for adjusting the standard HMM-
based segmentation boundaries [18–23], as presented in Section 1.2. Thus, the proposed
method should be also compared to these methods. Besides, the proposed method should
be implemented using more databases in English or other language.
4. Considering the motivation of this research, there should be a subjective evaluation

method for the proposed method. For example, speech synthesis is carried out using
the segments obtained by the proposed method, and then the naturalness of synthesized
speech will be checked through listening tests.
5. According to the theoretical upper-limitation evaluation results, the percentage

of the automatically labelled boundaries within 20 milliseconds threshold (tolerance) of
the manually labelled boundaries has achieved 100%. The percentages of the boundaries
with 10 milliseconds tolerance and 5 milliseconds tolerance are also extreme high. Besides,
the quartile deviation is only 1.46875 milliseconds. All the evidences could be used for
verifying that it is possible to obtain automatic segmentation boundaries similar as manual
boundaries through spectrum target prediction model. However, by the proposed method
in this research, the evaluation results reveal that the most suitable candidates are not
always selected as phonemes boundaries. By optimizing the proposed method, there is
great potential for this research.

7.6 Conclusion

According to the discussion for the evaluation results, the proposed method improves
the accuracy of segmentation boundaries compared to the standard HMM-based segmen-
tation results, which indicates the achievement of the last sub-goal presented in Section
1.4 and the achievement of the purpose of the proposed method. However, there have
still be plenty of work for further research, such as the subjective evaluation and the
comparison to other automatic segmentation methods. Especially the errors list file, used
to estimate the boundaries in human perception, is the key factor to improve the accu-
rate of phoneme boundaries compared to the HMM-based method. Thus, to prove the
possibility to obtain a reliable commonly-used errors list file for all possible boundaries is
a essential and hard task for extending the proposed method to all databases. Besides,
compared to the theoretical upper-limitation evaluation results, how to optimizing the
proposed method is also the future work to achieve higher performance in the domain of
automatic speech segmentation.
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Chapter 8

Conclusion and future work

In this thesis, a method based on human perception characteristics is proposed to obtain
more precise phoneme boundaries close to hand-made boundaries for automatic speech
segmentation, in order to supply automatic segmented speech corpus for highly natural
speech synthesis or some other applications with the requirement for highly accurate
and reliable speech segmentation. Utilizing the spectrum target prediction model, some
candidates for extracting the phoneme boundaries can be calculated out. The results of
experiments for segmentation indicates the effectiveness of the spectrum target prediction
model for the purpose of this research. Based on the results above, the strategy for
extracting the phoneme boundaries have constructed, meanwhile, the scheme for labelling
method is established. Furthermore, evaluation is carried out based on some relevant
experiments for the strategy. The experiments results indicated that the proposed method
improves the accuracy of segmentation boundaries compared to the standard HMM-based
segmentation results, by refining HMM-based segmentation boundaries. Above all, the
propose of this research can be achieved along with the implementation for all sub-goals.
However, considering the proposed method may be provided for different databases, a

reliable commonly-used file listing the errors for all possible boundaries should be obtained
by some means in the future work. Another important future work is the subjective
evaluation for the proposed method. In addition, more experiments and comparison to
other automatic speech segmentation methods should be carried out for the revise of
the proposed method. Besides, compared to the theoretical upper-limitation evaluation
results, how to optimizing the proposed method is also the future work to achieve higher
performance in the domain of automatic speech segmentation.
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