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Abstract

In this thesis, we introduce a new task, namely Support-Sentence Retrieval (SSR here-

after), that is centered on sentence retrieval. The goal of a SSR system is to retrieve

sentences relevant to a given theme (called support-sentences), then classify them into

relevant types such as agreement and contradiction. It would help users to write an ar-

ticle about the theme by giving a comprehensive view of those support-sentences. Our

study is the first attempt to develop such a kind of system. The system is divided into

two main modules: sentence retrieval and sentence classification.

Sentence retrieval is the task of retrieving relevant sentences against a query. It has

been found useful in many other tasks such as question answering, summarization, in-

formation extraction, machine translation, etc. Sentence retrieval is usually considered a

special case of document retrieval. In fact, the state of the art sentence retrieval method,

TF-ISF, is an adaptation of document retrieval method, TF-IDF, at sentence level. How-

ever, TF-ISF relies totally on the lexical statistics (term frequency) in the collection. In

our system, a full sentence is used as query. Thus, we can utilize the syntactic structure

of a sentence in the retrieval. In this task, we propose a method that can utilize both the

lexical and grammatical information of a query sentence. In addition, a new query term

weighting scheme based on the specificity of the terms is proposed and combined with

ordinary IDF weighting for a better performance. Experimental results indicate that our

best configuration of sentence retrieval system achieves 32.73% higher precision than the

traditional TF-ISF method.

The key idea of sentence retrieval is finding the matching clues (e.g. terms, depen-

dencies) between user’s query and candidate sentences. However, extracting lexical in-

formation (e.g. query terms, unigram, bi-gram, etc.) for the matching faces the problem

of vocabulary mismatch due to the fact that a sentence is very short in comparison with

a document.There is very few terms that can be matched. An approach to address this

problem is query expansion. Our research resorts to lexical expansion (expanded terms

are query-related, e.g. synonym, hypernym). However, this can introduce noise to the

system that leads to error in later processes. Therefore, in this thesis, we would also

investigate on how to integrate a word sense disambiguation (WSD hereafter) classifier

into sentence retrieval system. This is the first attempt to study the impact of WSD in

retrieving relevant sentences. We showed that at the moment, due to the limitation of

the context information that we can extract from a sentence, a supervised WSD classifier

could not predict word sense effectively. In the cases that it is able to identify the correct

senses, it is still difficult for the SR system to find the matched terms between query
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and candidate sentence although we have already removed the noise added by incorrect

expanded terms.

An SSR system extracts sentences relevant to a given topic and put them into mean-

ingful categories, such as agreement and contradiction. Previous researches have already

considered the semantic relations between sentences. For example, Recognize Textual

Entailments (RTE) task identifies whether the meaning of a text can be inferred from an-

other text; Cross-document Structure Theory (CST) recognizes 18 semantic relations be-

tween sentences across topically-related documents. However, most previous approaches

applied supervised learning methods which require hand-tagged data. In the sentence

classification task of SSR system, we present new sentence classification algorithms based

on rules and bootstrapping method to recognize two semantic categories: agreement and

contradiction. The initial seed data for training bootstrapping-based classifiers are au-

tomatically built. Our best configuration of bootstrapping-based classifiers yields 2.9%

higher result than the word overlap baseline in the agreement category. Applying boot-

strapping learning even increases the precision at 10 (P@10) of the contradiction class by

12.1% comparing to the rule-based approach. These results are promising due to the fact

that the whole process requires no human interaction.
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Chapter 1

Introduction

Sentence retrieval is a special instance of information retrieval. It has all of the features of

an automated information retrieval system, plus its own characteristics. Sentence retrieval

has been applied in a variety of natural language processing applications. This chapter

introduces a new task called Support-Sentence Retrieval (SSR) and the challenges to

develop an effective SSR system.

1.1 Challenge of Sentence Retrieval

Automated information retrieval (IR) systems were originally developed to manage the

huge scientific literature since the 1940s with limited users (e.g. researchers and librari-

ans) [31]. Soon later, the target users spread to those of information professionals, such as

journalists, lawyers and doctors. With the WorldWideWeb innovation in recent years, the

published information now can reach everyone. Nowadays, information retrieval acts as

most people’ principle means of information access. IR systems are widely used in many

universities, public libraries to provide access to books, journals and other documents.

Dictionary and encyclopedia databases also utilize the advantages of the IR systems. In

the scope of academic field, Manning et al. [69] has defined information retrieval as follow:

“Information retrieval is finding material (usually documents) of an unstructured

nature (usually text) that satisfies an information need from within large collections

(usually stored on computers).”

While there are numerous types of information such as images, videos, audios, etc.,

most definitions of information retrieval applied to documents [31, 69, 70, 76] because

textual information seeking is the most common scenario. In the definition of Manning

et al., the information need is expressed as a user query. A query is normally a sequence

of terms that describes the user’s need. The result outputted by an IR system given a

query and a set of documents is a ranked list of documents judged as relevant to the
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user’s need. This list is sorted in decreasing order by their estimated relevance. The most

difficult part of this process is how to understand the query as the exact requirement of

the user. In practice, most of the users are reluctant to write more than two or three

terms in their queries [116]. The short query therefore may express different meanings

which leads to different relevant documents. Therefore, document retrieval is not an easy

task for a retrieval system.

Given the fact that documents are formed by a collection of sentences, the sentence

retrieval problem that this thesis concerns deals with much shorter unit of information

comparing with the document retrieval task. Identifying sentences that are relevant to an

input query is an important task in many information retrieval applications. The relevance

of sentences may range from expressing the same idea as a query to expanding that idea

with additional information. Different criteria are set for different tasks. For example,

a question answering system tends to extract relevant sentences containing answers to a

user’s query [49, 87]. For query-based text summarization, important sentences that have

some relationship to the query need to be extracted from the target document [105]. In

novelty detection, relevant sentences cannot be redundant [44]. Sentence retrieval is also

important in information extraction [92] and machine translation [26]. It is a challenging

area that has attracted numerous attention recently [28, 85–87].

Recent researches of Murakami et al. develop an application of sentence retrieval

called Statement Map [85, 86]. Statement Map aims to help users navigate the numerous

amounts of information on the internet and come to informed opinions on their topic of

interest. Output of the system is a map of information where view points and evidences

of a statement (query) are listed in several semantic classes. Then, the user will judge

the reliability of the statement based on this map. This research has attracted us to the

field of mining the huge quantity of texts for exploring different points of view.

Let’s see a specific example. On September 30, 1993, the Japanese government decided

to open its rice market to the world for the first time in three decades due to the sudden

drop of harvest amount. Because of a cool, wet summer growing season and an outbreak

of blight, Japan faced its worst rice harvest in the post war period – only 74% of the

amount of the previous period’s harvest – and was forced to purchase, on an emergency

basis, foreign rice in the coming 12 months. However, this decision faced many objections

because of the fear that foreign rice would be flooding the Japanese market. Obviously a

document retrieval system can help us search for all of the relevant information on this

issue. Let say a user wants to collect all supporting ideas on the fact that Japan opened

its rice market in 1993. A sentence retrieval system is more appropriate for the user to

gather the most important clues. Furthermore, a retrieved sentence can be clustered into

different categories according to its property. Table 1.1 gives some examples of our ideas

to collect support-sentences.

2



Table 1.1: Example of support-sentences

Query Rice market in Japan is opened to foreign countries.

Agreement Japan has been under strong pressure from other member countries of

the General Agreement on Tariffs and Trade (GATT), including the

United States, to open its rice market.

Agreement Prime Minister Kiichi Miyazawa’s plan to open the Japanese rice mar-

ket to foreign imports early next year, using “gaiatsu,” or pressure

from outside, as the excuse for his move, has been stalled by the in-

creasingly uncertain state of the Uruguay Round of multilateral trade

talks, political observers say.

Contradiction The consumer prices of rice are five to seven times those of rice overseas,

but the message in the government leaders’ remarks is that the planned

very high tariff rates would ensure that the nation’s rice growers won’t

face any serious threat from foreign competitors.

Contradiction Even if the government pledges opening of the nation’s rice market to

other countries, it might be unable to do so.

Our system, namely Support-Sentence Retrieval (SSR hereafter) provides users all

sentences that are relevant to the topic of interest in a categoric way. Our system is

similar to the system of Murakami et al. [85]. However, their research only focuses on the

sentence classification task, which is related to the task of Recognizing Textual Entailment

(RTE task [21]) between two text fragments. RTE task has been proposed as a generic

task that captures major semantic inferences for many NLP applications such as question

answering, information retrieval, information extraction and text summarization.

Besides entailment, there are more semantic relations among text. Cross-document

Structure Theory (CST) attempts to characterize 18 kinds of relationships that exist

between pairs of sentences coming from one or more documents [105]. In our opinion,

semantic relations in CST are too difficult to be distinguished automatically. Further-

more, such detail types of semantic relations are not necessary for most of applications,

specifically the SSR system that this study focuses on. A brief explanation of the semantic

relations in our SSR system will be discussed in Subsection 1.2.2.

Most of previous studies on analyzing semantic relations between texts applied su-

pervised learning methods to facilitate the semantic features extracted from available

annotated corpora [24, 36, 85]. Although the results are good, the cost paid for corpus

building is too expensive. The bottleneck of data sparseness is also a serious problem.

In this thesis, we study the knowledge based techniques for the task of support-sentence

retrieval to avoid this limitation.
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1.2 Research Goal

The main goal of this thesis is to develop an effective system that supports a person

writing an article on one theme. Given a set of reference documents, people normally find

support ideas for a topic by reading all available documents, which is a time-consuming

process. It would be better if a system can help us quickly identify which ideas are

important and how relevant they are to the topic. The problem is different to a question

answering problem because we expect to retrieve broader information, which may provide

additional useful information, rather than an exact answer to the query. This information

is classified into groups that help the user quickly navigate and capture the main ideas

relevant to the being written article. Hence, our final goal does not stop at retrieving

sentences relevant to a user query; it goes further to analyze how relevant they are. In

this research, this problem is referred to as Support-Sentence Retrieval (SSR). Our study

is the first attempt to develop such a kind of system. Two major tasks in the SSR system

are sentence retrieval and sentence classification.

1.2.1 Sentence Retrieval

Our first sub-goal is to develop an effective sentence retrieval module of the SSR system,

which we called SR module. Although there have been many attention to the task of

sentence retrieval, an effective method to solve this problem is still to be found [30]. In

the scope of our study, a relevant sentence is the sentence that states the same topic

to the input query. It may discuss the same information, the contrast information or

extend the topic to other perspectives. Basically, given a set of documents and a query

sentence, the sentence retrieval module retrieves the sentences relevant to the query from

those documents. For example, given the topic sentence “Bloods transfusion gives many

dangerous viruses”, the system should be able to extract relevant sentences that are

both similar and provide additional useful information for users, as the examples 1-3 in

Table 1.2. Our research focuses on exploring the effective features of a full-sentence query

in a sentence retrieval system. In traditional sentence retrieval systems, a query is usually

a collection of words that may not effectively express what a user is looking for. However,

humans normally describe ideas in full sentences that contain not only keywords but also

semantic relations (dependencies) between the keywords. For example, if only keywords

“blood,” “transfusion,” “gives,” “dangerous” and “viruses” are given as a query, some

irrelevant sentences that only include some of the keywords may be retrieved, such as

example 4 in Table 1.2.

Our system not only matches keywords but also considers their grammatical and

semantic relations. In this study, a full-sentence query is used in a sentence retrieval

system for support users writing topic-based articles. Specifically, lexical information

and syntactic relations between the query sentence and candidate sentences are used to
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Table 1.2: Examples of retrieved sentences for the query “Bloods transfusion gives many
dangerous viruses”

(1) Blood transfusion gives man hepatitis E.

(2) The measures include 2 billion yen to store donated blood for six months within

the organization so shipped blood can be quickly recalled if samples are found to

have slipped through safety checks, and 4.5 billion yen to remove white blood cells

to prevent side effects as well as infectious diseases through blood transfusion.

(3) An advisory panel for the ministry pointed out at the end of 1997 the necessity

of conducting follow-up surveys on blood that may be tainted with hepatitis and

other viruses as it was found very difficult to eliminate the danger of infectious

diseases completely from blood used for transfusions.

(4) As viruses have become more dangerous, so integrated security software that en-

ables computer owners to set up firewalls has become mainstream.

calculate their similarity. In addition, the use of a specificity weighting technique based on

WordNet’s hierarchy to enhance the precision of the sentence retrieval system is proposed.

As we discuss above, using a full-sentence as query may help decrease the ambiguity

usually occurrs in a retrieval system that accepts only two or three terms as query. This

can be seen as an implicit disambiguation in the system. Regarding applying explicit

disambiguating module into an IR system, many previous work have reported positive

results [41, 53, 113, 119]. However, to the best of our knowledge, there is no literature

review on the impact of Word Sense Disambiguation (WSD hereafter) into sentence re-

trieval task. As a step to enhance the performance of SR module, we aim to study the

effectiveness of applying a WSD classifier to the task of sentence retrieval.

1.2.2 Sentence Classification

Our second sub-goal is to investigate for effective methods to classify the retrieved sen-

tences in SR module into different semantic categories. These methods are empirical test

through the classification module (SC module) of the SSR system. The semantic classes

should represent different ideas relevant to the query. They act as the advantageous hints

for the user’s writing. Inspired by the work of Radev et al. [105], we consider 5 classes for

the SSR system which are agreement, contradiction, subsumption, refinement and cross-

reference. Some examples of these semantic classes are presented in Table 1.3. Definition

of these 5 classes will be shown in Section 6.3.

In our point of view, the first two relations are the most important ones because they

contribute to sketch the main spirit of the article. If the retrieved sentences are all clas-

sified in agreement or contradiction category, the article trends to no controversy. On

the other hand, if some retrieved sentences are regarded as agreed to the query but some
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Table 1.3: Example of 5 semantic classes in SSR system

Query Sentence Categories

Smoking is prohibited in al-

most all public areas.

Smoking inside public and

private buildings is strictly

prohibited by law.

Agreement, Subsumption

Smoking is prohibited in al-

most all public areas.

Smoking inside schools pro-

hibited.

Agreement, Refinement

Tap water is safe. Tap water is generally safe for

drinking, though tourists are

advised to buy bottled water

for drinking.

Subsumption

Tap water is safe. Generally, tap water is safe to

drink after boiling.

Agreement, Subsumption

Tap water is safe. Tap water is generally not

safe for drinking.

Contradiction, Subsump-

tion.

People often visit hot

springs to cure their

disease.

In Japan, many hot springs

in rural locations are main-

tained by the local govern-

ment and are open to the

public for free, and even ex-

pensive spa resort towns usu-

ally have at least one public

bath open to all for a token

fee.

Cross-reference

others are put in contradiction category, there may be disparate opinions on the topic.

For this reason, in the scope of this study, we focus on how to distinguish between agree-

ment and contradiction relations between a support-sentence and a query sentence. Our

proposed methods to recognize these two categories are developed based on unsupervised

features to avoid the bottleneck problem of supervised methods.

1.3 Dissertation Outline

This thesis consists of 7 chapters (see Fig. 1.1). In the next chapter, we discuss on some

related tasks and point out our motivation to develop the Support-Sentence Retrieval

(SSR) system. The tasks to be discussed include document retrieval, recognize textual

entailment and cross-document structure theory.

In Chapter 3, we present an overview of our proposed SSR system. The system is
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Figure 1.1: Outline of this dissertation

divided into two three main modules: document retrieval, sentence retrieval and sentence

classification. In this chapter, we explain the input, output, pre-processes and the first

module of the system (document retrieval). The other modules which are two main tasks

of our study (sentence retrieval and sentence classification) are explained in the later

chapters.

Chapter 4 begins with an overview on our first task: sentence retrieval and a discussion

on some previous work in literature. Then, our proposed sentence retrieval method that

utilizes both lexical and grammatical characteristics of a sentence are explained in detail.

We study the effectiveness of our method in comparison with a standard sentence-retrieval

approach. In addition, four kinds of query term weighting schemes are introduced to our

proposed retrieval method and are empirically proved to enhance the performance of the

sentence retrieval system. Experimental results and some discussion are given to study

the effectiveness of our approach.
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Chapter 5 presents our study on the impact of applying word sense disambiguation into

SSR system. Although using full-sentence query helps decrease the ambiguity of the terms

in the query, our proposed term weighting methods in Chapter 4 might introduce noise

into the system during the process of query expansion. Therefore, it is necessary to reduce

these noise as much as possible through a WSD process. Literature on applying WSD to

IR yielded opposite results. Some study said yes, others said no to the enhancement of

the IR system when applying WSD. In this chapter, we conduct an experiment to answer

the question: whether WSD helps improve the performance of a sentence retrieval system.

In Chapter 6, we study unsupervised methods to recognize two semantic classes: agree-

ment and contradiction. Our proposed rule-based and bootstrapping-based classifiers are

constructed using only features extracted from the query and the relevant sentences (out-

put of the SR system in Chapter 4). The initial seeds of our bootstrapping-based classifiers

are created automatically. Therefore, the whole process requires no human interaction.

This proposal helps exempt the cost of building manually tagged corpus for training

the classifiers. The empirical results indicate that our proposed methods give promising

results to recognize these two semantic classes.

Finally, chapter 7 will summarize this thesis, point out the contributions and suggest

for the future research directions.
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Chapter 2

Support-Sentence Retrieval:

Motivation

In this chapter, through the discussion of some related tasks to our study, we would

like to explain the motivations of our proposed system. Most approaches on sentence

retrieval directly adopt methods from document retrieval with some trivial modifications.

In Section 2.1, we present a brief introduction of existing document retrieval methods and

their adoptions in sentence retrieval. Section 2.2 gives some discussions on the problem

of applying query expansion to sentence retrieval. These tasks motivated us in our first

sub-goal. In recent years, bringing semantic relations to sentences is a hot topic. In the

final section of this chapter, we review some related tasks (recognize textual entailment,

cross-document structure theory) that lead to our second sub-goal.

2.1 Document Retrieval methods against Sentence

Retrieval

The methods on document retrieval models can be classified into three categories as

Table 2.1. Although different models are built based on different ideas, all of them have

a common fundamental assumption that documents containing more query terms are

more relevant to the query [87]. For example, in the vector space models, the documents

are ranked according to the similarity score of their vector representation and the query

vector representation. Each term in the query and the document is weighted by many

ways (most are variations of TF-IDF). The common similarity score is the cosine of

the angle between two vectors. Consequently, documents containing more query terms

are regarded as more relevant to the query. In contrast, a sentence usually consists of

several singleton query terms. Table 2.2 reveals the average document length (number of

terms) and the average sentence length in the corpus of our study1. Since sentences are

1The corpus is described in details in Subsection 3.1.1.

9



shorter than documents, a relevant sentence in sentence retrieval task has less chance to

contain query terms than a relevant document in document retrieval task. Therefore, the

assumption of document retrieval methods does not hold for the case of sentence retrieval.

It is clearly that simply applying document retrieval methods to sentence retrieval is not

effective. This raises our first motivation to develop a sentence retrieval method that can

recognize the discriminating terms in the short context of a sentence.

Alternatively, the probabilistic models raised a good idea but never won on performance

comparing to other models [69]. It requires some major assumptions (e.g. term indepen-

dence, terms not in the query don’t affect the outcome, etc.). The language models, on

the other hand, have been proved to significant improve document retrieval performance.

However, on other tasks where the unit of retrieval is smaller such as passage retrieval,

vector space models are still state-of-the-art models for query-passage scoring [51, 52].

In the task of sentence retrieval, previous researches showed that the vector space model

at least performs as well as the best performing empirically tuned and trained sentence

retrieval models based on BM25 and language models [29, 67]. These evidences support

our decision to choose the vector-space model as a baseline method for the retrieval of

support-sentences (Chapter 4).

2.2 Query Expansion and the problem of Sense Am-

biguity

Most approaches in sentence retrieval literature are based on regular matching of terms

between a query and a sentence. However, due to the fact that a sentence contains a very

limited number of terms, not many of these terms can matched the query terms. One

method to address this problem is query expansion. The work of Losada et al. [66] is a

comprehensive study on most of the current researches using techniques of query expansion

for sentence retrieval. This included well-known term selection techniques which have

been used in document retrieval, such as those based on pseudo-relevance feedback [13]

and local context analysis [130, 131]. The paper concluded that expansion after sentence

retrieval (ASR) with pseudo-relevant feedback and expansion before sentence retrieval

(BSR) with local context analysis are the most robust expansion methods for sentence

retrieval. However, the cost for expansion ASR is more expensive because we need the

result from the initial run of sentence retrieval to collect the feedback. The effect of this

kind of feedback is very sensitive to the quality of the initial ranks. Motivated by this,

Abdul-Jaleel et al. has introduced to use selective feedback, which is more stable but

requires a training data [1].

Other studies resort to lexical expansion, i.e. the expansion is assisted by query-related

terms (synonyms or related terms from a lexical resource) [137]. The limitation of this

type of expansion is that noisy terms can be easily introduced to the new query, mostly
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Table 2.1: Existing models for Document Retrieval

Category Description Methods

Vector Space

Models

Each document is viewed as a vector

with each component corresponding to

a term in the list of terms. The score

of a document d is similarity between

the document vector and query vector.

TF-IDF [110]

Maximum TF normaliza-

tion [59]

Pivoted document length

normalization [117]

Probabilistic

Models

Estimate the probability of a term t

appearing in a relevant document

P (t|R = 1). This probability helps

decide whether documents are relevant

or not.

Binary independence model

(BIM) [108]

Probabilistic logics [32]

Inference networks [124]

Okapi BM25 [107]

Language

Models

Model the idea: words that would

likely appear in a relevant document

tend to be used in a query. Therefore,

a document is a good match to a

query if the document model is likely

to generate the query. Build a

probabilistic language model Md from

each document d, and ranks

documents based on the probability of

the model generating the query:

P (q|Md).

Query likelihood [101]

Document likeli-

hood [58]

Model comparison [55]

LM with smooth-

ing [64, 122]

because of the word sense ambiguity. Look at the example in Table 2.3, all sentences

contain the word “arm”, but different context tells different senses of this word. The final

column gives the synonyms of the correct sense of the word “arm” (taken from WordNet).

If we want to expand the word “arm” according to WordNet’s synonyms, it is necessary

to know the correct sense. Otherwise, the expanded terms for this word would lead to

errors in later processes. This problem leads to our second motivation of studying how to

predict a correct sense of a query term to enhance the effectiveness of query expansion in

sentence retrieval (Chapter 5).
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Table 2.2: Average length of documents and sentences in Yomiuri corpus

Collection # terms/sentence #terms/document

1990 19.4 536.7

1992 19.9 461.7

1993 19.2 427.4

1994 20.3 169.2

1998 20.7 488.5

1999 21.5 514.3

2000 21.7 555.8

2001 21.3 169.5

2002 20.8 546.1

2003 20.6 532.3

Avg. 20.5 440.2

Table 2.3: Example of correct expansion of the word “arm” in a sentence

No. Sentence (target word in bold) Correct term expansion

1. Russia is subject to a ban on arms exports. weapon, instrument

2. The research arm of Wako Securities reports an in-

creasing profits.

branch, subdivision, divi-

sion

3. The muscles in his arms and legs, which do not allow

him any mobility, are subject to spasms.

limb

2.3 Consideration of Semantic Relations between Sen-

tences

2.3.1 Recognize Textual Entailments

Many natural language processing applications such as question answering, information

retrieval, text summarization need to recognize whether the meaning of a text can be

expressed by, or inferred from, another text. Since 2005, the task to capture such semantic

relationship between text segments has been introduced and received much attentions.

This task is called Recognize Textual Entailments (RTE task) [21]. According to the

standard definition, Textual Entailment is defined as a directional relationship between

two text fragments, termed Text (T ) and Hypothesis (H). It is said that:

T entails H if, typically, a human reading T would infer that H is most likely true.

The traditional RTE Main task which was carried out in the first five RTE challenges

from 2005 to 2009 [7, 11, 21, 37, 38] consisted of making entailment judgements over
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isolated T −H pairs. This means that the context necessary to judge whether T entails

H is only given by T . However, since RTE-6 [10], the RTE Main task had been changed

to a Search task, which consists of finding all the sentences in a corpus that entail a given

hypothesis. It is noted that in the new Main task, a preliminary information retrieval

filtering phase is performed in order to select for each H a subset of candidate entailing

sentences to be judged by the RTE systems. Table 2.4 presents a hypothesis referring to

a given topic and some of the entailing sentences found in the set of candidate sentences.

The examples are taken from the RTE-7 Task Guidelines [9].

Table 2.4: A hypothesis and some of the entailing sentences

Sentence Judgement

H Lance Amstrong is a Tour de France winner

T1 Claims by a French newspaper that seven-time Tour de France win-

ner Lance Armstrong had taken EPO were attacked as unsound and

unethical by the director of the Canadian laboratory whose tests saw

Olympic drug cheat Ben Johnson hit with a lifetime ban.

YES

T2 L’Equipe on Tuesday carried a front page story headlined “Arm-

strong’s Lie” suggesting the Texan had used the illegal blood booster

EPO (erythropoeitin) during his first Tour win in 1999.

YES

T3 Armstrong, who retired after his seventh yellow jersey victory last

month, has always denied ever taking banned substances, and has

been on a major defensive since a report by French newspaper

L’Equipe last week showed details of doping test results from the

Tour de France in 1999.

YES

As a step forward to the binary classification setting of the RTE challenges (entailment

or non-entailment), a three-way entailment decision task has been introduced since RTE-3

in 2007 [37]. The three-way task requires each system to decide whether the hypothesis is

entailed by the text (ENTAILMENT), incompatible with the text (CONTRADICTION),

or neither entailed by nor incompatible with (UNKNOWN). This task is similar to our

sub-goal to classify the support-sentences into semantic categories. We roughly summarize

the main approaches in RTE challenges in Table 2.52. Among them, logical inference is

the most intuitive approach. However, in practice, it may be very difficult to formulate

a reasonably complete representation of the logical meaning. Recognizing entailment

based on similarity function, on the other hand, receives a large number of attention

and has the diversity in methods, e.g. the simple vector-space models [135], surface

string similarity [14], syntatic similarity models [45]. Moreover, the lexical model can

be extended with limited context using the most reliable analytic structure (dependency

2More details of each approach can be found in [5].
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parse). These similarity measures can also be combined together by using a machine

learning, e.g. SVM [36, 136]. In this way, RTE task is regarded as a classification problem

and can archive good results given good training data [68]. However, the cost paid for

building such data is very expensive. This leads to our motivation to develop a rules-

based method which utilizes the similarity-function and an unsupervised learning-based

methods which can avoid the training data requirement to recognize the semantic classes

in our SSR system.

Table 2.5: Existing approaches of RTE task

Approach Description

Similarity function compute a similarity score between H and T , then use a

threshold to separate RTE classes

Logical form/theorem

proving

map the language expressions to logical meaning representa-

tions and rely on logical entailment checks by invoking theo-

rem provers.

Machine Learning extract features from T , H and put to a classifier

2.3.2 Cross-document Structure Theory

Cross-document Structure Theory (CST) is another task of recognizing semantic rela-

tions between sentences proposed by Radev [105]. It is used to describe cross-document

semantic connections, such as “elaboration”, “contradiction”, “attribution”, “historical

background”, etc. The central idea of CST is to give a set of rhetorical relationships be-

tween sentences across topically-related documents. This information can be found useful

in multi-document text summarization, semantic entity and relation extraction and non-

factoid question answering [138, 139]. A CSTBank corpus of cross-document sentences

annotated with CST relations has also been constructed [104]. CSTBank is organized into

clusters of topically-related articles. There are 18 CST relationships in total as Fig. 2.1,

all of them are domain-independent3. Zhang and Radev attempted to classify the CST

relations between sentence pairs extracted from topically related documents using weakly

supervised machine learning approach [140]. The labelled and unlabelled data used in

their study consist of 4,931 and 6,000 sentence pairs, respectively. However, they used a

vector space model where the features are class independent and tried multi-class classi-

fication. The specific results of only 7 classes were reported and the highest result was

of the “No relationship” class (88.75%). The other classes had the precision range from

10% to 52.63%. The results may indicate that the recognition methods for each relation

should be developed separately [86]. Motivated by this, in this study, we try to develop a

semantic classifier that is able to utilize the specific characteristics of each type of relation.

3The figure is taken from the paper of Zhang et al. [139].
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Chapter 3

Proposed System

In this chapter, we present an overview of our proposed system and describe the initial

stages of the system.

3.1 System Framework

The Support-Sentence Retrieval (SSR) system receives a sentence as user’s query, then find

support-sentences in a given document collection. Overview of the system is illustrated

in Fig. 3.1. The system includes 4 stages. Firstly, a query and a document collection are

given as input. The query used in this study is a sentence rather than a set of keywords

as in previous work. In the pre-processing stage, an Indexer will create an inverted index

file to store a mapping from each content term in the document collection to its location

in the collection. This inverted index file is used in Document Retrieval module in the

next stage. The query sentence is also passed through a Query Analyzer to extract

features of the query, which are used in the next stages. Three main modules of the SSR

system include Document Retrieval, Sentence Retrieval and Sentence Classification. In

Document Retrieval module, relevant documents are retrieved by a vector space model

with TF-IDF. Next, in Sentence Retrieval module, relevant sentences are extracted from

candidate sentences in the set of top 100 retrieved documents. Finally, a semantic label

for each relevant sentence is determined in Sentence Classification module. Relevant

sentences with their categories are outputted as support-sentences of the query.

In the following subsections, we will explain the input, output of three main modules

and the pre-processing steps. Then, we will describe Document Retrieval module in the

next section. Details of Sentence Retrieval module will be described in Chapter 4 and 5,

while Sentence Classification module is explained in Chapter 6.
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Figure 3.1: SSR system overview

3.1.1 Input

Document Collection

In this study, we use Daily Yomiuri corpus, which contains 10 collections of English news

articles from Daily Yomiuri newspaper from 1990 to 2003. Fig. 3.2 shows an example of

an article from 1992 collection. The number of articles and sentences of each collection

in the Daily Yomiuri corpus is shown in Table 3.1.

User Query

In our study, queries are created by constructing sentences that related to typical events

of each year. We looked through the articles and chose several queries for each collection.

For example, a query in 1992 collection is: “Rice market in Japan is opened to foreign

countries.” There are total 55 queries created and tested in the experiments in this

research. Table 3.2 shows the number of queries for each collection which are used in

Document Retrieval module.
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Figure 3.2: Example of a document from the Daily Yomiuri corpus

Table 3.1: Statistics from the Daily Yomiuri corpus

Collection #Articles #Sentences

1990 3,961 109,677

1992 7,616 176,600

1993 11,570 258,009

1994 13,296 262,211

1998 9,676 228,096

1999 9,800 234,576

2000 9,082 232,997

2001 8,660 229,579

2002 8,828 231,249

2003 8,677 224,235

Total 91,166 2,187,229
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Table 3.2: Number of queries for each collection

Collection 1990 1992 1993 1994 1998 1999 2000 2001 2002 2003 Total

# Queries 6 5 5 5 7 4 6 4 5 8 55

3.1.2 Output

Our system consists of three main modules; the output of each module will become an

input of the next module (see Fig. 3.3). Each module’s output is as follows:

Document Retrieval: the documents that are relevant to the input query, sorted by

scores of relevance (set of relevant documents in Fig. 3.3). Details of the algorithm used

in Document Retrieval module is discussed in the next section.

Sentence Retrieval: the sentences that are relevant to the input query, sorted by

relevance scores (set of relevant sentences in Fig. 3.3). These sentences are called support-

sentences and the definition of them is given in Chapter 4.

Sentence Classification: the semantic classes of the previous retrieved support-sentences

(e.g. sets of Agreement and Contradiction in Fig. 3.3). We introduce 5 semantic classes

in Chapter 6. This is also the final output of our system.

Figure 3.3: The sets of relevant documents, non-relevant documents, non-relevant sen-
tences and support-sentences
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3.1.3 Pre-process

Indexing

In the indexing process, all terms in all documents are examined to generate a list of

indexed terms. This list is used to build an inverted index, one of the most commonly used

file structure for information retrieval. The structure of an inverted index is illustrated

in Fig. 3.41. Each entry of the inverted file contains a keyword (indexed term) and the

document ID which is a unique identifier for a document containing that keyword. The

retrieval process is done by looking up query terms in the inverted file.

Figure 3.4: An inverted file structure

The automatic indexer in our system is implemented as follows:

(1) Split all words in all documents and convert them to lower case.

(2) Stem all words using Porter stemming algorithm [102].

(3) Remove the words that appear in the stopwords list2.

(5) Sort all terms by alphabetical orders.

(6) Link each term with its corresponding document.

Query Analyzer

In Query Analyzer, the input query is split into words and stemmed using Porter stemming

algorithm. Different modules of the system require further process of the query. For

example, the query sentence is syntactically parsed, query terms are added weights in

Chapter 4 and disambiguated in Chapter 5. We will discuss the Query Analyzer for each

module in the corresponding chapters.

1The figure is taken from [31].
2The stopwords used in our study is listed in Appendix A.
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3.2 Document Retrieval

The first module of SSR system is Document Retrieval (DR), in which we apply a vector

space model with TF-IDF weighting for the retrieval of relevant documents. This model

has been proved to be robust in document retrieval. TF-IDF stands for term frequency

(TF) and inverse document frequency (IDF). Term frequency denotes the number of time

a term t occurs in document d:

TFt,d = nt,d (3.1)

Since it is clearly that all words in a document are not equally important [69, pp. 108],

inverse document frequency is used to attenuate the effect of terms that occur too often in

the document to be meaningful for the relevance determination. For instance, a collection

of documents on the economic topic is likely to have the term “finance” in almost every

document. Such terms may have little or no discriminating power in determining the

relevance and should have a low weight. IDF of term t in document d is computed as

follows:

IDFt = log
N

DFt

(3.2)

where N denotes the total number of documents in the collection, DFt is the document

frequency of the term t (the number of documents in the collection that contain term t).

The idea of IDF is that the more common a term is, the lower its weight. So, IDF value

of a rare term is high, whereas its value of a frequent term is low.

Finally, term frequency and inverse document frequency are combined to produce a

composite weight for each term t in the document d by the following formula:

TF-IDFt,d = TFt,d × IDFt (3.3)

The underline meaning of the TF-IDF weight is to assign the highest value to the term

that occurs a lot within a small number of documents (which is the case that this term

has the discriminating power over other terms). For those terms that occur just a few

time in a document or in many documents, the TF-IDF for them are lower. If a term

occurs in every document, then the TF-IDF of it is the lowest.

At this point, each document d in the corpus is represented by a vector
−→
V (d) with

one component corresponding to each term in the inverted index, each component has

a weight that is given by Eq. (3.3). For the terms that do not appear in a document,

this weight is 0. The query q is also converted into a vector (
−→
V (q)) by the same way.

Then, the similarity (or the relevance score) between d and q is quantified by the cosine

similarity of their vector representations.

sim(d, q) = cos
(−→
V (d),

−→
V (q)

)
=

−→
V (d) ·

−→
V (q)

|
−→
V (d)||

−→
V (q)|

(3.4)
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Finally, all documents are sorted by this similarity score. Top K documents are regarded

as relevant documents. In our experiment, K is set to 100. These 100 top ranked docu-

ments are given as input for the next module: Sentence Retrieval, which is discussed in

the next chapter.
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Chapter 4

Retrieval of Support-Sentences

The main content of this chapter is the proposal of a Sentence Retrieval (SR) module for

our SSR system. Firstly, we introduce the sentence retrieval task and its related work.

Then, the proposed SR system is explained and experimented. Discussion is given out at

the end of this chapter.

4.1 Overview

Given a set of documents CD that are relevant to a query Q, sentence retrieval task

consists of finding sentences in CD that are relevant to Q. This task has attracted nu-

merous attention recently due to its usefulness in a wide range of Information Retrieval

applications, such as summarization, novelty detection, question answering and opinion

mining [4, 28, 65, 67, 87]. The viewpoints of relevance are different according to spe-

cific applications. For example, in novelty detection, the expected output is the set of

non-redundant sentences that are not only similar to the query but also provide new infor-

mation (novel sentences) [62]. In our study, a relevant sentence is called support-sentence

and is defined as follows.

A support-sentence S is a sentence relevant to an input query Q by the following

criteria:

• S is on the same topic with Q

• S can be agreed or conflict with Q

• S can introduce more information, discussion referent to the topic in Q.

Examples of support-sentences for a query are given in Table 4.1. All of them are regarded

as relevant to the topic of the query because they all discuss on the contribution of Japan

in United Nation peacekeeping operations. However, some of them say that Japan has not

contributed enough for the peacekeeping operations (sentence 1, 2) while other sentences

give some activities to show that Japan has done its mission well (sentence 3, 4, 5).
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Table 4.1: Example of support-sentences for the query “Japan greatly contributes U.N.
peacekeeping operations.”

No. Sentence

1 Komeito, for instance, is insisting that the bill eliminate the possible dispatch of

Japanese personnel for U.N. peacekeeping operations.

2 Some U.N. observers say that Japan, which has expressed its desire to become

a permanent member of the Security Council, should play a more active role in

peacekeeping operations.

3 In other words, Japan has declared its determination to tackle in good faith

some aspects of U.N. peacekeeping operations, such as monitoring of ceasefires

and elections-a position supported by a large segment of the Japanese public.

4 The government thus plans to send several hundred SDP personnel to Cambodia

to provide such logistical support, and this will mark the start of Japan’s full-

scale participation in U.N., peacekeeping missions and the start of the fulfillment

of its pledge to contribute more to the world.

5 While Japan has previously sent only 33 people to monitor elections as part

of U.N. peacekeeping operations in Namibia and Nicaragua in past years, the

approved plan calls for sending more than 1,800 SDF personnel to Cambodia

under the auspices of the U.N. Transitional Authority in Cambodia.

In short, the main contributions of this chapter include:

• Proposal of a hybrid approach for retrieving support-sentences. This approach takes

into account both lexical and syntactic information of a sentence in the query match-

ing process.

• Proposal of new weighting schemes that is able to capture the specificity of each

term in the query.

• Suggestion of two evaluation criteria that are fit for support-sentence retrieval.

• Showing effectiveness of the proposed method by two experiments.

In the next section, we review some previous work on sentence retrieval. Section 4.3

includes our proposed system for the SR module. Section 4.4 and 4.5 present the experi-

ments set up and empirical results along with some discussions. Finally, Section 4.6 will

summary this chapter.
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4.2 Related Work

Sentence retrieval is usually regarded as a special case of document retrieval. Hence,

most researches in sentence retrieval area proposed methods that acquired from docu-

ment retrieval models (such as TF-IDF, BM25, query likelihood, etc.) [4, 28, 87]. The

central idea of these models is trying to estimate a match score between query terms and

sentence terms. However, as Murdock indicated in her research, sentence retrieval differs

from document retrieval in many ways [87]. Because a sentence contains a short piece

of information compared to a whole document, the problem of vocabulary mismatch is

much more serious in sentence retrieval. Therefore, simply applying document retrieval

techniques to sentence retrieval is ineffective. The general principle of sentence retrieval

is to extract useful information from a query and search for this information in the given

documents. A query expansion technique is usually applied to enrich the query due to

its shortage of information. Expansion based on pseudo-relevant feedback [131] is a very

common method. However, it inappropriately works when the query contains ambigu-

ous terms. Other researches use lexical resources (e.g., WordNet) to find the expanded

terms [8, 126]. Nevertheless, the results are not as good as expected, mostly because of

the difficulty of word sense disambiguation in short queries.

In our study, a query is a full sentence which is able to carry richer information

than a set of keywords. Moreover, the context of a sentence usually helps to specify the

meanings of the ambiguous words without disambiguation. To this end, our idea of finding

support-sentences is related to finding similar questions in community-based question

answering (cQA) services [46, 83, 128], except that question-to-question matching in cQA

is much stricter than query-to-support-sentence matching in our system. Traditional

question retrieval approaches use the vector space model [47, 48]. However, Wang et

al. indicated that exploiting the syntactic structure is more effective in capturing the

similarities between questions [128]. In spite of that, applying only syntactic matching

may not be effective for our system as Cui et al. proved that using a strict match of

syntactic structure is problematic due to the sparse data [20]. Therefore, in this study,

we take both the query’s syntactic and lexical information into account. In addition,

query terms are enriched using a lexical resource [81]. In this way, we are able to obtain

additional information in retrieved sentences rather than only information that has been

stated in the query.

The advantage of using syntactic features in previous work was to consider term depen-

dencies in a query for sentence retrieval. However, previous studies tend not to consider

term weighting in syntactic relations [20, 97, 98]. Wang et al. gave higher priority to verbs

and nouns in a query by boosting their weight [128]. In our study, we extend this idea by

giving not only the verbs and nouns but also all content words in the query appropriate

weights based on their importance. Recently, Losada et al. proposed a term weight-

ing approach that utilizes statistical information of query term in the collection [67]. In

25



this approach, a high term frequency (HTF) score is given to each significant word in a

sentence. The similarity score between a sentence and a given query is the sum of the

common term frequency-inverse sentence frequency (TF-ISF) and HTF scores. The au-

thors indicated that sentences with poor overlap can be retrieved if they contain highly

frequent terms. However, if the highly frequent terms are common words (but still are

content words), this approach might not be appropriate because general words may not

provide specific information that satisfies the user’s need. Such words are usually spe-

cialized terms that appear a lot in a certain domain. For example, in ecology documents

about animal habitats, the word “animal” may appear a lot. When a user wants to find

sentences related to the habitat of a bat, the sentences containing the word “animal” will

have a high score but may not contain the requested information. Hence, the correctness

of this method depends on the specificity of the high frequency word. In our work, we

propose a weighting scheme that generalizes Losada’s idea. In our approach, each term

in the query is given a score with regards to its specificity level from very specific to very

general. Our hypothesis is that the more specific the word, the more details it provides

(so it is important). Therefore, sentences that contain such kinds of words may better

satisfy user’s need.

4.3 Sentence Retrieval: Proposed System

Fig. 4.1 shows an overview of our SR module. Firstly, relevant documents from the DR

module (see 3.2) and the user’s query are input to the system. Then, Query Analyzer will

splits the query into terms and give each term a weight value. Each candidate sentence

(taken from the relevant documents) is parsed and matched to the query by our Hybrid

matching algorithm. If the matching score is lower than a threshold T , the candidate

sentence is regarded as non-relevant; otherwise, it is put to the set of relevant sentences.

Finally, all relevant sentences are sorted by their matching scores. If two sentences have

the same scores, the longer sentence is in higher order. The ranked list of relevant sentences

is the output of SR system. In the next part, we present our Hybrid approach to retrieve

relevant sentences. The query term weighting techniques are described in Subsection

4.3.2.

4.3.1 Hybrid Approach for Sentence Retrieval

Let us suppose Q is a query sentence, S is a candidate sentence in relevant documents.

For each S, we calculate the similarity between Q and S, SimScore(Q,S) in Eq. (4.1). If

SimScore(Q,S) is greater than a threshold T , S is retrieved as relevant sentence.

SimScore(Q,S) = β · SynScore(Q,S) + (1− β) · LexScore(Q,S) (4.1)
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Figure 4.1: Structure of the Sentence Retrieval system

where β is an adjustment parameter which represents the trade-off between SynScore(Q,S)

and LexScore(Q,S), T is set to 0 in the experiments in Section 4.4.

As shown in Eq. (4.1), we consider both syntactic score SynScore(Q,S) and lexical

score LexScore(Q,S). Since a query is a full sentence in our system, we can consider

the syntactic dependencies between content words in the query. If two sentences share

the same or similar dependencies, they are likely to be relevant. However, the sentence

structure can be transformed without changing the meaning (for example, by changing

the active-passive structure). In order to capture relevance between sentences in different

syntactic structures, similarity between words, i.e. LexScore(Q,S), is also considered. We

call our method Hybrid Sentence Retrieval (HySR).

Syntactic Score

In this study, we use Stanford Parser [72] to obtain the typed dependencies of a sentence.

Each dependency provides a simple description of the grammatical relationship between

27



two words in the sentence. Fig. 4.2 gives an example of the output from Stanford Parser

for the query “Visitors like to visit Japan in cherry blossom season.”1 The output in-

cludes part-of-speech tags, a constituent tree and dependency representations (basic and

collapsed). As shown in Fig. 4.3, these dependencies map straightforwardly onto a di-

rected graph representation, in which words in the sentence are nodes in the graph and

grammatical relations are edge labels2. After we acquire the dependencies of both Q and

S, a syntactic score between Q and S is computed as follows:

SynScore(Q,S) =
1

2Nd

∑
i

∑
j

DS(depj, depi) (4.2)

where Nd is the number of pair of dependencies between Q and S, DS is a matching score

between each dependencies in Q (e.g. depi) and each dependencies in S (e.g. depj). DS

is calculated as follows:

DS(relj(s1, s2), reli(q1, q2)) =

{
0 if reli ̸= relj

SS(s1, q1) + SS(s2, q2) otherwise
(4.3)

In Eq. (4.3), SS(s, q) is a binary function indicating whether the word s belongs to the

set of synonyms of the word q in WordNet. That is, for each typed dependency reli(q1, q2)

in the query, we try to expand q1 and q2 with their synonyms. In this way, we loosen the

strict matching criteria that was used in previous work. Let Syn(q) be the set of synsets

of the word q, SS(s, q) is computed as in Eq. (4.4).

SS(s, q) =

{
0 if s /∈ Syn(q)

1 otherwise
(4.4)

Note that in Eq. (4.4), the sum of DS(depi, depj) is divided by 2Nd to normalize the score

to [0,1].

Lexical Score

LexScore(Q,S) evaluates similarity between all pairs of content words in two sentences. If

two contents words are identical or similar, we increment the lexical score. Let Qc and Sc

be a set of content words in Q and S, respectively. LexScore(Q,S) is defined as follows:

LexScore(Q,S) =
1

|Qc||Sc|
∑
q∈Qc

∑
s∈Sc

SSH(q, s) (4.5)

1The example is taken from Stanford Parser online demo:

http://nlp.stanford.edu:8080/parser/index.jsp
2Definitions of 53 Stanford typed dependencies can be found in [23].
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Figure 4.2: Example ouput of Stanford Parser for the query “Visitors like to visit Japan
in cherry blossom season.”

SSH(q, s) is 1 if s is a synonym or hypernym of q in WordNet, otherwise 0. Note that

LexScore(Q,S) is normalized to [0,1].
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Figure 4.3: Graphical representation of the Stanford Dependencies for the sen-
tence:“Visitors like to visit Japan in cherry blossom season.”

4.3.2 Query term weighting for Sentence Retrieval

In order to recognize the important terms and their dependencies, we also employ query

weighting in the system. In this section, we describe four weighting schemes: equal

weighting, IDF weighting, specificity weighting and combining weighting. Let qi be the

word at position i in the query sentence Q. Our system gives each qi a weight wqi as

in Eq. (4.6), where f(qi) is a weighting function altered by different weighting schemes

described later. wqi is added into the SR system by modified DS as in Eq. (4.7) and

LexScore as in Eq. (4.8) for each term qi.

wqi =

{
0 if qi is a stop word

f(qi) otherwise
(4.6)

DS(relj(s1, s2), reli(q1, q2)) =

{
0 if reli ̸= relj

wq1 × SS(s1, q1) + wq2 × SS(s2, q2) otherwise

(4.7)

LexScore(Q,S) =
1

|Qc||Sc|
∑
qi∈Qc

∑
sj∈Sc

wqi × SSH(qi, sj) (4.8)

Equal Weighting

In the simplest case, f(qi) = EQUAL(qi) = 1, which means all terms have equal weights.

As we explained in Section 4.1, this equal weighting cannot help indicating important

words in the query.

IDF weighting

An IDF weight implies whether a term is common or rare across all documents. The more

common a term, the lower its IDF value. Thus, IDF weighting enables us to alleviate the

dominant words that are popular but still content words. These words are usually general
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terms that appear a lot in a document set but do not provide detail information. The

weighting function for IDF weighting is defined as follows:

f(qi) =
1

Nidf

log
|D|

df(qi) + 1
(4.9)

where |D| is the total number of documents in a corpus and df(qi) is the number of docu-

ments containing the term qi. The ordinary IDF score is divided by Nidf for normalization,

where Nidf is the maximum IDF score (Nidf = log |D|).

Specificity weighting

Intuitively, it can be observed that the more specific a word in the query, the more

important (detail) it plays in a user’s need of information. In the query sentence “Visitors

like to visit Japan in cherry blossom season,” the most important hints in the user’s query

are “cherry” and “blossom.” These words are more specific than the other words. These

implicit hints can be found easily by looking in the hierarchical representation of words

in WordNet, in which “cherry” and “blossom” are located at deeper positions than other

words such as “season”. That is, the WordNet hierarchy can be used to infer the specificity

of a word. We will give more weight to specific words such as “cherry” and “blossom”

than other words. To infer the specificity of a word, we suppose the following hypotheses:

Hypothesis 1:

Let l be the deepest leaf node of the hyponym tree of the word q and h(q, l)

be the height from q to l. The smaller h(q, l) is, the more specific q is.

Hypothesis 2:

Let e be the highest node (root node) of the hypernym tree of the word q and

h(e, q) be the height from e to q. The larger h(e, q) is, the more specific q is.

The weighting function for specificity weighting of a query term qi, SPEC(qi), is computed

as follows:

f(qi) = SPEC(qi) =
h(ei, qi) + (α− h(qi, li)) + 1

2α + 1
(4.10)

where α is the maximum height of h(ei, qi) and h(qi, li) and is set to 15 in this study3.

When qi has more than one sense, f(qi) is the average of SPEC(qi) for all senses. Table

4.2 shows the hyponym tree of the word “cherry.” The deepest leaf node of this tree is

the node “blackheart, blackheart cherry”; hence, h(“cherry”, l) = 3. Table 4.3 shows the

hypernym tree of “cherry”. The height from the “cherry” node to the “entity” node is

11; hence, h(e,“cherry”) = 11. Therefore, SPEC(“cherry”)= 0.77.

3α is set to 15 according to the maximum height of words in WordNet.
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Table 4.2: Hyponym tree of cherry.noun

cherry

⇒ sweet cherry, black cherry

⇒ bing cherry

⇒ heart cherry, oxheart, oxheart cherry

⇒ blackheart, blackheart cherry

⇒ capulin, Mexican black cherry

⇒ sour cherry

⇒ amarelle

⇒ morello

Table 4.3: Hypernym tree of cherry.noun

cherry, cherry tree

⇒ fruit tree

⇒ angiospermous tree, flowering tree

⇒ tree

⇒ woody plant, ligneous plant

⇒ vascular plant, tracheophyte

⇒ plant, flora, plant life

⇒ organism, being

⇒ living thing, animate thing

⇒ object, physical object

⇒ physical entity

⇒ entity

Combining weighting

Although specificity weighting is good for elevating the importance of specific terms in

a query, it is only appropriate for nouns and verbs because WordNet only provides hy-

pernyms and hyponyms for these two parts of speech. Therefore, IDF weighting may be

useful as a backup when the specificity score cannot be computed using WordNet. In

order to combine the advantages of these two weighting schemes, we use a function as in

Eq. (4.11) (Note that these two weighting values are scaled to [0, 1].)

f(qi) = COMB(qi) =

{
SPEC(qi) if qi is in WordNet

IDF(qi) otherwise
(4.11)
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4.4 Evaluation Configuration

4.4.1 Experiments Setup

Document collection described in Subsection 3.1.1 is used in the experiments. It consists

of 10 collections of Daily Yomiuri newspaper from 1990 to 2003. As described in 3.1.1,

we prepared several queries for a collection of each year, 55 queries in total. The results

of different sentence retrieval systems for these queries are evaluated and compared for

each collection of a year as well as the whole document collection.

In order to evaluate our proposed methods, we set up two experiments as follows:

Experiment A: HySR

In this experiment, we evaluate the proposed HySR algorithm as described in Subsec-

tion 4.3.1. The baseline used in comparison is the TF-ISF model. For testing the proposed

HySR algorithm, we evaluate different values of β: β ∈ {0, 0.2, 0.5, 0.7, 1}.

Experiment B: HySR+Weights

In this experiment, we evaluate the effectiveness of the support-sentence retrieval system

that exploits the HySR algorithm together with different query terms weighting schemes.

We study four different weighting schemes as described in Section 4.3.2: EQUAL, IDF,

SPEC and COM.

4.4.2 Baseline

As we discussed in Section 2.1, there has been evidence from previous research that the

vector space model is a strong baseline for sentence retrieval task. Fernandez has con-

ducted experiments to provide evidence that TF-ISF (a vector space model for sentence

retrieval adapted from TF-IDF) is a very competitive baseline [28]. In his study, the

comparison is performed among TF-ISF, Okapi BM25 [109] and a Language Modeling

approach based on the Kullback-Leibler divergence (KLD) [57]. Results showed that TF-

ISF performed at least as well as tuned BM25 and both methods outperformed KLD

significantly. These results demonstrated that TF-ISF is an effective method that per-

forms similarly to an optimal BM25 model. In addition, TF-ISF is parameter-free, which

is another advantage. Thus, in this study, we also use this simple vector space model as

the baseline.

In this model, both the query and candidate sentences are represented as weighted

vectors. The candidate sentence is scored based on its similarity to the query vector. This

sentence weighting function is a variant of TF-IDF in document retrieval. Note that stop

words and functional words are not considered in vector building. In this manner, the
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query is just a collection of terms with no grammatical relations. The relevance score of

sentence given query is computed as in Eq. (4.12).

SimScoretfisf =
∑
t∈Q

log(tft,Q + 1) · log(tft,S + 1) · log
(

n+ 1

0.5 + sft

)
(4.12)

where tft,Q and tft,S are the occurrences of term t in query Q and sentence S, respectively;

sft is the number of sentences that contain term t; and n is the number of sentences in

the collection.

4.4.3 Measurements

The two most frequent and basic measures for information retrieval effectiveness are pre-

cision and recall [69, pp. 142]:

Precision =
#(relevant items retrieved)

#(retrieved items)
= P (relevant|retrieved) (4.13)

Recall =
#(relevant items retrieved)

#(relevant items)
= P (retrieved|relevant) (4.14)

A trade off measure for precision and recall is the F measure, which is the weighted

harmonic mean of precision and recall:

F =
(β2 + 1)Precision× Recall

β2Precision +Recall
where β2 =

1− α

α
(4.15)

where α ∈ [0, 1]. However, precision, recall and F measure are set-based measures which

are computed using unordered sets of documents/sentences. Losada et al. [65] stated that

F measure is not very precise in characterizing real requirements of users in the context

of sentence retrieval. In our system, the relevant sentences are ranked by their similarity

scores. Therefore, we considered other measure to evaluate the retrieval performance:

precision at k (P@k). P@k is the proportion of retrieved sentences that are relevant to

the query within the top k ranked sentences, i.e.:

P@k =
Nr

k
(4.16)

where Nr is the number of relevant sentences in the top k retrieved sentences. In the

following experiments, k = 10. The P@10 of the corresponding queries in each collection

are averaged out to get a single P@10 for each collection.
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4.4.4 Evaluation Criteria

The final goal of our SSR system is to provide users with various kinds of sentences relevant

to the query. Therefore, in the SR module, we deploy two evaluation criteria: equivalence

criterion and relevance criterion. The former is a strict one, in which only sentences that

are similar to the query are regarded as relevant. On the other hand, the latter is a loose

one, in which the relevant sentences can also contain other related information to the

query. Examples of relevant sentences of the query “SARS is a worldwide health threat.”

on these two criteria are in Table 4.4. The sentence S2 is non-relevant on equivalence

criterion as it supports the opposite idea of the query (that is SARS is not a health

threat) while it is regarded as relevant on the relevant criterion.

Table 4.4: Example sentences of relevant sentences on two criteria

Equivalence

criterion

Relevant

criterion

Q: SARS is a worldwide health threat.

S1: The World Health Organization has issued a world-

wide alert on SARS.

YES YES

S2: It has become evident that SARS is no longer a threat

on the other side of the river.

NO YES

S3: Other data did reveal, however, that the groundwater

could pose a serious threat to human health.

NO NO

4.5 Experimental Results and Discussion

4.5.1 Results of HySR

Table 4.5 and 4.6 reveal P@10 of our proposed system applying HySR algorithm in com-

parison with the baseline TF-ISF on equivalence and relevance criterion, respectively.

Bold numbers indicate the best performance of each row. Different values of β in the

HySR algorithm are examined in order to get a more detail of the influence of syntactic

score and the lexical score in the sentence retrieval system. We analyze HySR with β

ranges from 0 (only lexical score is considered) to 1 (only syntactic score is considered).

Fig. 4.4 and 4.5 illustrate the average P@10 of two methods (TF-ISF and HySR) with

different values of β on two criteria. In both criteria, our proposed method (HySR) yields

better results than the baseline for all queries. The best performance of HySR is achieved

at β = 0.2. This indicates that lexical matching is more important in retrieving rele-

vant sentences in comparing with syntactic matching. On average, P@10 of our system

is 16.91% and 27.45% higher than one of TF-ISF on equivalence criterion and relevance
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criterion accordingly. We can conclude that our method considering both syntactic and

lexical similarities is effective to retrieve relevant sentences.

Table 4.5: P@10 of HySR and TF-ISF for Equivalence criterion

Collection
Baseline

(TF-ISF)

HySR

(β = 0)

HySR

(β = 0.2)

HySR

(β = 0.5)

HySR

(β = 0.7)

HySR

(β = 1)

1990 15.0 11.7 10.0 11.7 16.7 15.0

1992 40.0 58.0 60.0 60.0 54.0 48.0

1993 14.0 28.0 28.0 26.0 14.0 6.0

1994 24.0 44.0 46.0 44.0 38.0 32.0

1998 13.3 28.6 33.3 31.7 24.3 16.7

1999 35.0 27.5 35.0 35.0 35.0 32.5

2000 15.0 50.0 51.7 48.3 48.3 38.3

2001 20.0 22.5 20.0 20.0 20.0 17.5

2002 10.0 28.0 28.0 24.0 20.0 14.0

2003 22.5 42.5 53.8 55.0 46.3 36.3

AvgP@10 20.00 34.55 36.91 36.00 32.36 25.64

△% (+14.55 ) (+16.91) (+16.00 ) (+12.36 ) (+5.64 )

Table 4.6: P@10 of HySR and TF-ISF for Relevance criterion

Collection
Baseline

(TF-ISF)

HySR

(β = 0)

HySR

(β = 0.2)

HySR

(β = 0.5)

HySR

(β = 0.7)

HySR

(β = 1)

1990 36.7 36.7 41.7 38.3 45.0 38.3

1992 62.0 96.0 96.0 96.0 90.0 90.0

1993 56.0 72.0 72.0 66.0 52.0 42.0

1994 50.0 76.0 78.0 72.0 68.0 62.0

1998 50.0 85.7 88.3 85.0 87.1 56.7

1999 50.0 37.5 52.5 52.5 55.0 42.5

2000 30.0 66.7 76.7 73.3 73.3 63.3

2001 25.0 27.5 25.0 25.0 25.0 20.0

2002 16.7 54.0 60.0 46.7 40.0 40.0

2003 43.8 68.8 81.3 81.3 75.0 58.8

AvgP@10 42.00 64.00 69.45 66.91 63.26 53.45

△% (+22.00 ) (+27.45) (+24.91 ) (+21.26 ) (+11.45 )
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Figure 4.4: Average P@10 on equivalence criterion with different values of β

Figure 4.5: Average P@10 on relevance criterion with different values of β

4.5.2 Results of HySR with different weighting schemes

Results of P@10

Table 4.7 and 4.8 show the results of different weighting schemes on HySR system on

equivalence and relevance criteria. Bold numbers indicate the best performance of each

collection. The results are also plotted into charts as Fig. 4.7 and 4.6. We can see that

in most collections, the strongest weighting scheme is the combination of IDF and SPEC.

On average, COMB weight improves HySR system with trivial EQUAL weight by 2.36%
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for equivalence criterion and 5.27% for relevance criterion. In several cases, COMB gives

lower result than EQUAL, but it is still higher than the baseline TF-ISF method (see

Fig. 4.6). Results of IDF and SPEC are comparable. SPEC yields higher results in

comparison to IDF in most collections in equivalence criterion (7/10 collections) while

the opposite phenomenon occurs for the relevance criterion (7/10 collections have higher

results when using IDF weight). This may be reasoned by the fact that a popular term

usually has general semantic meaning. As a result, SPEC weight has already implied

the idea of IDF weight (that is, low IDF term has low specific weight). However, SPEC

weight depends on the WordNet resource completely. This leads to cases that WordNet

does not have a term t while t appears in set of documents, while IDF can capture the

specificity of t easily. This is also the reason that the our proposed combining weighting

scheme achieves the best performance for both criteria.

Table 4.7: P@10 of HySR with four different weighting schemes on Equivalence criterion

Collection EQUAL IDF SPEC COMB

1990 10.0 16.7 10.0 15.0

1992 60.0 62.0 62.0 62.0

1993 28.0 24.0 28.0 30.0

1994 46.0 44.0 46.0 48.0

1998 33.3 31.7 33.3 33.3

1999 35.0 40.0 35.0 42.5

2000 51.7 51.7 51.7 51.7

2001 20.0 35.0 32.5 35.0

2002 28.0 26.0 28.0 32.0

2003 53.8 51.3 53.8 48.8

AvgP@10 36.91 38.00 38.00 39.27

△% (+1.09 ) (+1.09 ) (+2.36 )
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Table 4.8: P@10 of HySR with four different weighting schemes on Relevance criterion

Collection EQUAL IDF SPEC COMB

1990 41.7 53.3 45.0 55.0

1992 96.0 92.0 96.0 96.0

1993 72.0 78.0 74.0 78.0

1994 78.0 80.0 78.0 80.0

1998 88.3 90.0 88.3 91.4

1999 52.5 75.0 57.5 75.0

2000 76.7 76.7 76.7 76.7

2001 25.0 47.5 40.0 47.5

2002 60.0 58.0 60.0 58.0

2003 81.3 77.5 81.3 78.8

AvgP@10 69.45 73.82 71.45 74.73

△% (+4.36 ) (+2.00 ) (+5.27 )

Figure 4.6: Average P@10 on two evaluation criteria

4.6 Summary

In this chapter, we have presented an empirical study of sentence retrieval in the context of

support-sentence retrieval. Firstly, the benefit of using the features in a full-sentence query

was exploited to enhance the performance of a state-of-the-art sentence retrieval model.

We proposed to use a hybrid approach, namely HySR, to retrieve relevant sentences by

capturing the similarity of both syntactic and lexical representations of the query sentence

and the candidate sentence. Our system which applied HySR algorithm yields a 16.91%

higher P@10 compared with the baseline TF-ISF. Performance improves to a 27.45%
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Figure 4.7: P@10 of 10 collections on two evaluation criteria

higher P@10 if we loosen the evaluation criteria.

As a step forward to improve the performance of HySR, we have incorporated HySR
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with different query weighting schemes. The results shows that adding weights to query

terms can improve the performance of our system. Specifically, our proposed COMB

weight is empirically proved to be a robust weighting scheme for recognizing the important

terms in the query.
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Chapter 5

Impact of

Word Sense Disambiguation in

Support-Sentence Retrieval

5.1 Overview

The central concept of a sentence retrieval system is the computation of matching between

a query and a sentence. However, a sentence usually contains a very limited number of

words1. This leads to just a few matches that can be found in each pair of query and

sentence. An intuitive way to solve this problem is to add up some accordant words to

the query so that the possibility of matches will increase. This is called query expansion.

However, it is not easy to add appropriate terms to the query since doing so can easily

introduce noise to the system. In Section 2.2, we have briefly discussed the problem of

sense ambiguity in query expansion. One method to address this problem is to disam-

biguate the query term before expansion. There are some studies on the effectiveness

of WSD on document retrieval system. However, to the best of our knowledge, there is

no research on this issue for sentence retrieval. Therefore, in this chapter, we study the

impact of applying word sense disambiguation into query expansion given the context of

support-sentence retrieval. Specifically, we try to answer the question: “Does WSD help

enhance the performance of a support-sentence retrieval system?”

In short, the main contribution of this chapter includes:

• Literature review of previous work on applying WSD to IR.

• The first study on the effectiveness of integrating WSD to a SR system.

In the next section, we discuss on previous work on WSD and applying WSD to

1Statistics from our corpus reveals that on average, each sentence consists of around 20 words (see

Table 2.2).
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IR. Section 5.3 presents our proposed system for studying the impact of WSD in SR,

which includes the building of a WSD system and the integration of it into SR system.

Experimental results and discussions are given in Section 5.5. Finally, Section 5.6 will

summarize this chapter.

5.2 Related Work

5.2.1 Word Sense Disambiguation

Words can have more than one distinct meaning. For instance, consider the following

sentences2:

(1) I can hear bass sounds.

(2) They like grilled bass.

The occurrences of the word “bass” in the two sentences denote different meanings:

low-frequency tones and a type of fish, respectively. Among 121 most frequent English

nouns (which account for about one in five word occurrences in real text), each word has

an average of 7.8 meanings3. Although most words are polysemous, it is usually not a

problem for a person to understand it clearly (without ambiguity) in real life. However, to

a computer, disambiguate a polysemous word automatically is described as “AI-complete”

problem [3]. In the field of computational linguistics, the problem is generally called Word

Sense Disambiguation (WSD). It is defined as the problem of automatically identifying the

meaning (or sense) of a word in a given context [88]. In natural language processing, WSD

plays an important role in many applications, such as machine translation, information

retrieval, speech processing, etc.

WSD task has been noticed since the late of 1940s [129]. The first experiment by

Kaplan proved that just one or two words on both sides of an ambiguous word can

be evidence to disambiguate that word [50]. Later, more useful information from con-

text was discovered by numerous work in WSD. Yarowsky introduced simple set of fea-

tures (context around the ambiguous words) in accent restoration task [133]. This led

to many other improved sets of features, such as syntactic dependencies [22, 74, 134],

or cross language evidence [34]. So far, there have been total 7 workshops specific on

evaluating WSD systems (SENSEVAL-1 in 1998, SENSEVAL-2 in 2001, SENSEVAL-3

in 2004, SEMEVAL-2007, SEMEVAL-2010, SEMEVAL-2012 and SEMEVAL-2013) that

contribute greatly to the exploring of effective knowledge sources as well as disambigua-

tion methods. Numerous studies have also been devoted to WSD in languages other than

English [54, 91, 94, 115]. Table 5.1 summarizes the main approaches to WSD. According

to the knowledge sources used in sense disambiguation, WSD methods are classified as

2The examples are taken from the paper of Navigli [88].
3Statistics from the Princeton WordNet [82].
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Table 5.1: Main approaches to word sense disambiguation

Approach Technique

Knowledge-based Mannual disambiguation rules

Selectional preferences [12, 75, 118]

Comparing dictionary definitions to the context [19, 61, 125]

The sense most similar to its context, using semantic similarity

measures [35, 78, 99]

“One-sense-per-discourse” and other heuristics [34, 132]

Unsupervised

corpus-based

Cluster word occurrences or contexts, thus inducing senses [56, 63]

Using an aligned parallel corpus to infer cross-language sense dis-

tionctions [16, 17, 33]

Supervised

corpus-based

Supervised machine learning, trained on a manually-tagged cor-

pus [60, 89, 133]

Bootstrapping from seed data (semi-supvevised) [77, 100]

Combinations Unsupervised clustering techniques combined with knowledge base

similarities [103]

Using knowledge bases to search for examples for training in super-

vised WSD [80]

Using an aligned parallel corpus, combined with knowledge-based

methods [15]

Using domain knowledge and subject codes [93]

knowledge-based, unsupervised corpus-based, supervised corpus-based and combinations

of these [3]. Comparing and evaluating different WSD systems is extremely difficult due

to different test sets, sense inventories and knowledge resources. However, the methods

that base on supervised learning are proved to be the best systems. They have been one

of the most successful approaches in the last fifteen years in WSD [88]. Therefore, in

this study, we would like to apply a supervised learning method to a support-sentence

retrieval system and evaluate the effectiveness of WSD in retrieving support-sentences.

5.2.2 Word Sense Disambiguation in Information Retrieval

Current research in IR primarily relies on processing tokens in text, without performing

any deeper semantic analysis. Therefore, one possible direction to obtain better perfor-

mance is to exploit natural language processing to perform semantic analysis of text.

Among various semantic annotations, a basic form is word sense annotation. However,

does applying WSD to IR help enhance the system’s performance? That question is still

argued for a complete answer [90]. Most of the early work on the contribution of WSD
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to IR resulted in no enhancement at all [25, 111, 121, 126]. There are some reasons

for this phenomenon. Firstly, the impact of ambiguity on retrieval effectiveness is small

due to the skewed distribution of the senses of many words along with word collection

effects [112]. In domains where large numbers of terms in query and documents are com-

mon, the benefit of WSD cannot be achieved. In situations where queries are short or

terms are used in uncommon senses, ambiguity is a problem and benefits from WSD may

be found by answering the question how successful the system is at disambiguating the

rare cases where a word is used in an infrequent way. Voorhees [126], Krovetz and Croft

[53] concluded that WSD must be very precise on uncommon terms to be able to improve

the IR system. However, all of the above researches used simple dictionary (or thesaurus)

based word sense representation with relatively small datasets, which resulted in low ac-

curacy of WSD. This is also another reason for the negative results from the early studies

on this problem [112].

On the other hand, encourage results have been reported by other studies. The work

of Schutze and Pedersen is the first published research that confirmed the improvement of

IR performance using an unsupervised word sense disambiguator [113]. Krovetz and Croft

also verified the effectiveness of WSD to IR using a manual disambiguation manner [53].

The work of Gonzalo et al. [41] and Stokoe et al. [119] indicated positive results as well.

The main reason of these successes is due to larger training data. Gonzalo even used a

manually sense tagged corpus just to test for the effectiveness of WSD in IR. Relaxing

the strict disambiguation also helps overcome some negative effects of erroneous disam-

biguation. Specifically, in certain retrieval tasks, an average accuracy of WSD may yield

performance increases [41]. In the meantime, a comprehensive study on the impact of

WSD in IR using state-of-the-art WSD models and IR models is still to be done[90]. In

the scope of our work, we believe that since sentence retrieval has specific characteristics

of information retrieval, an evaluation of the effectiveness of WSD to sentence retrieval

is an interesting topic. To the best of our knowledge, there is no literature review on

effectiveness of WSD in sentence retrieval. Our research is the first attempt to evaluate

WSD in support-sentence retrieval.

5.3 Proposed System

5.3.1 Overview

Both the computations of syntactic score and lexical score in our SR system take into

account the synonyms of term q in query Q (Subsection 4.3.1) to ease off the matching

between q and terms in a candidate sentence S. This is a kind of query expansion before

retrieval. However, since we do not know the correct sense of q, synonyms of all senses

of q will be added to the set and may lead to error in the retrieval step. In this chapter,
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Figure 5.1: SR system work flow with and without WSD in Query Analyzer

we design a system that is able to disambiguate q before query expansion. The system

integrates a WSD module into the Query Analyzer process. Fig. 5.1 illustrates the SR

system work flow with and without WSD in Query Analyzer. The target word q stands

for a polysemous word in Q. q has k meanings (or senses): qs1 ,qs2 ,...,qsk . Suppose that the

correct sense of q in Q is qs2 . Applying WSD in Query Analyzer will help eliminate the

incorrect senses of q. Therefore, the expanded terms for q contain only synsets of qs2 . The

retrieval of relevant sentences is the same with the system using HySR algorithm with

combining weighting in Chapter 4. In the next subsections, we will describe our WSD

module that applies supervised machine learning and how to integrate this module into

SR system.

5.3.2 Support Vector Machines as WSD classifiers

Among supervised methods to WSD, Support-vector machines (SVM) approaches proved

to be one of the best systems in several competitions [16, 42, 120]. In this section, we

present our system that exploits SVM to learn the WSD classifiers.

Support Vector Machine (SVM) [18] learns a linear discriminant hyperplane that sep-

arates two classes of data represented as high-dimensional vectors. SVM is a binary

classifier, however, the number of senses for an ambiguous word can be three or more

in practice. Therefore, in this research, we follow one-vs-rest multi-class classification

approach, in which k SVM models are constructed where k is the number of classes. The

ith SVM is trained with all of the examples in the ith class with positive labels, and all
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other examples with negative labels.

Let w be the target word (the ambiguous word in a sentence), we encode its surround-

ing context as a feature vector. The feature set F of w is denoted as in (5.1), where fi

represents a feature.

F = {f1, f2, ..., fn} (5.1)

We consider some textual information as features as follows.

Bag-of-Words

Bag-Of-Words (BOW) feature encodes single words around the target word in a sentence.

Therefore, FBOW is a set of all possible words appearing in the context of target instances

in the training corpus. Note that only context words in the context are used as BOW

features.

POS

This feature encodes part-of-speech of each word in a context window c around the target

instance w as in Eq. (5.2), where pi is the position of the word and Pi is its POS. pi

is an integer in the range (−c, c) indicating the distance between a target word and a

word in the context. If pi is positive, the context word appears in the context after the

target word. Similarly, pi is negative for words in the context before the target word. If

pi exceeds the sentence boundary, Pi is denoted by the null symbol ϵ. For POS feature,

FPOS is a set of all possible pairs of the position of the word in the context and its POS

found in the training corpus.

fi = (pi, Pi) (5.2)

Collocation

Collocation feature (COL) encodes a sequence of words (n-grams) that co-occurs with the

target word. Let wi denote the i-th word to the right (or left if i is negative) of the target

instance w0. If the i-th word exceeds the sentence boundary, wi = ϵ. A collocation string

is defined as in Eq. (5.3).

Cl,r = wlwl+1...wr (5.3)

For each target instance in the corpus, we extracted 9 collocation strings: C−1,0; C0,1;

C−2,0; C−1,1; C0,2; C−3,0;C−2,1; C−1,2; C0,3. Each feature fi is extracted as in Eq. (5.4),

where li and ri are the start and end positions of a collocation string (1 < ri− li < 4, li =

−3, ..., 0, ri = 0, ..., 3). For the COL feature, FCOL is a set of all possible collocation strings

with w in the training data.

fi = (li, ri, Cli,ri) (5.4)
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Figure 5.2: The training and test processes of WSD system using SVM

Table 5.2 shows an example sentence and the words that are extracted as features

of the ambiguous word “arm”. The three features of each target word w in a sample

sentence are combined together to form an input vector for the SVM to learn (Eq. (5.5)).

F = {FBOW, FPOS, FCOL} (5.5)

After that, the trained model of w is used to predict the sense of w in the test sentence.

These processes are demonstrated in Fig. 5.2. Our system is named as SVM-multi. In

this study, we use Liblinear [27] to build the SVM classifiers.

Table 5.2: Example BOW, POS and COL features of the target word arm in the sentence:

“The research arm of Wako Securities reports an increasing profits.”

BOW research; arm;wako; securities; reports; increasing; profits

POS (−1, N); (0, N); (2, N); (3, N); (4, V ); (6, V ); (7, N)

COL (−1, 0, research arm); (0, 1, arm of)

(−2, 0, the research arm); (−1, 1, research arm of); (0, 2, arm of wako)

(−3, 0, ϵ the research arm); (−2, 1, the research arm of);

(−1, 2, research arm of wako); (0, 3, arm of wako securities)

5.3.3 Integrate WSD module into SR system

As we discussed in Subsection 5.3.1, the trained SVM classifier of the ambiguous term

q is used to predict its sense in Q. This model is built beforehand by Liblinear using a

training dataset introduced in the next section. Then, only the synsets of the predicted

sense of w are added into the query rather than adding the synsets of all senses as in Eq.
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(4.4). Since we only expand w using the synonyms that are in the correct sense of w, too

fine grained disambiguation may limit the number of expanded terms that lead to limited

support-sentences will be retrieved. Since we also expect to collect sentences that include

broader information than the query itself, using coarse grained sense representation as

SVM classes is more appropriate for our system. A coarse grained sense s of q can be

expressed by the semantic class of q, in which the senses of q are grouped into sets of

similar senses. Table 5.3 reveals these 45 lexicographer names and numbers of all words

in WordNet, which we use as semantic classes in this study. For example, the noun “arm”

has 6 senses in WordNet, but when we map them into semantic classes, the number of

coarse grained senses reduces to 3 (see Table 5.4).

5.4 Evaluation Configuration

In this section, we describe two experiments that are conducted to empirical study the

impact of WSD to SR:

The first experiment, Experiment A: WSD Evaluation, is presented in Subsection 5.4.1.

In this experiment, we construct a WSD system as introduced in Subsection 5.3.2 and

validate its effectiveness by using an available training/test set.

The second experiment, Experiment B: WSD in SR Evaluation, is presented in Sub-

section 5.4.2. The trained classifiers of two target words are used to predict their senses

in user’s queries in the context of suppor-sentence retrieval.

5.4.1 Experiment A: WSD Evaluation

Dataset

We use SENSEVAL-3 data of English lexical sample task4 for training and test the ef-

fectiveness of our SVM-multi system. The data consists of examples extracted from the

British National Corpus (BNC). There are at least two tags per item. Training and test

data contain about 60 ambiguous nouns, adjectives and verbs. Table 5.5 shows a sum-

mary of the target words in SENSEVAL-3 data. Example extracted from the training

data is presented in Fig. 5.3.

Measurement

We evaluate SVM-multi system using Precision (Eq. (5.6)), one of the two measures used

in the SENSEVAL-3 tasks. The other one is Recall (Eq. (5.7)). However, since the

coverage of our system is 100%, P and R are always equal. Hence, we only report results

4The data can be downloaded at http://www.senseval.org/senseval3/data.html
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of precision in the next section.

P =
#correct answers provided

#answers provided
(5.6)

Table 5.3: WordNet lexicographer names and numbers
Numbers Names Contents

00 adj.all all adjective clusters
01 adj.pert relational adjectives (pertainyms)
02 adv.all all adverbs
03 noun.Tops unique beginners for nouns
04 noun.act nouns denoting acts or actions
05 noun.animal nouns denoting animals
06 noun.artifact nouns denoting man-made objects
07 noun.attribute nouns denoting attributes of people and objects
08 noun.body nouns denoting body parts
09 noun.cognition nouns denoting cognitive processes and contents
10 noun.communication nouns denoting communicative processes and contents
11 noun.event nouns denoting natural events
12 noun.feeling nouns denoting feelings and emotions
13 noun.food nouns denoting foods and drinks
14 noun.group nouns denoting groupings of people or objects
15 noun.location nouns denoting spatial position
16 noun.motive nouns denoting goals
17 noun.object nouns denoting natural objects (not man-made)
18 noun.person nouns denoting people
19 noun.phenomenon nouns denoting natural phenomena
20 noun.plant nouns denoting plants
21 noun.possession nouns denoting possession and transfer of possession
22 noun.process nouns denoting natural processes
23 noun.quantity nouns denoting quantities and units of measure
24 noun.relation nouns denoting relations between people or things or ideas
25 noun.shape nouns denoting two and three dimensional shapes
26 noun.state nouns denoting stable states of affairs
27 noun.substance nouns denoting substances
28 noun.time nouns denoting time and temporal relations
29 verb.body verbs of grooming, dressing and bodily care
30 verb.change verbs of size, temperature change, intensifying, etc.
31 verb.cognition verbs of thinking, judging, analyzing, doubting
32 verb.communication verbs of telling, asking, ordering, singing
33 verb.competition verbs of fighting, athletic activities
34 verb.consumption verbs of eating and drinking
35 verb.contact verbs of touching, hitting, tying, digging
36 verb.creation verbs of sewing, baking, painting, performing
37 verb.emotion verbs of feeling
38 verb.motion verbs of walking, flying, swimming
39 verb.perception verbs of seeing, hearing, feeling
40 verb.possession verbs of buying, selling, owning
41 verb.social verbs of political and social activities and events
42 verb.stative verbs of being, having, spatial relations
43 verb.weather verbs of raining, snowing, thawing, thundering
44 adj.ppl participial adjectives
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Table 5.4: Example of fine grained and coarse grained senses of the noun ‘arm’

Fine grained Coarse grained

arm%1:06:00:: 06

arm%1:06:01:: 06

arm%1:06:02:: 06

arm%1:06:03:: 08

arm%1:08:00:: 14

arm%1:14:00:: 14

Table 5.5: Statistics of target words in SENSEVAL-3 data English lexical sample task

Class # Words Avg senses (fine) Avg senses (coarse)

Nouns 20 5.8 4.35

Verbs 32 6.31 4.59

Adjectives 5 10.2 9.8

Total 57 6.47 4.96

Figure 5.3: Example extracted from the training data of the verb ‘active’

R =
#correct answers provided

#total answers to provide
(5.7)
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Comparing Systems

The SENSEVAL-3 English lexical sample task aims to create a framework for the eval-

uation of corpus-based learning systems that perform Word Sense Disambiguation [79].

In this competition, there are 27 teams participated and submitted a total of 47 systems.

In the next section, we will present our WSD experimental results in comparing with 37

supervised systems participating in this task.

For the baseline method, we use the result of the Most Frequent Sense (MFS) heuristic

method. The MFS system always returns the sense that has the highest frequencies in

the sense inventory (i.e. WordNet).

Evaluation Criteria

The results of Experiment A is reported for three criteria of sense representation: Fine,

Coarse 1 and Coarse 2.

For Fine and Coarse 1 criteria, we follow exactly the definition of them in SENSEVAL-

3, in which coarse grained sense of a word is mapped from a set of fine grained senses.

Fig. 5.4 shows a part of sense map that is given by SENSEVAL-3. In this sense map, all

fine grained senses which are similar are put in one line (one coarse sense). In coarse sense

evaluation, if the output of WSD system is one of the senses that belongs to a group, it

is regarded as correct classification.

For Coarse 2 criterion, we follow our definition of coarse grained sense, in which

semantic class of a sense is regarded as coarse grained sense (see Subsection 5.3.3).

Figure 5.4: Example extracted from the sense map given by SENSEVAL-3

5.4.2 Experiment B: WSD in SR Evaluation

Dataset

In this experiment, we construct a sentence retrieval system that includes WSD module

in Query Analyzer process as discussed in Subsection 5.3.1. For training WSD classifiers,
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we used the SENSEVAL-3 data from English lexical sample task as discussed above. For

evaluation of sentence retrieval, we use the Daily Yomiuri news article corpus as discussed

in Subsection 3.1.1. However, in order to evaluate the effectiveness of applying WSD in

SR, we need a set of specific queries that satisfy the following criteria:

(1) The query needs to contain a target ambiguous word q.

(2) AWSD classifier for q is available (i.e., SENSEVAL-3 training data must contain q).

(3) Different senses of q occur in the Daily Yomiuri corpus.

These criteria result in a total of 10 queries as given in Table 5.6.

Table 5.6: Queries constructed for Experiment B: WSD in SR evaluation (target words

are in bold)

No. Query Correct

sense ID

1 North Korea is refusal to allow inspections of its suspected nuclear arms

facilities.

06

2 Russia is subject to a ban on arms exports. 06

3 The research arm of Wako Securities reports an increasing profits. 14

4 General Noriega had been flirting with the Soviet Union and continues to

receive arms from Moscow.

06

5 The Government has been resisting the removal of frontier controls be-

cause of anxieties about drugs and illicit arms traffickers.

06

6 The prefecture used to lead the nation in the production and sales of

oysters.

41

7 Restaurants serving lamb in Japan used to be strictly haute cuisine. 41

8 The concrete and reinforced steel used to build the expressway were tested

after the earthquake.

34

9 We used to think that just one doctor was all we needed to save people’s

lives.

41

10 Japan used to be the largest food donor to North Korea. 41

Evaluation Criteria

In order to investigate an impact of WSD for sentence retrieval, the 10 queries in Table 5.6

are classified from two points of view: (1) CW or IW (correctness of WSD) and (2) CM

or IM (correctness of term matching in sentence retrieval).

Let q be the ambiguous word in the user’s query and s be the word in the candidate

sentence that is matched to q. If the trained SVM model of q predicts the sense of q

correctly, we consider it as correct WSD (CW ), else we denote it as IW (incorrect WSD).

Similarly, CM and IM denote the correctness of the matching between q and s in our SR
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system. Among the top 10 retrieved sentences, if we could find one or more sentences that

contain q and/or its correct synsets, we consider a query as CM , otherwise we denote it as

IM . The results of each query are therefore reported in two measures: the correctness of

WSD classifier in predicting the sense of q and the correctness of SR system in retrieving

relevant sentences to Q.

5.5 Experimental Results and Discussion

5.5.1 Experiment A

Table 5.7 shows the precision of our system and two comparing systems: the MFS baseline

and the best system in SENSEVAL-3 (htsa3). This result is reported for 3 criteria: Fine,

Coarse 1 and Coarse 2. Fig. 5.5 and 5.6 present the performance of our system and all

37 systems in SENSEVAL-3 in two representation of senses: Fine and Coarse 1. These

systems also ultilize supervised learning methods. The MFS baseline is also demonstrated

in the two figures.

For the fine grained evaluation, our system performs quite good. It ranks 6th in 37

systems and give 17% improvement to the baseline5. For the coarse grained evaluation,

our system performs acceptable. The system increases 9.6% of precision in comparing to

the baseline (Coarse 1 ). However, performance of SVM-multi on Coarse 2 is much more

higher than the one on Coarse 1. Specifically, precisions of two SVM-multi classifiers for

the two target words in Experiment B are 90% and 100%. Therefore, our SVM-multi

system is expected to be appropriate in the investigation of the effectiveness of WSD on

SR in Experiment B.

Table 5.7: Precision of our systems in comparison with the MFS baseline and the best

system in SENSEVAL-3

Name Fine Coarse 1 Coarse 2

MFS 55.2 64.5 70.9

htsa3 72.9 79.3 -

SVM-multi 72.2 74.1 80.8

∆% (+17.0 ) (+9.6 ) (+9.9 )

5.5.2 Experiment B

There are 4 cases of results as follows.

5Although DLSI-UA-LS-SU system achieves the best precision (78.2% fine grained, 82.8% coarse

grained), it is actually the worst system because its recall is the lowest (31.0% fine grained, 32.9% coarse

grained).
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Figure 5.5: Performance of our system in comparison with other systems in SENSEVAL-3

for fine grained scoring

• CWCM : SVM model predicts the correct sense of q and SR perform the matching

correctly. Although we expect this to happen to improve the performance of sen-

tence retrieval, because of the insufficiencies of the context around q, the trained

SVM model hardly predicts the correct sense for q. There are only 3 correct WSD

classification in 10 queries.

• IWCM : Although the SVM model predicts the incorrect sense, SR module still

correctly match q and s. These are the cases that s and q are matched correctly

before query expansion. Therefore, the incorrect senses of q which are added later

don’t effect the alignment between two sentences. In other words, the context of the

candidate sentence and the query sentence have already excluded the possibility of

incorrect alignment of the incorrect sense.

• CW IM : Although the SVM model predicts the correct sense, SR module cannot

take advantage of it to retrieve relevant sentences. This happens when s cannot be

matched to q before query expansion. When adding some synonyms of w to the

55



Figure 5.6: Performance of our system in comparison with other systems in SENSEVAL-3

for coarse grained scoring

query, although they are in the correct sense with w, the system still cannot find a

word s in the candidate sentence so that s can be matched to one of those terms.

This is different with Document Retrieval, in which the context of the candidate

document is larger. Therefore, it is easier to find a word s which can be matched

to one of the expanded terms of q.

• IW IM : SR system makes an matching incorrectly because of the wrong ouput of

SVM model. In our experiment, we still have not found this case yet. It is maybe

because of the number of the test queries is still small.

In summarization, the numbers of each cases above are shown in Table 5.8. We analyze

these numbers by computing the percentage of the following two cases:

(1) The percentage of cases when correct WSD and correct SSR co-occur:

CWCM

CWCM + CW IM
= 67%
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(2) The percentage of cases when incorrect WSD and incorrect SSR co-occur:

1− IWCM

IWCM + IW IM
= 0%

Table 5.8: Results of WSD in SR evaluation
CW IW

CM 2 7

IM 1 0

These numbers show that applying WSD to SSR seems not so effective. Although the

trained SVM model predicts the wrong sense of q, the system still can find the correct

relevant sentence. This can be explained by the fact that our proposed method for sentence

retrieval uses dependency matching to judge the relevance somehow implies that a kind of

disambiguation has been performed for the ambiguous words in the query. For example,

the ambiguous word ‘arm.n’ is no more ambiguous when it occurs with ‘nuclear.arm’.

For those cases, WSD may not help to improve SR performance.

5.6 Summary

In this chapter, we have conducted the SR system which integrated a WSD module to dis-

ambiguate an ambiguous word in query. The disambiguation process is performed during

the query expansion step. The results show that although WSD helps to select the correct

terms to expand to the query, it may not so effect to improve the overall performance

of the SR system. The main reason is because of the lack of context information in the

sentence as well as in the candidate sentence. It is quite difficult for the SR system to

find the matched terms between the query and the candidate sentence although we have

removed the noise added by incorrect query expansion. Because of this lack of the context

information, the trained SVM model could not perform well, especially in the case that

the ambiguous word is used in an infrequent way. However, the number of our test queries

are still small to surely confirm the impact of WSD in SR. The results would be more

reliable if we extend the test queries as well as evaluate the performance of the SR system

with a perfect WSD classifier (i.e. manually tagging).
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Chapter 6

Classification of Support-Sentences

This chapter focuses on how to distinguish agreement and contradiction relations between

a support-sentence and a query sentence. At first, we introduce the sentence classification

problem and some related work. The proposed system and experiments are presented in

the followed sections. Discussion is given out at the end of this chapter.

6.1 Overview

Computing has realized human dreams of storing and transferring knowledge, which is

primary represented by text. There have been a number of computer systems that can

read text as good as a human and search for text much faster than a human does. How-

ever, understanding text is still a difficult problem for a computer as natural language is

so flexible. Humans can explain an idea in various ways (e.g., using synonym, altering

sentence structure) while a computer could not learn such changes as easily as we. In

the field of natural language processing, there are many tasks that deal with this issue,

such as Word Sense Disambiguation [61], Semantic Role Labeling [39], Classification of

Semantic Relations [40], Semantic Textual Similarity [2], etc. Recently, the task to rec-

ognize textual entailment (RTE task [21]) between two text fragments has been proposed

as a generic task that captures major semantic inference for many NLP applications such

as Question Answering, Information Retrieval, Information Extraction and Text Summa-

rization. However, besides entailment, there are more semantic relations among texts.

Cross-document Structure Theory (CST) attempts to characterize 18 kinds of relation-

ships that exist between pairs of sentences coming from one or more documents [105].

In our opinion, semantic relations in CST are too difficult to be distinguished automati-

cally. Furthermore, such detail types of semantic relations are not necessary for most of

applications, such as our SSR system.

SSR system is designed to support users writing an article on one theme by collecting

different ideas (sentences) that are relevant to the topic. The retrieved support-sentences

are put into useful semantic categories, which acts as the advantageous hints for their
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writing. In this chapter, we consider two most important semantic relations which are

agreement and contradiction since they determine the attitude towards the article. If the

retrieved sentences are all classified in agreement or contradiction category, the article

trends to no controversy. On the other hand, if some retrieved sentences are regarded

as agreed to the query but some others are put in contradiction category, there may

be various opinions on the topic. Table 6.1 presents some examples on agreement and

contradiction sentences of a query.

The main contribution of this chapter is the proposal of five algorithms based on rules

and bootstrapping learning technique for the classification module of the SSR system.

Most of the previous studies on analyzing the semantic relations between texts applied

supervised learning methods to facilitate the semantic features extracted from available

annotated corpora [24, 36, 85, 86]. Although the reported results are good, the cost paid

for corpus building was too expensive. The bottleneck of the data sparseness is also a

serious problem. Our first proposed algorithms, two rule-based methods which require

no manually tagged corpus, are demonstrated relatively effective to identify agreement

sentences. The contradiction relation is more difficult to identify because it requires more

extend knowledge rather than simple word overlaps to recognize the conflicting segments of

texts. Our other algorithms based on bootstrapping technique can automatically extract

effective clues for identification of contradiction from some initial seed sentences and

extend them through iterations. Since the learning process is completely automatic, our

approaches require no human intervention.

In the next section, literature review on some previous researches related to our work

is presented. The Sentence Classification (SC) framework is described in Section 6.3, in

which our proposed algorithms are presented in details. Section 6.4 and 6.5 report the

experiment results of our system along with some discussions. Finally, we summarize and

point out the future research in Section 6.6.

Table 6.1: Example of agreement and contradiction in SSR system

Query Rice market in Japan can be opened to foreign countries.

Agreement Japan has been under strong pressure from other member

countries of the General Agreement on Tariffs and Trade

(GATT), including the United States, to open its rice mar-

ket.

Contradiction Even if the government pledges opening of the nation’s rice

market to other countries, it might be unable to do so.
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6.2 Related Work

One of important related work of sentence classifciation is a new kind of Textual Entail-

ment task called Search task, which was first introduced as a pilot task in RTE-5 [11].

The goal of Search task is to find all sentences in a set of documents that entail a given

Hypothesis. The two-way decision between yes and no entailment in this task is similar

to the SR module of our SSR system. However, rather than only extracting entailing sen-

tences, our system retrieves broader information in term of the relevance of sentences. In

other words, our system search for sentences that entail different perspectives of the input

query (hypothesis). For example, the retrieved sentences can entail the exact query or

entail the conflicting idea of the query. Our idea of finding support-sentences is inspired

by the Contradiction Detection task of [24, 43, 73, 106, 127], whose studies reported

good performance on those training datasets that cover many contradiction phenomena.

In contrast, we propose to use unsupervised learning method to acquire contradiction

information in text.

Besides RTE challenge, there have been several studies on classifying search results

into a fixed set of categories. For example, in sentiment classification and opinion analysis,

documents are classified by sentiment polarity (e.g., classification of product reviews into

positive and negative categories to evaluate reputation for a product [96, 114, 123]). Our

study aims further beyond sentiment classification or opinion analysis because we deal

with broader semantic categories rather than positive or negative. The queries in our

system are related to not only reputation of products but also facts. For example, the

query “tap water is safe” is not a matter of positive/negative but a true/false one.

Probably the most closely related work to our study is the research of Murakami

et al. [85], in which the authors tried to build a classifier to identify semantic relations

(agreement, conflict, confinement) between facts and opinions from the internet data.

Their system used Support Vector Machine (SVM) classifiers to learn the structural align-

ments and to detect the semantic relations between sentences on a relatively small corpus

(100 documents with around 370 sentence pairs). Mizuno et al. [84] developed a similar

system to organize information on the web through agreement-conflict relation classifica-

tion. They used a larger dataset which consists of 1,467 sentence pairs. However, they

also exploited a linear classifier which requires training data. Our system, on the other

hand, does not require costly hand-tagged training data. In our study, we employed Rule-

based Support-Sentence Classifier (RSSC) and Bootstrapping Support-Sentence Classifier

(BSSC) to recognize agreement and contradiction semantic classes. We argue that our

methods are more potential to be applied in practice.
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6.3 Proposed System

6.3.1 Semantic Relations between Sentences

In this subsection, definitions of 5 semantic relations between a query sentence Q and

a support-sentence S are introduced. These are the expected outputs of our proposed

SSR system. In our point of view, these relations are not separated from each other. In

fact, we divide 5 types of relations as in Fig. 6.1, in which we have three main classes:

Agreement, Contradiction and Cross-references. The other two classes, Subsumption and

Refinement, are subsets of Agreement and Contradiction.

Figure 6.1: Semantic Relations in SSR system
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(1) CONTRADICTION

Definition:

S contains or discuss some conflicting information with Q.

Example:

Q: Japan is positive about Emperor’s visiting China for the 20th anniversary of the

normalization of Japan-China relations.

S: Those opposing the trip argue that the Emperor could become involved in diplo-

matic maneuvering, could be taken advantage of by reformists or conservative

forces in China, and could provide the opportunity for China to demand that

Japan apologize and pay compensation for its past actions.

In the above example, S discuss on the opposite side of the trip to China of the

Emperor, that is not supporting the Emperor to go. Therefore, it is contradict to the

idea of the query, which describes the positive attitude towards the visit.

(2) AGREEMENT

Definition:

S contains or discuss the same information with the query and there is no conflicting

information with the query.

Example:

Q: Japan is positive about Emperor’s visiting China for the 20th anniversary of the

normalization of Japan-China relations.

S: We have taken the stand of basically agreeing to the idea of the Emperor’s trip to

China since this year marks the 20th anniversary of the normalization of Japan-

China relations.

In the above example, S says that basically they get the agreeing to the idea of the

trip to China is positive; therefore, S is labelled as Agreement.

(3) CROSS-REFRENCES

Definition:

S mentions the same entity in Q but does not clearly agrees or contrast to Q.

Example:
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Q: Bloods transfusion gives many dangerous viruses.

S: We offered advice on the design of the necesssary equipment and clean rooms,

because this research handles extremely dangerous viruses such as HIV.

In the above example, although S mentions the same entity to Q (dangerous viruses),

it is neither agreed nor conflict to the idea in Q. Hence, S is regarded as Cross-References.

(4) REFINEMENT

Definition:

S elaborates or provides details of some information given more generally in Q.

Example:

Q: Bloods transfusion gives many dangerous viruses

S: Bloods transfusion gives man hepatitis E.

In the above example, the “dangerous viruses” mentioned in Q becomes more specific,

“hepatitis E” in S. Therefore, the relation between S and Q is Refinement.

(5) SUBSUMPTION

Definition:

S contains all information in Q, plus additional information that is not in Q.

Example:

Q: Blood transfusion gives many dangerous viruses.

S: A patient who received a transfusion of blood infected with the HIV virus, which

passed through the Japanese Red Cross Society’s advanced test in May, has con-

tracted the disease.

In the above example, S provides additional information such as the transfused blood

has passed the test of Japanese Red Cross in May. Therefore, S is marked as Subsumption.

In Fig. 6.1, the overlap between Refinement and Subsumption exists, although they

are very difficult to distinguish. For example:

Example:

Q: Blood transfusion gives many dangerous viruses.

S: Before the advanced test was introduced, three people were reported to have con-

tracted HIV due to transfusions of tainted blood that passed the test used then.
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In this example, S refines the “dangerous viruses” in Q and also presents additional

information to Q (e.g. three people were contracted to HIV, the blood passed the test,

etc.)

As we discussed in Section 6.1, in this chapter, only two main classes are considered:

agreement and contradiction. Classification of other three classes are remained as future

work.

6.3.2 Algorithms for Recognizing Agreement and Contradiction

In this section, we present algorithms to recognize the similarity (Agreement) or dissimi-

larity (Contradiction) between a pair of sentences, starting with the word overlap, followed

by two simple rule-based classifiers and three bootstrapping-based classifiers.

Let Q be a query sentence and S be one of the relevant sentences obtained by the SR

module. Note that we suppose S is relevant to Q, i.e., S and Q likely agree or contradict.

Both Q and S are represented as a sequence of content words as Q = (q1, q2, ..., qm) and

S = (s1, s2, ..., sn). In order to clarify the relevant type between S and Q, they are put

through a system similar to the system of Murakami et al. [85], which includes a fea-

ture extraction and a semantic relation classification steps. However, unlike Murakami’s

method, we do not use supervised learning approach to predict the semantic class. All

the following algorithms classify candidate sentences into agreement or contradiction, then

they are ranked by their scores.

6.3.3 Word Overlap

This method was used as a baseline method in the work of Banea et al. [6]. Despite

its simplicity, the method is a relatively effective indicator of sentence similarity and

relatedness [71]. Let VS and VQ are the binary word vectors that represent S and Q. A

weight at each dimension of VS and VQ is determined as 1 if the word corresponding to

the dimension appears in S or Q, 0 otherwise. In this research, cosine similarity is used as

a score between S and Q as in Eq. (6.1). This similarity score is computed for each pair

of a candidate sentence and a query sentence, then it is used for ranking the candidate

sentences.

simscore(S,Q) =
VS · VQ

|VS||VQ|
(6.1)

However, this method can only be used for classifying agreement class. Furthermore, two

sentences with many overlap words can be totally contradict as follows:

(1) Blood transfusion may give many dangerous viruses.

(2) Blood transfusion gives no danger at all.

Therefore, we propose to use more reliable approaches for recognizing agreement and

contradiction as below.

64



6.3.4 Rule-based Classifiers

We use two criteria for judging whether a candidate sentence is agreed with or contrast

to the query.

(1) Lexical Matching: The lexical matching lexmatch(si,qj) evaluates if si and

qj have equivalent meaning. In this study, lexmatch(si,qj) = SS(si, qj) defined in 4.3.1:

1 if si is a synonym of qj, otherwise 0.

(2) Negation Clues: We define a binary function negclue(si, qj) to indicate if si

negates qj or not. This clue can be a polarity mismatch due to the occurrence of negation

terms between si and qj, e.g, “rain” and “not rain”1; it can also be an antonym instance,

e.g, “young” and “old”. The function value is set to −1 if the negation clue occurs and

1 otherwise.

We use WordNet to identify antonym and synonym of a word. In addition, each term

in the query is promoted by a weight value as in Eq. (6.2).

fweight(t) =

{
2 if t is a noun

1 otherwise
(6.2)

We also highlight each pair of words that has the same part-of-speech by an adjustment

value δ. δ is set to 2 if si and qj have the same part-of-speech, otherwise δ = 1. Then,

each pair of words have a MATCH score computed as follows:

MATCH(si, qj) = δ × fweight(qj)× lexmatch(si, qj)× negclue(si, qj) (6.3)

Algorithm 1 presents all steps of our rule-based classifier RSSC. Rscore(S,Q) is de-

fined as sum of MATCH(si, qj) for all pairs of words. If Rscore(S,Q) is positive, S is

classified into agreement class, otherwise contradiction. In our study, we evaluate two

different RSSC which are denoted as R and R-S. R is the classifier given by Algorithm 1.

While, in R-S, the Rscore(S,Q) is computed as in Eq. (6.4), in which the cosine similarity

between two sentences is also taken into account. In this equation, γ is an adjustment

parameter and is set to 0.5 in our experiments.

Rscore(S,Q) = γ ×
∑

i,j MATCH(si, qj)

N
+ (1− γ)× simscore(S,Q) (6.4)

where N is the maximum value of
∑

i,j MATCH(si, qj). Note that both the sum of

MATCH and simscore are normalized to [0,1].

1More precisely, in this example, both si and qj are “rain”, but the negation term “not” depends on

qj in the sentence Q.
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Algorithm 1: RSSC

input : Q: query sentence

U : untagged sentences

output: semantic class for each sentence in U

foreach S ∈ U do
Rscore (S,Q)←

∑
i,j MATCH (si, qj)

if Rscore (S,Q)< 0 then
put S to contradiction category

else if Rscore (S,Q)> 0 then
put S to agreement category

end

end

Sort all sentences in contradiction and agreement categories by their Rscore

6.3.5 Bootstrapping-based Classifiers

Algorithm 2 illustrates our bootstrapping-based classifier BSSC. First, let SA and SC

be a small amount of seed sentences classified as agreement and contradiction, respec-

tively. The seed sentences of two categories are generated automatically by the following

strategies:

(a) agreement class : using the query itself as seed or replacing a term in the query by

its synonyms;

(b) contradiction class : negating the query sentence or replacing a term in the query

by its antonyms.

In Algorithm 2, fsign evaluates the polarity agreement between two sentences (if

two sentences are agreed, fsign is 1, otherwise -1), while fscore evaluates the semantic

similarity between two sentences but ignoring the polarity. For each unlabeled sentence S,

Bscore(S, SA) and Bscore(S, SC), the similarity between S and SA (or SC), are calculated

based on fscore and fsign. If Bscore(S, SA) is greater than Bscore(S, SC), S is put into the

candidate pool CPA. Then the top n sentences in CPA are added to SA. Contradiction

sentences are also classified in the same way. We repeat the above procedure until no new

sentence is classified.

We will present three variations of BSCC: B-3, B-3W and B-3SW. Since the best

performance of BSSC is acquired at n = 3 (parameter n is the number of newly classified

sentences at each iteration) in our preliminary experiments, we always set n to 3 in

these bootstrapping-based classifiers. B-3 is the standard BSSC as in Algorithm 2 with

n = 3. In this basic form, each word is treated equally. However, previous researches have

proven that different terms have different important roles in a sentence [67]. Therefore,

we propose the second classifier B-3W that uses combining weighting to recognize the

important terms in a sentence as described in Subsection 4.3.2. Therefore, the fweight(t)
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in Eq. (6.2) is revised as in Eq. (6.5).

fweight(t) =

{
2× w(t) if t is a noun

w(t) otherwise
(6.5)

where w(t) is the weight of the term t which is computed as in Eq. (6.6) using combining

weighting of Eq. (6.7).

w(t) =

{
0 if t is a stop word

f(t) otherwise
(6.6)

f(t) = COMB(t) =

{
SPEC(t) if t is in WordNet

IDF(t) otherwise
(6.7)

COMB(t) is the weighting method for sentence retrieval task that we have already pro-

posed in 4.3.2. That is, a weight of a term is defined in terms of the specificity of the

term (SPEC(t)) or inverse document frequency (IDF(t)).

In the third classifier B-3SW, to reduce the errors of the lexical alignment step, we

also append the cosine similarity score to the fscore in Algorithm 2 as follows:

fscore(S,Q) = γ ×
∑

i,j |MATCH(si, qj)|
N

+ (1− γ)× simscore(S,Q) (6.8)

where γ is an adjustment parameter and is set to 0.5 in the experiments; N is the maxi-

mum value of
∑

i,j |MATCH(si, qj)|.
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Algorithm 2: BSSC

input : U : untagged sentences

SA, SC : seed sentences of agreement and contradiction categories

CPA, CPC : candidate pools of agreement and contradiction categories

output: semantic class for each sentence in U

i← 1

repeat

foreach S ∈ U do
Bscore (S,SA) ← 0

Bscore (S,SC) ← 0

foreach A ∈ SA do
fscore (S,A)←

∑
i,j | MATCH (si, waj)|

fsign (S,A)←
∏

i,j sgn (MATCH (si, waj))
2

end

foreach C ∈ SC do
fscore (S,C)←

∑
i,j | MATCH (si, wcj)|

fsign (S,C)←
∏

i,j sgn (MATCH (si, wcj))

end

Bscore (S,SA)← maxA∈SA
{fscore(S,A)|fsign(S,A) > 0}

Bscore (S,SC)← maxC∈SC
{fscore(S,C)|fsign(S,C) > 0}

if Bscore (S,SC) > Bscore (S,SA) then
Add S to CPC

else if Bscore (S,SA) ≥ Bscore (S,SC) then
Add S to CPA

end

end

Sort sentences in CPA and CPC by Bscore

Assign agreement and contradiction tag to top n sentences in CPA and CPC and

put them to SA, SC

if there is no new sentences added to SA, SC then
stop ← true

end

i← i+ 1
until stop

2sgn(x) is a sign function that returns 1 (if x is positive) or -1 (if x is negative).
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6.4 Evaluation Configuration

6.4.1 Dataset

In the experiments of this chapter, we also use the document collection described in

Subsection 3.1.1, which consists of 10 collections of Daily Yomiuri newspaper from 1990

to 2003. We prepared 55 queries for each collection and retrieved relevant sentences for

those queries by SR module in Section 4.3. These relevant sentences are then be classified

into agreement and contradiction categories by methods in Subsection 6.3.2. The number

of queries used for evaluation is shown in Table 6.2. The second column ‘Agreement’

and third column ‘Contradiction’ indicates that number of queries where some sentences

are classified as agreement or contradiction class by our proposed methods. In these

experiments, we can obtain agreement sentences for all 55 queries. While contradiction

sentences are obtained for only 19 queries. No contradiction sentence is extracted for the

rest of 36 queries. The results of different classification algorithms for these queries are

evaluated and compared for each collection as well as the whole document collection.

Table 6.2: Number of queries used in sentence classification experiments

Collection Agreement Contradiction

1990 6 2

1992 5 3

1993 5 3

1994 5 2

1998 7 3

1999 4 1

2000 6 4

2001 4 0

2002 5 0

2003 8 1

Total 55 19

6.4.2 Measurement

In our SC module, the support-sentences for each classes are ranked by their scores.

Therefore, in the experiments, we also use precision at k (P@k) as in the SR module.

P@k is the proportion of support-sentences that are correctly classified within the top k

ranked sentences, i.e.:

P@k =
Nc

k
(6.9)
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where Nc is the number of correct classified sentences in top k support-sentences in each

category. In the following experiments, we analyze the results from k = 1 to k = 20.

6.5 Experimental Results

6.5.1 Results of 10 collections

Table 6.3 and 6.4 reveals P@10 of recognizing agreement and contradiction categories for

10 collections using different classification algorithms discussed in Subsection 6.3.2. The

rows of 2001 and 2002 are omitted in Table 6.4, since no contradiction sentence is obtained

for the queries in these two years. Bold numbers indicate the best performance of each

collection. In Table 6.3, ∆% shows improvement against Word Overlap baseline. Since

the baseline is not applicable for categorization of contradiction, ∆% in Table 6.4 shows

improvement against our rule-based method R. All of our proposed algorithms (RSSC

and BSSC) yield better results against the baseline in all queries for agreement class. On

average, our best system’s P@10 is 2.91% higher than the Word Overlap baseline. This

system (B-3SW) also gives the best performance on contradiction class.

Fig. 6.2 and 6.3 demonstrate the average P@10 of the described algorithms in agree-

ment and contradiction class, respectively. In overall, the results in agreement class is

much higher than the contradiction class. As shown in Table 6.2, among 55 queries, both

agreement and contradiction sentences are extracted only for 19 queries. We can regard

that these 19 queries are associated with the controversy topics; there are both positive

Table 6.3: P@10 of Agreement class

RSSC BSSC

Collection Word Overlap R R-S B-3 B-3W B-3SW

1990 18.3 20.0 23.3 20.0 18.3 21.7

1992 66.0 74.0 72.0 64.0 68.0 82.0

1993 30.0 30.0 32.0 28.0 28.0 32.0

1994 50.0 52.0 48.0 34.0 48.0 46.0

1998 28.6 24.3 30.0 22.9 27.1 40.0

1999 20.0 27.5 27.5 25.0 27.5 25.0

2000 53.3 43.3 53.3 43.3 56.7 46.7

2001 35.0 27.5 35.0 25.0 35.0 47.5

2002 20.0 22.0 24.0 12.0 20.0 26.0

2003 62.5 58.8 66.3 60.0 45.0 53.8

AvgP@10 39.64 38.73 42.36 34.73 37.64 42.55

∆% (−0.91) (+2.73) (−4.91) (−2.00) (+2.91)
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Table 6.4: P@10 of Contradiction class
RSSC BSSC

Collection R R-S B-3 B-3W B-3SW

1990 0.00 0.00 5.00 5.00 10.00

1992 3.33 3.33 10.00 13.33 3.33

1993 0.00 0.00 13.33 20.00 36.67

1994 5.00 5.00 0.00 5.00 0.00

1998 0.00 0.00 0.00 10.00 10.00

1999 0.00 0.00 0.00 10.00 0.00

2000 12.50 12.50 7.50 10.00 15.00

2003 10.00 10.00 10.00 10.00 10.00

AvgP@10 4.74 4.74 7.89 13.16 16.84

∆% (+3.16) (+8.42) (+12.11)

and negative opinions about these queries. Seeing extracted sentences, we found most of

the conflicts is due to the mismatch information caused by news updating. Therefore, the

number of contradiction sentences might be much fewer than that of agreement sentences

in the document collection. On the other hand, our error analysis discloses that the preci-

sion of contradiction class is low because the contradiction between two sentences occurs

without recognizable negation clues, which is beyond the reach of our system. This error

results in the incorrect computation of fsign between two sentences. Table 6.5 gives some

error examples of our SC module for the query “Rice market in Japan is opened to foreign

countries.” The sentences in this table are classified as agreement by B-3SW algorithm

but they are actually contrast to the query. For example, in sentence 2, the system could

not map the negation clue ‘not open’ (which is generated automatically in the seed ini-

tialization step) with the correct tokens ‘unable to do so’. In order to recognize such kinds

of contradiction clues, we need more sophisticated system that is able to integrate more

diverse knowledge.

6.5.2 Comparison among the algorithms

Table 6.6 shows number of queries for which each system achieved the best performance.

When two or more algorithms yield the same results, all the best ones are counted. These

numbers support our discussion above, in which B-3SW is the best system. From another

point of view, although the agreement results of B-3 and B-3W in Table 6.3 are lower

than the Word Overlap baseline, the numbers of best performance cases given by B-3 and

B-3W are nearly equal to that of the baseline. They are even higher than R algorithm

although R yields better results than B-3 and B-3W in Table 6.3. For the contradiction

class, the bootstrapping-based classifiers completely overcome the rule-based classifiers
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Table 6.5: Examples of errors in contradiction class for the query: “Rice market in Japan

is opened to foreign countries.”

No. Sentence

1 Although some politicians now admit the need for Japan to open its rice mar-

ket, political parties are reluctant to do this and continue to insist on self-

sufficiency in rice because of the House of Councillors election looming next

July.

2 Even if the government pledges opening of the nation’s rice market to other

countries, it might be unable to do so.

3 The decision was aimed at demonstrating Japan’s opposition to the opening

of its rice market.

in all tables. This verifies the effectiveness of our bootstrapping-based algorithms in

recognizing contradiction class.

Figure 6.2: Average P@10 of Agreement class

Table 6.6: Best perfomance analysis

Agreement Contradiction

Word Overlap 15 -

R 12 3

R-S 19 3

B-3 15 4

B-3W 13 7

B-3SW 22 7

72



Figure 6.3: Average P@10 of Contradiction class

6.5.3 Analysis of different P@k

In this subsection, sevearal methods are compared according to P@k of different k. For

the agreement class, we choose the best classifiers of RSSC and BSSC, which are R-S and

B-3SW. The results are plotted in Fig. 6.4. In this figure, we can see that the results of

bootstrapping-based algorithm decrease faster than those of rule-based algorithm when k

increases. This is because the presence of new seed sentences after each iteration in the

bootstrapping-based algorithm have introduced more noise into the agreement category,

which leads to the incorrect extraction of new agreement sentences during the learning

process. Nevertheless, both R-S and B-3SW perform better than the baseline in all

variations of k. For the contradiction class, all three types of BSSC are compared to the

best classifier of RSSC as in Fig. 6.5. It is clearly shown that the enhancement of B-3W

is achieved by elevating the important terms in a sentence. The improvement is much

more higher when we take the cosine similarity between two sentences into account. Once

again, the bootstrapping-based classifiers outperformed the rule-based classifier.

6.6 Summary

In this chapter, we have proposed two classifiers (RSSC and BSSC) for the recognition

of two semantic relations between sentences in an SSR system, that are agreement and

contradiction. Different configurations of these two classifiers are conducted and analyzed

using our self-constructing corpora. The B-3SW is confirmed by experiment to yield the

best performance on extracting agreement and contradiction sentences. The best classifier

is 2.9% higher than the baseline on the agreement class, and 12.1% higher than the best

rule-based classifier on the contradiction class. Given the fact that our bootstrapping-

based classifiers are trained from untagged data, we believe that applying bootstrapping
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Figure 6.4: P@k with different k in Agreement category

Figure 6.5: P@k with different k in Contradiction category

learning into the classification module of SSR system is promising. Nevertheless, the

extraction of contradiction sentences is still a problem in our algorithms due to the com-

plexity of different types of controversy. In the future, we would like to explore more
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effective ways to learn the characteristic of contradiction sentences in order to acquire

better performance on the contradiction class. Moreover, we would also move forward to

the next step of our SSR system, that is recognizing more specific semantic classes such

as refinement, subsumption and cross-references.
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Chapter 7

Conclusion

This chapter concludes our dissertation by summing up what have been done and what

contributions were achieved. At the end of this chapter, we discuss some limits of the

study and point out suggestions for future research.

7.1 Summary of the thesis

In this dissertation, we provided a detail investigation of unique characteristics of sen-

tence retrieval. Specifically, we have presented a study on the task of retrieving support-

sentences. This study aims to develop a support-sentence retrieval (SSR) system that

retrieves sentences relevant to a topic (query), then classifies those sentences into two se-

mantic categories: agreement and contradiction. Thereby, the system helps users quickly

navigate through different aspects of the topic. Throughout the thesis, we investigated

SSR system step by step. The whole framework of the system consists of three modules:

(1) Document Retrieval (DR) module

In this module, we constructed a document retrieval system that employs a vector

space model with TF-IDF weighting. Given a set of 10 document collections, we

retrieved relevant documents for 55 queries by this system. The output of this

module is a ranked list of relevant documents for each query (Chapter 3).

(2) Sentence Retrieval (SR) module

Relevant sentences are assumed to be appeared in relevant documents. Therefore,

SR system searches for sentences that are relevant to the query among the set of

candidate sentences coming from relevant documents. The output of this module is

a set of support-sentences. Five different sentence retrieval systems that utilize TF-

ISF, HySR and HySR with different query term weightings have been constructed

to retrieve support-sentences (Chapter 4). We have also conducted experiments to
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investigate the effectiveness of applying Word Sense Disambiguation to the best SR

system (HySR+COMB) (Chapter 5).

(3) Sentence Classification (SC) module

In this module, the support-sentences from SR system are classified into groups

of similar semantic relations. We consider two types of relations: agreement and

contradict. We have presented six algorithms including Word Overlap, R, R-S, B-3,

B-3W and B-3SW to recognize these semantic relations (Chapter 6).

7.2 Contributions

The main contribution of this dissertation is the introduction to a new task called Support-

Sentence Retrieval (SSR). We have designed an overall framework for SSR system and

investigated for effective methods to develop two main modules of the system: SR and

SC. The main contributions are achieved through the study of these modules.

• For the first task (SR task), we proposed a hybrid approach (HySR) that utilized

both lexical and syntactic information of a sentence to capture the similarities be-

tween a query and a candidate sentence. In our study, we exploit the benefit of

using a full-sentence as query. That is, besides the lexical matching, grammatical

relationships between query terms are taken into account in the process of matching

query and candidate sentences. We showed that our proposed method is effective in

retrieving support-sentences in comparing with the state-of-the-art TF-ISF method.

• To enhance performance of HySR, we proposed new weighting schemes to capture

the importances of different terms in the query (SPEC and COMB). The experi-

ments of the system that applied HySR along with these weighting schemes yielded

additional improvement to the performance of SR system. The best system to

retrieve relevant sentences is HySR+COMB.

• The next contribution of SR task is a study on the impact of Word Sense Dis-

ambiguation (WSD) in sentence retrieval. Literature on sentence retrieval did not

provide an answer to solve the sense ambiguity problem in query expansion. Our

study is the first attempt to integrate a WSD classifier based on SVM learning to

SR system. We showed that at the moment, applying SVM as WSD classifier to

SR is not as effective as expected. It is because the lack of information in con-

text of a sentence leads to incorrect classification. In the correct WSD cases, the

improvement of SR system is still very limited.

• For the second task (SC task), we have proposed two classifiers (RSSC and BSSC)

for the recognition of two semantic relations, agreement and contradiction, between
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sentences in an SSR system. Different configurations of these two classifiers are

conducted and analyzed using our self-constructing corpora. The B-3SW is con-

firmed by experiment to yield the best performance on extracting agreement and

contradiction sentences. Given the fact that our bootstrapping-based classifiers are

trained from untagged data, we believe that applying bootstrapping learning into

the classification module of SSR system is promising.

7.3 Future Research

The research in this dissertation can be extended in many directions. First of all, in the

sentence retrieval module, we applied dependency matching between sentences. However,

in natural language, there are numerous alternative ways to express the same idea. These

alternative sentences can easily break the dependencies between terms in the original

sentence. For example, a passive-active alternation makes the retrieval of relevant sen-

tences difficult. One can be interested in other ways to compute syntactic similarity. For

instance, using non-strict dependency matching (e.g. allow partial matching [95]).

On another aspect, although our proposed weighting scheme that utilizes WordNet

achieved good performance, it highly depends on the available of extended resources.

There are demands for more researches to find out other effective ways to capture the im-

portant terms without the requirement of knowledge resources. For instance, discovering

important terms based on its dependencies.

For the study on the impact of WSD in SR, currently our study reported negative

results. The main reason is because of the lack of information in the sentence that made

it difficult for the SVM classifier to predict the sense correctly. Alternatively, one can use

manually tagged senses to investigate for the effectiveness of query term disambiguation

in a perfect condition. In addition, more large scale empirical studies are needed to surely

confirm the performance improvement of a SR system with and without WSD.

For the final task to classify support-sentences into semantic categories, currently our

proposed bootstrapping algorithms achieved good precision. However, the running time

is quite slow due to the high computational cost in each iteration. A future investigation

for improving the algorithm running time is necessary.

The recognition of contradiction sentences in our system is still a challenge due to

the complexity of different types of controversy. A future direction is to investigate the

characteristic of different contradiction phenomena in order to acquire better performance

on the contradiction class.

The number of semantic classes in the current SSR system is two. However, we have

presented five types of semantic relations in order to provide users a comprehensive view

of a given topic. One important direction of our future plan is to explore effective ways

to annotate all these five semantic relations automatically.
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Finally, a comprehensive evaluation cannot be done without a gold standard corpus.

In future, we plan to construct a manual tagged corpus to give more trustfulness to our

results. Once we have been successful in developing a comprehensive SSR system, we

could think to extend our system to multi-languages SSR system, which can support not

only English but Vietnamese, Japanese, etc.
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Appendix A

List of Stopwords

a

about

above

across

after

afterwards

again

against

all

almost

alone

along

already

also

although

always

am

among

amongst

amoungst

amount

an

and

another

any

anyhow

anyone

anything

anyway

anywhere

are

around

as

at

back

be

became

because

become

becomes

becoming

been

before

beforehand

behind

being

below

beside

besides

between

beyond

bill

both

bottom

but

by

call

can

cannot

cant

co

computer

con

could

couldnt

cry

de

describe

detail

do

done

down

due

during

each

eg

eight

either

eleven

else

elsewhere

empty

enough

etc

even

ever

every

everyone

everything

everywhere

except

few

fifteen

fify

fill

find

fire

first

five

for

former

formerly

forty

found

four

from

front

full

further

get

give

go

had

has

hasnt

have

he

hence

her

here

hereafter

hereby

herein

hereupon

hers

herself

him

himself

his

how

however

hundred

i

ie

if
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in

inc

indeed

interest

into

is

it

its

itself

keep

last

latter

latterly

least

less

ltd

made

many

may

me

meanwhile

might

mill

mine

more

moreover

most

mostly

move

much

must

my

myself

name

namely

neither

never

nevertheless

next

nine

no

nobody

none

noone

nor

not

nothing

now

nowhere

of

off

often

on

once

one

only

onto

or

other

others

otherwise

our

ours

ourselves

out

over

own

part

per

perhaps

please

put

rather

re

same

see

seem

seemed

seeming

seems

serious

several

she

should

show

side

since

sincere

six

sixty

so

some

somehow

someone

something

sometime

sometimes

somewhere

still

such

system

take

ten

than

that

the

their

them

themselves

then

thence

there

thereafter

thereby

therefore

therein

thereupon

these

they

thick

thin

third

this

those

though

three

through

throughout

thru

thus

to

together

too

top

toward

towards

twelve

twenty

two

un

under

until

up

upon

us

very

via

was

we

well

were

what

whatever

when

whence

whenever

where

whereafter

whereas

whereby

wherein

whereupon

wherever

whether

which

while

whither

who

whoever

whole

whom

whose

why

will

with

within

without

would

yet

you

your

yours

yourself

yourselves

z
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