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Abstract

In speech production, articulatory apparatus are the final organs that execute efferent

motor commands from the central nervous system. Although the articulators play impor-

tant roles in speech production, the mechanisms of how the motor commands control the

articulators to generate speech sounds are not still very clear. Physiological articulatory

models together with their control strategy provide a means to investigate the mechanisms

of speech production.

In this thesis, a full 3D physiological articulatory model including the tongue, jaw,

hyoid bone and vocal tract wall was constructed based on continuum finite element mod-

eling. This model comprises articulatory muscles with realistic properties and geometrical

arrangements. In order to control the physiological articulatory model more accurately,

not only the extrinsic genioglossus muscle but also some intrinsic muscles are divided into

smaller units according to their functions.

A control framework consists of a feedforward mapping, and a feedback learning loop

was realized. In speech production, the feedforward mapping is used to find muscle

activation pattern directly according to given articulatory targets and feedback learning

loop is used to establish and maintain the feedforward mapping. In this control framework,

the articulatory targets were defined by the entire posture of the tongue and jaw in

the midsagittal plane, which was reduced to a six-dimensional vector with the principal

component analysis (PCA).

Different from the musculoskeletal system, in the muscular-hydrostat system angonist-

antagonist muscle pairs varied during articulation, which make it difficult to adjust muscle

activations to minimize the distances between target positions and realized ones. In this

study, the adjustment of muscle activations was guided by a dynamic PCA workspace that

was used to predict individual muscle functions in given positions. This dynamic PCA

workspace was estimated based on an interpolation of eight reference PCA workspaces.

In order to construct the feedforward mapping, the articulations of five Japanese vow-

els from magnetic resonance images were used as the targets for the learning process.

The articulatory targets of five Japanese vowels were achieved, which proved that the

proposed feedback learning loop was effective for the model control. According to the

learning process by using the feedback loop, the feedforward mapping was established.

This learned mapping function was assessed through an open set test, and reasonable

vocal tract shapes were obtained compared with the target as a result. For the mi-

norities that the articulatory targets cannot achieve perfectly, the implementation of the

somatosensory feedback loop can further improve the control accuracy. Besides the im-

provement of control accuracy, the mapping established by a learning process makes the

ii



control strategy the ability to adapt to the external forces added as a perturbation. In

order to evaluate the adaptation ability, a vertically downward external force was exerted

to the jaw when producing Japanese vowels /i/ and /o/, by implementing the feedback

loop, the articulatory targets can be re-achieved, which shows the adaptation ability.

The midsagittal contour including the tongue and jaw was used as the articulatory

target, instead of using three crucial points [50, 51]. We expect that by using the ar-

ticulatory posture as a target, the accuracy of model control for speech production will

be improved, because the detailed characteristics of speech sounds depend on the whole

vocal tract shape rather than the constriction positions alone.

The physiological articulatory model together with the framework of the control s-

trategy can be implemented in the following aspects: 1) Investigating human speech

production mechanism including estimating motor commands from observed articulation,

exploring the economy of effort, saturation effect, motor equivalence, etc. 2) Medical

treatment. 3) Generating speech sounds by simulating the speech production process of

human.

Keywords: Speech production, Physiological articulatory model, Muscle activation,

Motor control, Motor learning, Somatosensory feedback

iii



Acknowledgments

I would like appreciate the people who help me generously during my doctoral study.

It is impossible for me to finish this doctoral thesis without their help.

First and foremost, I would like to thank my supervisor Prof. Jianwu DANG for

his guidance during my doctoral course. Discussions with him inspired me the ideas to

conquer the difficulties, and his criticism pushed me to ponder and improve each particular

in my research. Biomechanical modeling was a totally new filed for me when I began my

doctoral study. Without his considerate teaching, I could not enter into this new field and

finish this thesis. Furthermore, I would like to thank Prof. Kiyoshi HONDA, who gave

me a lot of valuable comments in my study. He checked the physiological characteristics

of the model and pointed out the deficiencies according to his profound knowledge in

anatomy of human articulators.

I would also like to appreciate Professor Masato AKAGI, Associate Professor Hirokazu

TANATA and Associate Professor Masashi UNOKI, for serving as my defense commit-

tees, gave me valuable comments and constructive suggestions for my thesis. Thanks to

the former Associate Professor Asao TOKUDA, IIPL Lab at JAIST, for his discussions

and suggestions in my research. Thanks to Assistant Professor Atsuo SUEMITSU and

Assistant Professor Shin-ichi KAWAMOTO for helping me to find papers and programs

necessary for my research and frequent discussions in weekly meeting.

Thanks to Ian Stavness from Saskatchewan University of Canada for teaching me how

to use Artisynth tools. I would like to express my thanks to previous and current members

at IIPL laboratory for various discussions and suggestions on my research and a lot of

helps in daily life.

I would like to acknowledge the financial support from Professor Takuya Katayama,

Japan Advanced Institute of Science and Technology, particularly in the award of a Doc-

toral Studentship that provided the necessary financial support for this research.

I would like to thank my father and mother in law for helping me to take care of our

son, which ensured that I can have enough strength to concentrate on my study. Finally,

I am highly grateful to my wife, Ms. Shixiang QIN. She is accompanying me through

these difficult years with her endless love, gave me enormous support and encouragements.

Thanks the love from my son. I could feel his love to me although he was not good at

express his feeling. I owe him a lot in these years.

iv



Contents

Abstract ii

Acknowledgments iv

1 Introduction 1

1.1 Speech production process . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Investigation of physiological mechanisms in speech production . . . . . . . 4

1.3 Model based exploration of speech production mechanisms . . . . . . . . . 6

1.4 Other possible applications of physiological articulatory model . . . . . . . 8

1.4.1 Medical application . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.4.2 Speech engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Purpose of this study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.6 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Physiological Articulatory Model 12

2.1 Review of our physiological articulatory model . . . . . . . . . . . . . . . . 12

2.2 Dynamic simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Morphological and anatomical structures of the model . . . . . . . . . . . . 15

2.3.1 Morphological structures . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3.2 Arrangements of tongue muscles . . . . . . . . . . . . . . . . . . . . 17

2.3.3 Arrangements of jaw muscles . . . . . . . . . . . . . . . . . . . . . 17

2.3.4 Control units of the model . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Muscle Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Mechanics properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.1 Individual muscle function . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.2 Generation of speech sounds . . . . . . . . . . . . . . . . . . . . . . 31

2.6 Evaluation of present model . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Model Control for Articulation 37

3.1 Speech acquisition process . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

v



3.2 Goals of speech production . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3 Framework of model control . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4 Control strategies in the literature . . . . . . . . . . . . . . . . . . . . . . . 42

3.4.1 Muscle workspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.4.2 EP-map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.4.3 Other control strategies . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4.4 Summary of previous control strategies . . . . . . . . . . . . . . . . 46

3.5 Representation of articulatory target . . . . . . . . . . . . . . . . . . . . . 47

3.6 Object of the control strategy . . . . . . . . . . . . . . . . . . . . . . . . . 48

4 Algorithm of the control strategy 51

4.1 Principal component analysis of the articulatory posture . . . . . . . . . . 51

4.1.1 Algorithm of PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.1.2 PCA implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Feedback error learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2.1 Flowchart of learning process . . . . . . . . . . . . . . . . . . . . . 56

4.2.2 Dynamic PCA workspace . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Feedforward mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Evaluation 61

5.1 Implementation of feedback error learning . . . . . . . . . . . . . . . . . . 61

5.1.1 Function of intrinsic muscle . . . . . . . . . . . . . . . . . . . . . . 67

5.2 Evaluation of feedforward mapping . . . . . . . . . . . . . . . . . . . . . . 68

5.3 Behavior of integrated control . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.4 Adaptation experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.5 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6 Summary and Future Work 79

6.1 Summary of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.3 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

References 83

Publications 93

vi



List of Figures

1.1 Speech chain in human speech communication (cited from [1]) . . . . . . . 2

2.1 Geometrical structures of the tongue (upper left), vocal tract wall (upper

right), mandible (lower left) and hyoid bone (lower right) . . . . . . . . . . 16

2.2 Lateral view (left) and posterior view (right) of extrinsic tongue muscles

cited from Elsevier Drake et al., (2010) [106] adapted with permission. . . . 18

2.3 posterior view (left) and sagittal cross-section view (right) of intrinsic

tongue muscles cited from Elsevier Drake et al., (2010) [106] adapted with

permission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Arrangement of tongue muscles in the physiological articulatory model . . 20

2.5 Arrangements of muscles in the jaw model . . . . . . . . . . . . . . . . . . 21

2.6 Anatomic description of jaw opener muscle, jaw opener muscle include

Interior Digastrics, Posterior Digastrics, Lateral Pterygoid, and assistant

by strap muscle Sternohyoid, Cited from Elsevier (2010), Drake et al. [106]

adapted with permission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.7 Anatomic description of jaw closer muscle, jaw closer muscle include Tem-

poralis, Masseter, and Medial Pterygoid, Cited from Elsevier (2010), Drake

et al. [106] adapted with permission. . . . . . . . . . . . . . . . . . . . . . 23

2.8 Control units of the tongue muscles. GGa, GGm and GGp (anterior, mid-

dle and posterior portion of genioglossus muscle, respectively); HG (hyo-

glossus muscle); SG (styloglossus muscle); SLa and SLp (the anterior and

posterior portion of superior longitudinal muscle); IL(inferior longitudinal

muscle); Va, Vm and Vp (anterior, middle, and posterior portion of verti-

cal muscle, respectively). Ta, Tm and Tp (anterior, middle and posterior

portion of transverse muscle, respectively); MH (mylohyoid muscle); GH

(geniohyoid muscle). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.9 Profiles of the constructed physiological articulatory model . . . . . . . . . 25

2.10 Muscle modeling: (a) a general model of muscle unit: k and b are stiffness

and dashpot, E is the contractile element; (b) generated force varies with

stretch ratio ε (After Dang and Honda [51]). . . . . . . . . . . . . . . . . . 27

vii



2.11 Function of individual muscles in the physiological articulatory model.

Black solid lines show the equilibrium position after the muscle is acti-

vated for 200 ms duration, dotted gray lines correspond to the shape in its

rest position. (Unit: cm) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.12 Muscle activation and equilibrium position. Black thick lines are the rest

position of the tongue; gray lines are the equilibrium position driven by

different activation levels [0.002, 0.01, 0.03, 0.1, 0.4]. . . . . . . . . . . . . . 30

2.13 Vocal tract configuration with the tongue, the right half of the jaw, palate,

pharyngeal wall and larynx for the vowel /a/. . . . . . . . . . . . . . . . . 32

2.14 Cross-sections sliced by the planes in Figure 2.13, showing the larynx (left),

velum region (middle), and front cavity (right). . . . . . . . . . . . . . . . 32

2.15 An example of area function of vowel /a/ generated by model simulation. . 33

2.16 Equilibrium position by the same muscle activation from different initial

positions. Upper left (discrete FEM) and upper right (Continuum FEM)

show the equilibrium position of tongue tip when GGp activated with 3.5

Newton. Lower left (discrete FEM) and lower right (Continuum FEM)

show the equilibrium positions of tongue dorsum when GGa activated with

3.5 Newton. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.17 Comparison of the response time. Blue lines and red lines show the result

of continuum model and discrete model, respectively. . . . . . . . . . . . . 35

3.1 Schematic diagram of speech production . . . . . . . . . . . . . . . . . . . 38

3.2 Framework of speech motor control implemented in this study. . . . . . . . 42

3.3 Three crucial points used to represent articulatory targets. Three black

squares show tongue tip, tongue dorsum and jaw, respectively. . . . . . . . 43

3.4 Typical muscle workspaces for three control points. Four muscle workspaces

were built for tongue tip (dark lines surround the tongue tip) and tongue

dorsum (light lines surround the dorsum), and two for the jaw (light lines).

(After Dang and Honda [50]) . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.5 Coordinates consisting of the equilibrium positions corresponding to the

activation forces ranged between 0 and 6 Newton. The net in the right

panel consists of the contour lines of the EPs of SG and HG. (After Dang

and Honda [51])) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.6 Representation of articulatory posture in the midsagittal plane. Black

squares on the tongue and jaw are used to represent articulatory posture. . 48

3.7 Agonist-antagonist muscles of elbow [91]. . . . . . . . . . . . . . . . . . . . 49

viii



4.1 Effect of the PCA components. Gray lines show the rest position, dashed

lines and dashed lines with squares show the directions of each component

with positive and negative coefficient, respectively. . . . . . . . . . . . . . . 54

4.2 Function of individual muscle unit in 3D PCA space. . . . . . . . . . . . . 55

4.3 Relationship between muscle activation and PCA vector module (GGa). . . 56

4.4 Flowchart of muscle estimation. . . . . . . . . . . . . . . . . . . . . . . . . 57

4.5 Reference PCA workspaces (solid lines) and dynamic PCA workspace (dash

lines) in 3D PCA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.6 An example of the interpolation surface using four reference points with

coordinates (0, 0), (0, 1),(1, 0), (1, 1) and their values 0, 2.5, 7.5, 10. . . . 60

5.1 Processes of muscle activation estimation of vowel /a/ (left) and vowel /o/

(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.2 Realized position for five Japanese vowels. Gray dash lines show the rest

position. Gray dash lines with square markers show the target postures.

Black lines with stars show the realized positions. The average distances

(defined in Eq.(4.5)) for /a/, /i/, /u/, /e/, and /o/ are 0.123 cm, 0.145 cm,

0.06 cm, 0.085 cm, and 0.168 cm, respectively. . . . . . . . . . . . . . . . . . 63

5.3 Comparison between estimated extrinsic tongue muscle activations and

EMG measurement. The vowel positions are referred from [81], where

black dots represent the positions of Japanese vowels and gray dots show

the positions of partial English vowels that are close to the Japanese vowels

in articulatory space. The black bars are the normalized results obtained by

the proposed method, and the gray bars are the corresponding normalized

EMG measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.4 Distance between the realized posture and target posture. Gray bars and

black bars show the distances using only the extrinsic muscles and all the

muscles, respectively. (Unit: cm) . . . . . . . . . . . . . . . . . . . . . . . 68

5.5 Comparison of the achievements between using extrinsic muscle and all

muscles are available, left and right panels show vowel /a/ and vowel /o/,

respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.6 Distribution of the 11 points along the tongue surface in the midsagittal

plane of the simulations of target based learning. The area with different

colors corresponds to the dispersion of individual tongue nodes. . . . . . . 70

5.7 Flowchart of evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.8 Distribution of distance between target position and realized ones. . . . . . 72

5.9 Distribution of distance between target position and realized ones (inte-

grated control by set the threshold to 0.25cm ). . . . . . . . . . . . . . . . 73

ix



5.10 Distribution of distance between target position and realized ones (inte-

grated control by set the threshold to 0.16cm ). . . . . . . . . . . . . . . . 74

5.11 Setting of perturbation experiment. . . . . . . . . . . . . . . . . . . . . . . 76

5.12 Adaption of the external force, left and right panels show vowel /i/ and

/o/, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

x



List of Tables

2.1 Anatomical description of muscle courses and muscle function [56]. . . . . . 19

4.1 Variance of PCA components (%). C1 to C6 are the first six components,

VC is the variance of the components, and AVC is the accumulative vari-

ance from the first component to the current component. . . . . . . . . . . 53

4.2 Spacial resolution of often used devices (cm). . . . . . . . . . . . . . . . . . 53

5.1 Average distance and standard deviation of 12 points. . . . . . . . . . . . . 64

5.2 Muscle activation patterns for the five Japanese vowels. The active muscle

force of JO and JC is the sum of the active force included in the muscle

groups. (Unit: Newton) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3 Comparison of formant between observed and generated. (Unit: Hz) . . . . 67

5.4 Average distance to target (calculated by using Eq. 4.5) before perturba-

tion and after adaption. (Unit: cm) . . . . . . . . . . . . . . . . . . . . . . 76

5.5 Comparison of muscle activation patterns before and after jaw perturba-

tion. The active muscle force of JO and JC is the sum of the active force

included in the muscle groups. The muscle forces printed in blue color show

the muscle forces that have changed. (Unit: Newton) . . . . . . . . . . . . 77

xi



Chapter 1

Introduction

Speech is one of the most convenient tools that provide us the ability to communicate

with each other, to share experiences and to exchange ideas. Every day, we use speech, a

peculiar ability of human beings, without being aware of how speech is generated. Speech

production process, involving many levels of human activity, is very complex, and many

unknown mechanisms in the process need to be explored. The understanding of the

mechanism of speech production will help computer engineers to develop a more natural

human-like speech synthesis system by imitating speech production process of human.

Moreover, the understanding of speech production mechanism will lead to more effective

therapies for the patients with speech disorders.

1.1 Speech production process

We first take a look at the speech communication process and then concentrate on aspects

of the production process. One of the most famous descriptions of the speech communica-

tion process is the speech chain [1]. The schematic diagram of the speech communication

process is shown in Figure 1.1. This figure describes the procedures of how a speaker

transmits messages to a listener. First, the speaker arranges his/her ideas into linguistic

representations by selecting the correct words and phrases that can express his/her ideas.

Then the appropriate instructions are issued and sent to the muscles which control the

vocal apparatus including the vocal folds, tongue, jaw and lips, etc. The instructions are

sent in the form of impulses along the motor nerves to the muscles that control the vocal

organs. The movements of the vocal organs generate the proper sound sources and vocal

tract configurations. As a result, speech sounds are generated. This process is referred to

as speech production.
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The speech sound wave generated by the speaker travels through the transmission

media (usually the air) to the listener. The speech sounds transmitted as the way of

air vibrations activate the listeners hearing mechanism and produce nerve impulses. The

human brain decodes these impulses received from the sensory nerves, and then recognizes

the meaning that the speaker wants to express. This is the perception process.

In speech communication process, speech production and perception are two of the

most important aspects. There are mainly two theories indicate that the the exploration

of speech production will deepen our understanding of not only speech production but

also speech perception: 1) “motor theory of speech perception”, and 2) “Mirror neuron

system”. In the “motor theory of speech perception” [2], the main idea is that “the

objects of speech perception are the intended phonetic gestures of the speaker,which

are represented in the brain as invariant motor commands that call for movements of

the articulators through certain linguistically significant configurations. These gestures

commands are the physical reality underlying the traditional phonetic notions, which are

the elementary events of speech production and perception”. The “mirror neurons” was

found in the F5 region of monkeys’ frontal premotor cortex[3]. These neurons exhibit the

remarkable property of spiking during both the active production and passive observation

of certain motor actions. A given mirror neuron may fire spikes, for example, when a

monkey grasps a piece of fruit with the hand or when the monkey observes a human

grasping fruit in a similar fashion. The mirror neurons related to communicative mouth

movements [3] have been found in the region of monkeys’ premotor cortex immediately

lateral to the region for grasping movements [4]. Some functional MRI studies in humans

support the notion that the Brocas area plays a central role in the mirror representation

of hand and finger gestures [5], and the Brocas area is classically associated with speech

motor control. According to these two theories, we can expect that the investigation of

speech production will contribute to the understanding of speech production and speech

perception as well.

Because the present thesis focuses on the aspect of speech production process, we

would like to describe the aspects of speech production and omit the perception process.

As shown in Figure 1.1, the process from the intention of the speaker to the generation of

speech sounds can be roughly divided into three different levels. In the brain, the speakers

intention is transformed to proper words and sentences. This process can be called as

the linguistic level. In the physiological level, the central nervous system generates neural

impulses to activate the muscles associated with speech production, and the activation of

muscles generates muscle force to control the movements of the vocal organs. The process

that speech sounds are generated by the movements of the vocal organs is regarded as the

acoustic level. Therefore in speech production, there are three main levels which are the

linguistic level, physiological level, and acoustic level. The investigation of the activities in

3



these three levels will further our understanding of the mechanism in speech production.

In order to understand the full mechanism of speech production, all the processes in

speech production have to be explored and make these mechanisms clear. Because the

acoustic signals can be directly measured, a vast amount of studies have conducted in

the acoustic level, and abundant of applicable achievements have been obtained including

voice encoder and decoder, speech synthesizer [6, 7], recognizer [9, 10], and so on. In the

linguistic level, so far, the researchers mainly focus on how to assemble the linguistic units

to express the intention of a speaker according to the rules of the language. These studies

focus on the description in the linguistic level including the phonemes, words, grammar,

etc., other than the representations of these linguistic elements in the human brain. With

the development of the techniques that can measure the activity of the human brain [11],

the representation of linguistic elements in the human brain will be investigated in the

future. Another possible route to investigate linguistic representations in the human brain

may base on an inverse estimation method, where the activities in the human brain can be

predicted based on the measurable acoustic signals and the issued motor command. In the

present thesis, we focus on exploring the physiological mechanisms of speech production

including the movements of articulators and the motor command used to control the

articulators, which are issued from human brain.

1.2 Investigation of physiological mechanisms in speech

production

To fully understand the physiological mechanisms of speech production, four main impor-

tant aspects need to be investigated: 1) mechanical characteristics of the vocal organs 2)

geometrical structures of articulators 3) motor commands that control the movements of

articulators 4) the dynamic properties of the articulators.

It is not difficult to measure the mechanical properties of the vocal organs such as

the stiffness, Poisson coefficient, and density. For example, the stiffness of the tongue

muscles was measured in vivo [19] or from cadaver [20]. The geometrical structures of

the vocal organs can be measured by medical imaging techniques, such as MRI (Magnetic

Resonance Imaging), Ultrasonography, etc. MRI techniques [13] that use the magnetic

properties of hydrogen atoms to create images of soft-tissue structures in the body have

been implemented to extract the geometric shape of the tongue and jaw [14, 15]. Ultra-

sonography is an ultrasound-based imaging device used for visualizing subcutaneous body

structures. This device has been implemented to measure the three-dimensional tongue

surfaces [16] and the movements of the tongue during speech production [17, 18]. In these

four aspects of the physiological mechanisms of speech production, the rather difficult
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missions are to investigate the motor commands that are issued from the human brain

to control the movements of the vocal organs and the dynamic properties of articulators.

Because the motor commands activate the articulatory muscles directly, the investigation

of motor commands can be regarded as the investigation of muscle activation patterns.

The movements of articulators are driven by the activation of muscles. Therefore, in

order to find out the effect of a muscle activation pattern composed by different activa-

tion levels of individual muscles, the individual muscle function is very important. The

function of individual muscles is determined by its location and orientation. To obtain

the location and orientation information of each muscle, Miyawaki examined the tongue

muscle fibers by using slices of tongue tissue in the sagittal, coronal, and transverse planes

based on cadaver specimens[21]. Takemoto presented detailed descriptions of the mus-

cular structure of the human tongue based on macroscopic and microscopic observations

and provided three-dimensional schemata of the tongue musculature [22].

The anatomical description of the orientations and locations of muscles can help to

estimate the functions of individual muscles. However, The knowledge of individual mus-

cle functions estimated from anatomical knowledge is not enough to infer the complicated

muscle co-activations, because the muscles have a higher degree of freedom than articu-

latory postures which may result in different muscle activation patterns to generate the

same articulatory posture (One-to-Many problem). Different from the inference according

to anatomical information, muscle activation can be measured from experimental obser-

vations. There are two mainly experimental methods to measure the muscle activation

patterns in speech production: 1) measure the muscle activation directly by using EMG

(electromyography) 2) estimate the muscle activations according to the observed defor-

mation of muscles. EMG is a technique that detects the electrical potential generated

by muscle cells when the muscle is activated. This technique has been successfully im-

plemented to measure the activation of extrinsic tongue muscles simultaneously during

producing vowels in the context of /@pvp/ [23]. However, by using EMG, it is difficult to

measure the activations for the small intrinsic muscles, such as the verticalis, transversus

and longitudinal muscles, which also play important roles in speech production[cite papers

if any]. Different from the direct detection method like EMG, muscle activations can be

estimate according to their deformation. Deformation of the tongue body has been mea-

sured by tagged-MRI [24, 25, 26, 27] and MRI [28]. Nonetheless, sometimes, it is difficult

to draw conclusion about muscle activation according to the deformation of muscle fibers,

because 1) The shorting of muscle fibers may be caused by the activation of the other

associated muscles (passive deformation) rather than caused by its own activation. 2) In

specific situation, where some of the muscles can be lengthened even if it is activated [23].

As has been described that the kinematic properties of the articulators including the

spacial pathes, velocities and their accelerations, can be measured by using observation
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devices, however, the movements of the articulators are the result of the actions of muscle

activations on the mechanical structures. The characteristics of the movements depend

not only on the intrinsic mechanical properties of the articulators but also on their in-

teractions. The observable and measurable mechanical properties including the friction,

density, Poisson rate, etc., the geometrical structures of the articulators and the individual

muscle functions are only the specific aspects. In order to fully comprehend the dynamic

properties of the articulatory system, we have to integrate all the individual properties

and their interactions into a system.

To construct a computational physiological articulatory model is necessary, because:

1) As described previously, there are so many inconveniences in exploring the muscle

activations in speech production. 2) It is difficult to investigate the dynamic properties

of the articulatory systems based on current measurement techniques. If we construct

a physiological articulatory model that can simulate the characteristics of human artic-

ulators including their anatomical structures and mechanical properties, this model can

be used to represent the human articulators, and based on the model speech production

mechanisms can be explored.

1.3 Model based exploration of speech production

mechanisms

Physiological articulatory models can be used to simulate the speech production process,

and then explain the cause and effect in speech production. This section introduces the

investigation of speech production mechanisms based on the physiological model in the

literatures. The implementations of the model based investigation will be introduced in

these aspects including muscle activation, economy of effort, saturation effects, etc.

The physiological mechanisms of the articulatory muscles are very poorly understood,

although they play critical roles in controlling the movement of articulators and the res-

onance properties of the vocal tract. As described in the previous section, traditional

experimental methods have their own disadvantages in exploring muscle activations in

speech production. To suppress these disadvantages, the physiological articulatory model

based method can be implemented. The muscle activation patterns of the five Japanese

vowels [29] and cardinal French vowels [30] were estimated based on a physiological articu-

latory model, respectively. The estimated muscle activation patterns have been compared

to the muscle activation patterns obtained from EMG experiments, which proved that the

physiological articulatory model was feasible to estimate muscle activation in speech pro-

duction [29]. The results from these two studies include the activations not only for the

extrinsic muscles but also for the intrinsic muscles that are difficult to measure by using
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EMG. The results of these two studies demonstrate that by model simulation, measure-

ment data can be verified, and potential parameters that cannot be observed by using

present techniques can be predicted such as the activation of the intrinsic muscles.

In order to explain the causal mechanisms behind the movements of articulators in

speech production, researchers have proposed many hypotheses and tried to prove the

hypotheses by using measurement techniques. In speech motor control, the economy of

effort seems to be a principle that guides speech movement [31, 32]. According to the the-

ory, a specific hypothesis in speech production is that speakers usually produce intelligible

sound sequence with an economy of effort by planning the acoustic trajectory to passes

through the parts of acoustic goal regions in the sequence that are closest to one another

[33]. Nelson proposed five measures of the physical cost associated with accomplishing

skilled movement including time, force, impulse energy and jerk, and proved that jaw

movement data is likely to be influenced in a very sensible way by physical objectives

that relate to the movement’s effort or energy [34]. Perkell et al. explored the hypothesis

that clear speech is produced with greater “articulatory effort” than normal speech by

analyzing kinematic and acoustic data gathered in different speaking conditions, including

normal, fast, clear, and slow. The analysis of the kinematic data recorded by EMA showed

that some speakers increased their effort (reflected in the greater peak speed) in the clear

speech condition, some speakers use other combination of parameters to produce speech

sounds in clear condition[35, 36]. The deficiency of these studies is that to infer the energy

cost from the movement is very difficult because the articulatory muscles are interweaved,

and the movement of articulator is the result from a complicated muscle activation pro-

cess. Simulation based on physiological articulatory model can conquer the deficiency

of inferring the energy cost from measured movement by providing diverse parameters,

including displacement, relative strain, and relative muscle induced stress. Stavness et

al. have investigated the cause of two types of articulation patterns of English /r/ based

on a physiological articulatory model [37]. About 40% of American English speakers use

multiple /r/ variants, where the bunched /r/ was more likely to occur adjacent to the

vowel /i/, whereas tip-up postures occurred coupled with /a/ and /o/ [39]. Simulations

based on the physiological articulatory model showed reductions in all three measures for

the transitions between bunched /r/ and the vowel /i/, and between tip-up /r/ and the

vowel /a/, which uncovered the mechanical articulatory factor of the variation. According

to this study, we can see that physiological articulatory model based analysis provides the

avenues for uncovering the economy of effort speculated in speech production.

Besides the hypothesis of the “economy of effort”, the biomechanical mechanism for

some other theoretical speculations such as “saturation effect”, “motor equivalence”, coar-

ticulation, and effect of gravity orientation on speech production can be explored based on

a physiological articulatory model. The “saturation effect” is originated from the “quan-
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tal effect” [40, 41], which is defined as a nonlinear relation between the input and output

parameters in different measurement domains, in which a continuous change of the input

parameter results in a rapid change and then a “saturation” of the output. According to

this, there is a “saturation” region in which the output parameter is stable even with some

inaccuracy of the input parameter. Biomechanical saturation effects usually happen in

cases where one articulator contact with another. Because of the contact of articulators,

the continuous increase of muscle activation will not change the vocal tract shape. There

is a hypothesis that biomechanical saturation effects may help to determine the acous-

tic goals of the vowel /i/ [42, 43, 35]. Buchaillard et al. tried to verify this hypothesis

by a simulation based on a physiological articulatory model [30]. In this study, motor

commands of the vowel /i/ were modified for 9 muscles independently, and the formants

of output speech sounds were obtained following the modification of motor commands.

The analysis of the variability patterns and the interpretation in terms of the respective

influence of each muscle strongly suggest that there is no saturation effect, which would

facilitate the accurate control of the constriction area for vowel /i/.

In human speech, coarticulation is a natural phenomenon, which is affected both at

the physiological level (carry over) and motor planning stage (look-ahead). Although it

is difficult to investigate the coarticulation in the motor planning stage directly, we can

estimate the mechanism in the motor planning stage from the observable articulatory

movement. Wei et al. [44] proposed a two-layer learning framework to learn the param-

eters in the motor planning level, and the parameters concerned with the physiological

level (carry over) was simulated by a physiological articulatory model.

People may speak in the situation where the gravity orientation or gravity level is

changed, and this may alter the vocal tract shape and its control strategy. With the in-

creasing use of MRI systems, numerous speech data are acquired while the subject is lying

on his or her back, where the gravity orientation is changed. How the gravity orientation

affect speech production was investigated by Buchaillard et al. based on a physiologi-

cal articulatory model [30]. The results of this study are consistent with experimental

observations [26, 45], which proves that the model based investigation method is effective.

1.4 Other possible applications of physiological artic-

ulatory model

In general, physiological articulatory models that possess the morphological structure and

mechanical properties of articulators can reflect the properties of human articulators and

implemented in different fields as well.
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1.4.1 Medical application

With the development of computational modeling technology, physiological articulatory

modeling would have a wide range of applications in medicine. It can deepen our under-

standing of motor system dysfunction and consequently aiding to diagnose the possible

cause of speech disorder. Computational modeling simulation can help the surgeon to

plan surgery and predict the postoperative functions of articulators.

Glossectomy is an effective treatment for the patients with oral cancer, but the pre-

diction of the postoperative effect mainly depend on the empirical knowledge, which is

difficult because the tongue has a complex anatomical structure. To address this prob-

lem, Fujita, et al. developed a computational tongue model, which can produce the

movement in the same way as the human tongue, and attempted to use it for predicting

post-glossectomy effects under various conditions [46]. In addition, computer simulation

allows for iterative refinement of surgical procedures with little cost and risk to patients.

Starveness compared the theoretical post-operative deficit for jaw surgery with and with-

out reconstruction by a simulation based on a jaw-tongue-hyoid biomechanical model [47].

This type of analysis could be used on a patient to determine, given the planned extent

of tissue resection, whether or not jaw reconstruction would be beneficial.

Simulations based on a physiological articulatory model can benefit by guiding reha-

bilitation. A model with a new morphological structure and a new definition of related

muscles which conform to the status of the patient after surgical operation can be used to

simulate the articulatory movement of the patient. Theoretically, muscle activation level

has more degrees-of-freedom than the articulatory posture, and articulatory posture has

a more degrees-of-freedom than acoustics. A simulation based on the model can tell the

patient whether the intended posture can be realized or not by using the muscles after

the surgical operation. In order to generate intended speech sound, if the usually used

articulatory posture cannot be generated, it is possible to find a new articulatory posture

that can generate the desired speech sound by the simulation based on the model.

1.4.2 Speech engineering

Although the corpus-based speech synthesis systems are successfully implemented in a

wide range of different fields, the quality of the synthesized speech sounds is still far away

from human speech. The main deficiency of the corpus-based speech synthesizer is that the

mechanism of the synthesis system is different from that used in human speech production.

Although most of the synthesis systems have adopted some techniques to smooth the

connections between the concatenative units and the naturalness of consequent speech

can improve more or less, to solve this problem completely, theoretically, a physiological

articulatory model that can imitate the mechanism of human articulators is necessary.

9



A physiological articulatory model can benefit the pronunciation for patients with

speech disorder or normal people in second language learning by providing articulatory

visual feedback. Auditory feedback plays a main role in language acquisition process. S-

tudies proved that augmented visual feedback can help the patients with speech disorder

of apraxia [48] and participants in second language learning [49] to improve their accuracy

of speech production. Recently, many instruments that can directly display movement of

articulator visually have been developed such as X-ray microbeam, electropalatography

(EPG), ultrasound, Magnetic Resonance Imaging (MRI), and electromagnetic articulog-

raphy (EMA) systems. However, it is difficult to apply these techniques to provide visual

feedback because of the following two reasons 1) the high cost of the equipment; and 2)

inconvenience to use. The visual feedback information can be acquired by inverse esti-

mation of the articulatory movement from speech sounds generated by the subject [50],

which can conquer the disadvantages of using these instruments.

1.5 Purpose of this study

As we have described in the previous section, a physiological articulatory model could be

implemented in so many fields including investigation of mechanism of speech production,

medical treatment, speech synthesis, etc., so far there are two important reasons that

obstacle wide implementations of the physiological articulatory model: 1) The physical

properties of the physiological articulatory model do not perfectly conform to those of

human articulators. 2) The control strategy for the physiological articulatory model is

still far away from that used in human.

The object of this study is to construct a physiological articulatory model whose geo-

metrical and anatomical structures, and mechanical properties are as similar as possible

to those of the articulators of human, and based on this model realize a high accuracy

control strategy.

1.6 Organization of the thesis

In Chapter 2, we first describe why the physiological articulatory model need to be up-

graded and how it is developed to present status based on a brief introduction of our

previous models. The description of the model includes the morphological structures of

the articulators, muscle models, control units and equations of dynamic simulation. Then

evaluations are conducted to verify the improvement of the present model by comparing

it to the previous one. In Chapter 3, a schematic diagram of speech motor learning is pre-

sented then introduce where we focus on and the evidences that support our focus. Then

introduce the control strategies in the literature and point out the deficiencies of them.
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At the end of this chapter, propose the object of our control strategy and meanwhile

point out the challenges by comparing the articulator control to arm control. In Chapter

4, the detail algorithm of feedback error learning is described as well as the feedforward

inverse model. In Chapter 5, evaluations are conducted to verify whether the objects of

control strategy are realized, including the control accuracy and the ability to adapt to

perturbation. In this chapter, the functions of intrinsic muscle in vowel articulation are

also assessed based on the physiological articulatory model. Finally, in Chapter 6, we

summarize the thesis and list the main contributions of this study.
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Chapter 2

Physiological Articulatory Model

To develop a model which can faithfully represent the characteristics of human articula-

tors, the anatomical structures and the mechanics of articulators have to be constructed

precisely. In this chapter, we will introduce why it is necessary to upgrade the previous

physiological articulatory models to the current version and which parts are optimized

comparing to the previous model. A review on how the physiological articulatory model

was developed in the previous version is introduced firstly.

2.1 Review of our physiological articulatory model

The purpose of introducing a brief history of our physiological articulatory model is to

make it clear where present model is from, and what are the same as the original models

and what are improved. For those models unrelated with the model used this study, some

of them were reviewed in the first chapter.

Dang and Honda constructed a partial 3D physiological articulatory model by extended-

FEM (X-FEM) based on an MRI measurement of a male Japanese subject [51]. The

outlines of the tongue body are extracted from two sagittal slices: one is the midsagittal

plane and the other is a plane 1.0 cm apart from the midsagittal on the left side. The

initial shape of the model adopts the tongue shape of the Japanese vowel /e/. Mesh seg-

mentation of the tongue tissue roughly replicates the fiber orientation of the genioglossus

muscle. The outline of the tongue body in each plane is divided into ten radial sections

that fan out from the attachment of the genioglossus on the jaw to the tongue surface. In

the perpendicular direction, the tongue tissue is divided concentrically into six sections. A

3D mesh model was constructed by connecting the section nodes in the midsagittal plane

to the corresponding nodes in the left and right planes, where each mesh was a hexahe-

dron. Thus, the model represents the principal region of the tongue as a 2 cm thick layer

bounded by three sagittal planes. The outlines of the vocal-tract wall and the mandibular

symphysis were extracted from MR images in the midsagittal and parasagittal planes (0.7
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cm and 1.4 cm from the midsagittal plane on the left side, respectively). The anatomical

arrangement of the major tongue muscles genioglossus, hyoglossus, geniohyoid, superior

longitudinal, styloglossus and inferior longitudinal were examined based on a set of high-

resolution MR images obtained from the prototype speaker. The muscles, which could

not be identified form MR images, were arranged according to the anatomical literatures

[52, 52, 53]. The model of the jaw has four nodes on each side, which were similar to

those used by Laboissière et al. [54]. And those four nodes were connected by five rigid

beams to form two triangles with a shearing beam. The hyoid bone was modeled as three

rigid segments corresponding to the body and bilateral greater horns. Each segment had

two nodes connected with a rigid beam. The masses were uniformly distributed over the

rigid beams. To provide a uniform computational format, rigid beams were also treated

as visco-elastic links with a high Youngs modulus so that they can be integrated with the

soft tissue in the motion equation.

The essential disadvantages of the 2D and partial 3D models are: (1) it cannot faith-

fully represent the morphological structure of the speech organs; (2) the anatomical ori-

entation of related muscles cannot be arranged precisely; and (3) it is difficult to account

for the interaction between the tongue and surrounding structure accurately.

To overcome the disadvantages of the partial 3D physiological articulatory models,

Fujita et al. developed the tongue model to a full 3D and implemented it to predict the

effect of glossectomy [46]. Furthermore, Fang et al. optimized the model by integrating a

3D tongue model [46] with the surrounding structures the jaw and vocal tract wall, and

implemented it to estimate muscle activation patterns of the five Japanese vowels [29].

There existed drawbacks in this model and the upgrade of present model is to solve these

drawbacks.

According to a large quantity of simulations we found that there are two main d-

eficiencies in the previous model: 1) The muscle activation pattern was not the only

determinant factor of the equilibrium position, which makes it difficult to control the

model with a high degree of accuracy. 2) The fairly long response time from enrollment

of muscle activation to the equilibrium position result in the difficulty when generating

running speech based on the physiological articulatory model. 3) The individual intrinsic

muscle was controlled as a control unit is not reasonable because different parts of the in-

trinsic muscles (transversus, verticalis and superior longitudinal) have different functions,

division of these muscles into a smaller control unit will improve the degree of accuracy

of model control. In order to conquer these deficiencies, the present model is improved in

the following aspects: 1) The discrete FEM is substituted by continuum FEM. 2) Some

intrinsic muscles are divided into smaller control units to realize accurate control.
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2.2 Dynamic simulation

According to the analysis, the reason of the unstable of the physiological articulatory mod-

el was resulted from the algorithm of the discrete FE model (refer to the appendix of the

paper [51]). Therefore, the problem is expected to be solved by implementing the continu-

um FE model. The present physiological articulatory model was extended to a continuum

FE model using the ArtiSynth 3D Biomechanical Modeling Toolkit (www.artisynth.org,

University of British Columbia, Vancouver, Canada). ArtiSynth improved a number of as-

pects of the physiological articulatory model, including volume constraint, computational

efficiency, etc.

The ArtiSynth toolkit was used to generate dynamic simulations with the physiological

articulatory model. In this section, we describe the pertinent equations and parameters

used in this physiological articulatory model. A complete description of the dynamic

simulation formulation in ArtiSynth has been published elsewhere (see Section 4 in [76]).

According to the Newton’s second law, the equations of motion that govern the dy-

namic response of the finite element system are given by:

Mu̇ = f (q ,u , t), (2.1)

where t is time, q and u are the generalized positions and velocities of all dynamical

components in the mechanical system, f (q ,u , t) is all of the forces acting on the dynamic

components, and M is the block-diagonal mass matrix.

The system dynamics are also constrained by bilateral and unilateral constraints.

Bilateral constraints are used to attach the tongue to the jaw and hyoid bone, as well as

to enforce FEM incompressibility in the FE models (through a mixed u-P formulation

[77]). Bilateral constraints form an equality condition on the system velocity u :

G(q)u = 0 (2.2)

Unilateral constraints are used to handle contact between the tongue tip, the jaw and

palate. Unilateral constraints form an inequality condition on the system velocity u :

N (q)u ≥ 0 (2.3)

Bilateral and unilateral constraints generate reaction forces GTλ and N Tz respectively,

where λ and z are the Lagrange multipliers. These reaction forces add to the system

forces in Eq. (2.1).

The dynamic equations are solved numerically using a semi-implicit second-order New-
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mark integrator [?]. The update rules for this integration scheme are:

uk+1 = uk +
h

2
(u̇k + u̇k+1), (2.4)

and

qk+1 = qk +
h

2
(uk + uk+1), (2.5)

where h is the time step.

Solving the equations of motion requires integrating Eq. (2.1) with the update steps

given in Eqs. (2.4) and (2.5) subject to the conditions given in Eqs. (2.2) and (2.3). This

requires solving the following mixed linear complementarity problem: M̂
k
−GkT −N kT

Gk 0 0

N k 0 0


 uk+1

λ

z

 +

 −b0
0

 =

 0

0

w

 ,

0 ≤ z ⊥ w ≥ 0, (2.6)

where b ≡ Muk + hf̂
k
, w is the slack variable in the complementarity condition, and

M̂ and f̂ are the mass matrix and force vector augmented with Jacobian terms due

to the implicit integration scheme (see [76] for a full derivation). The complementarity

condition, 0 ≤ z ⊥ w ≥ 0, ensures that the unilateral constraint forces are non-zero only

when those constraints are active, i.e. z is positive if and only if w is zero and vice versa.

2.3 Morphological and anatomical structures of the

model

2.3.1 Morphological structures

The initial shape of the tongue was obtained based on the volumetric MR images while

producing the Japanese vowel /e/ that is close to the neural position in the vowel space.

The jaw and vocal tract wall were superimposed with the images of the lower and upper

teeth at the interval of 0.4 cm in the transverse dimension. The mesh structure of the

tongue in the lateral view consists of eleven layers with nearly equal intervals fanning

out to the tongue surface from the attachment on the mandible, and seven layers in the

perpendicular direction. In the front view, the tongue was divided into 5 layers with

equal intervals. Totally, the tongue tissue consists of 240 hexahedrons. For more details

of morphological data and mesh segmentation of the tongue tissue, refer to the previous

studies [29, 46].

15



Figure 2.1: Geometrical structures of the tongue (upper left), vocal tract wall (upper
right), mandible (lower left) and hyoid bone (lower right)
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The geometrical structure of the tongue, vocal tract wall, mandible and hyoid hone

are shown in Figure 2.1. Different from Fang et al.’s study [29], the geometrical structure

of the whole mandible was re-extracted from the MR image to include the upper part of

the mandible (condyle, coronoid process and Ramus).

2.3.2 Arrangements of tongue muscles

Since the movements of the model is driven by activation of muscles, accuracy of muscle

arrangements is very important for model control. Firstly, the original arrangement of

muscles based on their anatomical partitions is introduced in this section (tongue) and

next section (jaw). Secondly, in order to elaborate model control, some intrinsic tongue

muscles are divided into smaller control units, and jaw muscles are combined into groups,

according to articulation purpose, which will be introduced in Section 2.3.4.

Three extrinsic muscles, genioglossus, styloglossus, and hyoglossus, are arranged main-

ly based on the high-resolution MRI analysis [55]. The intrinsic muscles (superior longitu-

dinal, inferior longitudinal, transverse, and vertical) are defined according to the anatomi-

cal data [22]. The tongue floor muscles, mylohyoid and geniohyoid, are arranged referring

to the anatomical literature [23].

The tongue muscles implemented in the physiological articulatory model include ex-

trinsic tongue muscles (genioglossus, hyoglossus, styloglossus, geniohyoid and mylohyoid)

and intrinsic tongue muscles (verticalis, transversus, superior longitudinal and inferior

longitudinal). The anatomical structures of the extrinsic tongue muscles and intrinsic

tongue muscles are shown in Figure 2.2 and Figure 2.3, respectively. The descriptions of

each muscle course are given in Table 2.1, which is mainly cited from an anatomical book

[56].

Tongue muscles in the physiological articulatory model are arranged based on the

anatomical knowledge of muscle initiation, course and termination. The arrangement of

the tongue muscles in this model are shown in Figure 2.4. Because, as has been described

previously, the tongue has been segmented into 240 meshes and the muscles are defined

by connecting the nodes of the meshes or fixed points of skeletal body, the muscle course

is not the exactly the same as humans. Increasing the number of FEM mesh will make the

model more realistic, however, the computational cost would dramatically increase with it.

The FEM mesh number implemented in this model is a trade-off between computational

cost and model verisimilitude.

2.3.3 Arrangements of jaw muscles

The muscles that control jaw movements are arranged in the same way as that in our

previous partial 3D model [51]. In Figure 2.5, the arrangements of muscles used to control
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Figure 2.2: Lateral view (left) and posterior view (right) of extrinsic tongue muscles
cited from Elsevier Drake et al., (2010) [106] adapted with permission.

Figure 2.3: posterior view (left) and sagittal cross-section view (right) of intrinsic tongue
muscles cited from Elsevier Drake et al., (2010) [106] adapted with permission.
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Table 2.1: Anatomical description of muscle courses and muscle function [56].

Muscle name Course description Main function
Genioglossus Arises from the inner mandibular surface at the symph-

ysis and fans to insert into the tip and dorsum of the
tongue, as well as to the corpus of the hyoid bone.

Anterior fibers retract
tongue posterior fiber-
s protrude tongue;
together, anterior
and posterior fibers
depress tongue

Hyoglossus Arises from the length of the greater cornu and the lat-
eral body of the hyoid bone, coursing upward to insert
into the sides of the tongue between the styloglossus and
inferior longitudinal muscles.

Pulls sides of tongue
down

Styloglossus Styloglossus originates from the anterolateral margin of
the styloid process of the temporal bone, coursing for-
ward and down to insert into inferior sides of the tongue.
It divides into two portions: one interdigitates with the
inferior longitudinal muscle and the other with the fibers
of the hyoglossus.

Draws the tongue
back and up

Geniohyoid Originates at the mental spines of the mandible, and
projects parallel to the anterior digastricus from the in-
ner mandibular surface to insert into the corpus hyoid.

Depresses the
mandible

Mylohyoid originates on the underside of the mandible and courses
to the corpus of hyoid. This fanlike muscle courses from
the mylohyoid line of the mandible to the median fibrous
raphe and inferiorly to the hyoid forming the floor of the
mouth.

Depresses the
mandible

Superior
longitudi-
nal

courses along the length of the tongue, comprising the
upper layer of the tongue. This muscle originates from
the fibrous submucous layer near the epiglottis, the hy-
oid, and from the fibrous submucous layer near the
epiglottis, the hyoid, and from the median fibrous sep-
tum. Its fibers fan forward and outward to insert into
the lateral margins of the tongue and region of the apex.

Elevates, assists in re-
traction, or deviates
tip of tongue

Inferior
longitudi-
nal

originates at the root of the tongue and corpus hyoid,
with fibers coursing to the apex of the tongue. This
muscle occupies the lower sides of the tongue, but is
absent in the medial tongue base, which is occupied by
the extrinsic genioglossus muscle.

Pulls tip of tongue
downward, assists in
retraction, deviates
tongue

Transverse Originate at the median fibrous septum and course lat-
erally to insert into the side of the tongue in the submu-
cous tissue

Provide a mechanis-
m for narrowing the
tongue

Vertical Run at right angles to the transverse muscles and flatten
the tongue. Fibers of the vertical muscle course from the
base of the tongue and insert into the membranous cover

Pull tongue down into
the floor of the mouth
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Figure 2.4: Arrangement of tongue muscles in the physiological articulatory model
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Figure 2.5: Arrangements of muscles in the jaw model

the jaw in the physiological articulatory model are described. The muscles used to control

the translation and rotation of the jaw were classified into two muscle groups, the jaw

opener (JO) and jaw closer (JC). According to the description of the muscles used to

control the jaw [57], the jaw opening muscles include the anterior digastrics, posterior

digastrics and lateral pterygoid muscles. The strap muscles such as the sternohyoid also

assist jaw opening. The main function of the lateral pterygoid was to move the jaw

forward, but the current version of the jaw model only permits hinge-like jaw opening.

Therefore, in this study, JO group consists of anterior digastrics, posterior digastrics and

sternohyoid. The anatomical description of jaw opener muscle is shown in Figure 2.6.

When JO was activated, the muscles in the group active with the same activation level.

The jaw closing muscles include temporalis, masseter and medial pterygoid muscles.

Among those muscles, comparatively small muscles are used for speech articulation, while

the larger muscles play major roles in biting and chewing [57]. The anatomical description

of jaw closer muscles is shown in Figure 2.7. The medial pterygoid plays the main role

in speech production, while the temporalis and masseter contribute mainly in the less.

According to our simulation, the activation level for the temporalis and masseter were
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Figure 2.6: Anatomic description of jaw opener muscle, jaw opener muscle include In-
terior Digastrics, Posterior Digastrics, Lateral Pterygoid, and assistant by strap muscle
Sternohyoid, Cited from Elsevier (2010), Drake et al. [106] adapted with permission.

22



Figure 2.7: Anatomic description of jaw closer muscle, jaw closer muscle include Tem-
poralis, Masseter, and Medial Pterygoid, Cited from Elsevier (2010), Drake et al. [106]
adapted with permission.

the fourth and fifth of that for the medial pterygoid, respectively.

2.3.4 Control units of the model

Muscles in the model were arranged on the basis of their anatomical partitions where

different parts of the same muscle may have different functions. In order to simulate fine-

grained tongue movements with the model, the muscles were divided into a number of

smaller control units according to articulation purposes. Figure 2.4 illustrates the layout of

the extrinsic and intrinsic muscles (original or divided) in the 3D physiological articulatory

model in a sagittal cut-away view. The genioglossus muscle was divided into three units:

anterior (GGa), middle (GGm) and posterior (GGp). This division conforms to previous

physiological articulatory models [29, 51]. Different from the previous studies [29, 51], the

intrinsic muscles were also divided into several control units according to their functions.

The vertical and transverse muscles were functionally divided into three units: anterior

(Va, Ta), middle (Vm, Tm) and posterior (Vp, Tp). The superior longitudinal was divided

into two units: anterior (SLa) and posterior (SLp). The styloglossus (SG), mylohyoid

(MH), geniohyoid (GH) and inferior longitudinal (IL) were controlled as independent

units. Altogether, there are 18 muscle control units including the tongue muscles, jaw

opener and closer.

The profile of the constructed model is shown in Figure 2.9, where the appearance of

the model is shown in the left panel and a sagittal cut-away view is shown in the right

panel. The larynx complex is also included in the model, it is not investigated in this

study.
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Figure 2.8: Control units of the tongue muscles. GGa, GGm and GGp (anterior, mid-
dle and posterior portion of genioglossus muscle, respectively); HG (hyoglossus muscle);
SG (styloglossus muscle); SLa and SLp (the anterior and posterior portion of superior
longitudinal muscle); IL(inferior longitudinal muscle); Va, Vm and Vp (anterior, middle,
and posterior portion of vertical muscle, respectively). Ta, Tm and Tp (anterior, middle
and posterior portion of transverse muscle, respectively); MH (mylohyoid muscle); GH
(geniohyoid muscle).
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Figure 2.9: Profiles of the constructed physiological articulatory model
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2.4 Muscle Model

The muscle model implemented in this study was proposed by Morecki [58] which is an

extended model of Hill’s model [60]. Dang and Honda modified the algorithm of the

model to make it more appropriate for computation [51]. Forces generated by muscles

include two components: active muscle force which depends on muscle activation and

passive muscle force which is independent of muscle activation. Figure 2.10 (a) shows the

general description of the muscle model. From this figure, one can see that there are three

parts, part 1 is a nonlinear spring k1, which is involved in generating force only when the

current length of muscle sarcomere is longer than its original length.

Part 2 consists of a Maxwell body and is always involved in force generation. The force

generated by this part is determined by two factors: the velocity of the muscle length and

the previous force of this branch. As shown in the literature [54], the force force–velocity

characteristic of the muscle is treated as independent of the previous force. Part 3 of the

muscle sarcomere corresponds to the active component of the muscle force, which is the

Hill’s model consisting of a contractile element parallel to a dashpot and then cascaded

with a spring. This part generate force as a muscle is activated. The relationship between

the stretch ratio of the muscle sarcomere and the generated force including the passive

force is shown in Figure 2.10 (b). For details of the equations and parameters used in

this model, refer to Dang and Honda [51]. Muscle force was used as a control unit to

control their physiological articulatory model. However, the muscle force resulted from

muscle length, muscle length changing rate, etc. In present model, the control variable

is substituted by muscle activation that ranging from 0 to 1, where 0 means no muscle

activation and 1 means that the muscle is fully activated and generates maximum force.

To realize it, the parameters and equations is modified more or less.

In model computations, active stress of the muscle sarcomere was generated using

force-length function which was derived by matching the simulation and empirical data

using the least-square method [58]. In this function, shown in Eq. (2.7), the active stress

(σact) was calculated using a fourth-order polynomial of the stretch ratio of the muscles,

which had a similar shape to that used by Wilhelms-Tricarico [59]. In Eq.(2.7), the muscle

length change rate ε = (l − l0)/l0 was valid for the range of −0.185 < ε < 0.49, where l

and l0 were present muscle length and original muscle length, respectively. Therefore, the

active force was set to 0 if ε was out of the given range.

σact = 1.161ε4 + 0.243ε3 − 1.376ε2 + 0.235ε+ 0.164 (2.7)

The ability to generate muscle force varies from muscle fiber to muscle fiber depending

on their thickness. Therefore, the parameter “thickness” of the muscle fiber was intro-

duced as a coefficient for all the muscles and the thickness decides the capacity of force
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Figure 2.10: Muscle modeling: (a) a general model of muscle unit: k and b are stiffness
and dashpot, E is the contractile element; (b) generated force varies with stretch ratio ε
(After Dang and Honda [51]).

generating. The thickness of individual muscles was determined by making the maximum

force (Fmax) of the muscles consistent with empirical data [54, 78]. The control vari-

able of individual muscle activation, a, was normalized within the interval [0, 1], where 0

means no muscle activation and 1 means that the muscle is fully activated and generates

maximum force. The activated muscle force was calculated as:

Fact = Fmaxσacta, (2.8)

where Fmax is the maximum isometric force capacity of the muscle, σact is the active

muscle stress (see Eq. (2.7)), and a is the muscle activation.

Passive muscle force is generated by passively lengthening of muscle. According to

common sense, if a muscle is lengthened equal or longer than a threshold lp max the

passive muscle force will no longer continue increasing with its lengthening and reach the

maximum passive force (Fp max) that the muscle can generate. In present physiological

articulatory model, lp max was set to 1.25 times of original muscle length and Fp max was

related to Fmax by Fp max = 0.015Fmax according to Morecki’s muscle model[58]. The

passive muscle force was described by:

Fpas =


0 if l < l0

Fp max[(l − l0)/(lp max − l0)] if l0 < l < lp max

Fp max if l ≥ lp max

(2.9)

The final muscle force was the sum of active muscle force Fact and passive muscle force

Fpas.
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2.5 Mechanics properties

In the present physiological articulatory model, Rayleigh damping was implemented,

which took the form:

DF = αM F + βK F, (2.10)

where M F was the portion of the mass matrix associated with the FEM nodes and K F

was the FEM stiffness matrix. DF was embedded into the overall system Eq.(2.6) by

DF = ∂f /∂u . In present model, α and β were set to 40 s−1 and 0.03 s, respectively, in

order to have a damping close to the critical one in the range of modal frequency from 3

to 10 Hz [30]. For details on how to integrate the Rayleigh damping into Eq. (2.6), refer

to paper [79].

A Poisson coefficient of the tongue tissue was set to 0.49, since it was considered to

be quasi-incompressible. Density of tongue tissue was set to be 1040 kg m−3, and density

of mandible and hyoid bone was set as 2000 kg m−3. The Young’s modulus of the tongue

tissue was set to 20 kPa and the bone structures (mandible and hyoid) were approximated

as rigid bodies. These parameters were consistent to the previous model [51].

2.5.1 Individual muscle function

Activity of each muscle contributes to local deformation or displacement of the articula-

tory organs. The investigation of speech production mechanism relies on the function of

individual muscle unit. For this reason, we investigate the functions of the muscle units,

individually. In the simulations, each muscle was activated individually for the duration

of 200 ms, which was sufficient for the model to reach its equilibrium position. Figure 2.11

shows the functions of individual muscle units on the midsagittal plane. The function-

s of the extrinsic and intrinsic muscles were qualitatively assessed based on anatomical

description. These assessments show that the role of individual muscles in our model is

consistent with anatomical knowledge [21, 28, 24]. By referring to the description of indi-

vidual muscle function in Table. 2.1, the individual muscle function in the physiological

articulatory model is reasonable. The difference of muscle control unit between present

model and previous ones [29, 51] is that in the present model some intrinsic individual

muscles are divided into smaller control units according to their functions. From Figure

2.11, one can see that different portions of the vertical muscles have different functions,

refer to the functions of Va, Vm and Vp. Similarly, the control unit Ta, Tm and Tp have

different functions although they belong to the same muscle (transverse muscle). These

implied that the divisions of the muscle units were effective.

There is a common feature for FEM-based physiological articulatory models: when a

muscle activation pattern is maintained, the model reaches a certain equilibrium position.
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Figure 2.11: Function of individual muscles in the physiological articulatory model. Black
solid lines show the equilibrium position after the muscle is activated for 200 ms duration,
dotted gray lines correspond to the shape in its rest position. (Unit: cm)
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Figure 2.12: Muscle activation and equilibrium position. Black thick lines are the rest
position of the tongue; gray lines are the equilibrium position driven by different activation
levels [0.002, 0.01, 0.03, 0.1, 0.4].

This equilibrium position is determined only by muscle activation itself, no matter where

its initial position is. Figure 2.12 shows the changes of the equilibrium position when

activation level is changed. In this figure, GGa, GGm, SG and SLa are active with the

activation level [0.002, 0.01, 0.03, 0.1, 0.4], respectively, after 200 ms, the model reaches

its equilibrium position. From this figure, one can see that a muscle activation level

determines a unique equilibrium position.

Previous model simulations have shown that the relationship between muscle activa-

tion level and displacement of the tongue was quasi-logarithmic [51]. To generate displace-

ments with about the same increment, muscle activation was discretized into 11 levels of

[0, 0.002, 0.005, 0.01, 0.02, 0.03, 0.05, 0.1, 0.2, 0.4, 0.8]. Section 4.1 provides details on

the chosen activation levels.
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2.5.2 Generation of speech sounds

The acoustic waves in the vocal tract can be regarded as the plane wave in the low

frequency region, and the wavefront would be in parallel with the cross-section along the

longitudinal midline of the vocal tract. Sound can be generated using a transmission line

model with the area function that is made of the cross-section areas of the vocal tract.

The area function is time-variant during articulation.

In the previous partial 3D model [51], the area function is approximated from the vocal

tract width of the sagittal planes, using an α-β model [62] [63]. With the 3D physiological

articulatory model, it is possible to get the shapes of the cross-sections from the model,

and calculate the area function directly and more accurately from the cross-section shapes.

For calculating the area function of the vocal tract, a set of grid planes are prepared

based on the configuration of the vocal tract at a given time. The planes are perpendicular

to the direction of the sound path in the vocal tract, and have about equal interval from

each other along the vocal tract. The cross-sections can be calculated as the intersections

of the set of planes and the articulatory organs. The cross-section areas can then be

calculated from the cross-sections.

Figure 2.13 shows the articulatory organ configurations when producing the sound /a/

with three grid planes. For calculating the area function in this configuration, a set of

76 planes is used, among which 3 planes are shown in the figure They are located at the

larynx, the velum region, and the front cavity. The cross-sections at these three planes

are shown in Figure 2.14, in which the blue lines represent the contour of the hard palate,

pharyngeal wall and the larynx, the magenta lines represent the contour of the tongue,

the red lines represent the contour of the jaw, and the black dashed line represent the

boundary of the vocal tract. The corresponding area function is shown in Figure 2.15.

The area function is applied to the transmission model to synthesize speech sound.

2.6 Evaluation of present model

As we have described previously, that the discrete FEM is substituted by continuum

FEM, the performance of the present model was compared to the previous model to

verify whether current physiological articulatory model is better than previous model.

Two important parameters are implemented in the evaluation, which are convergence

and response time.

When the model is control by a muscle activation pattern, the model moves to a

specific position and keep equilibrium. The same muscle activation pattern should drive

the model to the same equilibrium position no matter where the initial position is. That

is to say, the equilibrium position depends on the muscle activation and independent
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Figure 2.13: Vocal tract configuration with the tongue, the right half of the jaw, palate,
pharyngeal wall and larynx for the vowel /a/.

Figure 2.14: Cross-sections sliced by the planes in Figure 2.13, showing the larynx (left),
velum region (middle), and front cavity (right).
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Figure 2.15: An example of area function of vowel /a/ generated by model simulation.

from the initial position. To test this property, first the model was driven to different

initial positions by initial muscle activation patterns. Second, the initial muscle activation

pattern was released, and meanwhile a new muscle is activated with specific activation

level. Finally, we evaluate whether the equilibrium position converge to a small region or

not. Figure 2.16 shows the results. From this figure, one can see that in discrete FEM

model, the equilibrium positions converge to a region, but in continuum FEM model, the

equilibrium positions converge to the smaller region, for both the tongue tip and tongue

dorsum. This result indicates that the continuum FEM model is better than discrete

FEM in convergence property.

The response time is defined as the duration from muscle activation to the model’s

reaching its equilibrium position. If the activation of the muscle cannot control the model

to its equilibrium position within a designated duration, which will result in emergence of

the carry over effect. If the carry over coarticulation effect happens, to control the model

to generate continuous speech will be much more complicated. In a fairly long duration the

before model really arrives its equilibrium position, the velocity is very small. So how to

define the response time turns to be a technique problem. In this evaluation, a parameter

is set as the duration from the moment of muscle activation to the model’s reaching 80%

of its equilibrium position to roughly represent the response time. Figure 2.17 shows the

comparison results of the response time between the discrete FEM and continuum FEM.

From this figure, one can see that the response time of the continuum FEM model is less

than the discrete FEM model. The average response time for the continuum FEM and

discrete FEM is 75 ms and 115 ms, respectively. According to the study of vowel duration

in running speech [64], in a fast speaking rate, the average vowel duration is less than

100ms. According to this evidence, it is difficult to control the discrete model to generate
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Figure 2.16: Equilibrium position by the same muscle activation from different initial
positions. Upper left (discrete FEM) and upper right (Continuum FEM) show the equi-
librium position of tongue tip when GGp activated with 3.5 Newton. Lower left (discrete
FEM) and lower right (Continuum FEM) show the equilibrium positions of tongue dorsum
when GGa activated with 3.5 Newton.
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Figure 2.17: Comparison of the response time. Blue lines and red lines show the result of
continuum model and discrete model, respectively.

continuous speech with fast speaking rate, however, the continuum FEM can satisfy the

requirement. Obviously, it is easier to generate speech in a fast speaking rate using the

continuum FEM than using the discrete FEM.

2.7 Summary

In this chapter, we first introduce how the present physiological was gradually developed

based on the previous studies. Then the two main deficiencies of our previous model were

indicated. To overcome these deficiencies existed in the previous model, the discrete FE

model was substituted by a continuum FE model. According to the evaluation in the two

parameters, response time and convergence, the current model has better performance

than the previous model. The improved properties will theoretically improve the control

accuracy.

Different from our previous model, the intrinsic muscles are divided into smaller control
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units to realize accurate control. According to the simulation, different portions of the

same muscles (transverse, vertical and superior longitudinal muscle) really have different

functions. Theoretically, the smaller the control units the more accurate for model control.

If all the muscle fibers are controlled independently, the control accuracy should be the

best. In this situation, the degrees of freedom of the control units increases greatly, which

results in the increase of the computational cost. The treatment of dividing the intrinsic

muscles into two or three control units was a tradeoff between the computational cost and

control accuracy.

To explore the mechanism of speech production is one of the most important purpos-

es of the construction of a physiological articulatory model, the process of synthesizing

speech sounds based on the model are also described. In order to keep the integrity of

the physiological articulatory model in this thesis, the important parts including the mus-

cle models, morphological structures of articulators, and arrangements of the extrinsic

muscles were introduced as well.
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Chapter 3

Model Control for Articulation

In Chapter 2, the physiological articulatory model have been improved and characteristics

of the model are more faithful to the human articulator. In order to use the model to

investigate the mechanisms of human speech production or to implement it to medical

treatment, language learning, etc., a control strategy has to be developed. To do so, in this

chapter, we describe how the speech production ability is acquired by a learning process.

Then the schematic of speech motor learning implemented in this study is explained.

Finally, we will state the main problems need to be solved by reviewing the deficiencies

of the previous control strategies.

3.1 Speech acquisition process

In order to introduce how the speech ability is acquired, we first describe the speech pro-

duction process briefly. A schematic diagram of speech production process is shown in

Figure 3.1. In this schematic diagram, black thick arrows show the speech production

process in normal condition: 1) In order to generate intended speech sounds, the artic-

ulatory targets are planned by using the Motor Plan module. 2) The Motor Execution

module is used to issue motor commands to control the articulators to achieve the planned

targets. 3) The articulators are controlled by the issued motor commands to achieve the

planned articulatory targets. 4) Finally, speech sounds are generated by the movements

of articulators.
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In this process, there are two important modules Motor Plan and Motor Execution.

Motor Plan is used to generate articulatory targets according to the intended speech

sounds, which include a feedforward articulatory target generator and an auditory feed-

back loop. Motor Execution is used to issue motor commands to control articulators to

achieve planed articulatory targets, which include a feedforward motor command gen-

erator and a somatosensory feedback loop. In normal condition, these two feedforward

mappings, articulatory target generator and motor command generator, are implemented

in generating fluent speech sounds, and feedback loops play a role of verifying the accu-

racy of intended speech sounds or planed articulatory target. The reason why feedback

loops cannot be used to control the articulators to generate speech sounds is because

the considerable delay comparing to speech in the feedback loop. According to the so-

matosensory feedback, if the distance between the planed target and the realized position

is considerable, the error information will be sent to the Central Nervous System (CNS) to

adjust the motor commands to reduce the error. If the planed articulatory target is well

achieved and the difference between the generated speech and intended speech is greater

than a threshold according to the auditory feedback, the error information will be sent to

the CNS and the planed articulatory target will be adjusted.

How these two feedforward mappings, articulatory target generator and motor com-

mand generator, are constructed? According to Guenther et al. [72] and Kröger et al.

[71], these two feedforward mappings are acquired by a learning process based on audi-

tory and somatosensory feedback in the speech acquisition process. During the learning

process, the connections between the neurons used to represent acoustic information and

articulatory target information are tuned. Similarly, the connections between the neurons

used to represent articulatory information and motor command information are tuned.

According to the training process, the knowledge of speech production is stored in these

two mappings. The somatosensory and auditory feedback loops play the role of veri-

fying the accuracy of speech production, meanwhile, training and updating these two

feedforward mappings.

According to the analysis of speech production process, we can see that there are

two targets: acoustic targets and articulatory targets. We would like to analyze the

relationship of these two targets and then concentrate on one of them in this dissertation.

3.2 Goals of speech production

In speech production, acoustic goal or articulatory goal is still an open debate question. A

central hypothesis is that speech goals are defined acoustically and maintained by auditory

feedback. Guenther et al. believe that the only invariant targets of the speech production

process are in auditory perceptual spaces [87]. To prove their hypothesis, they cite some
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perturbation experiments by imposing a constraint to articulators such as a bite block or

lip tube to change the generated acoustic output. In these experiments, subjects try to

maintain the auditory perceptual aspects, rather than preserve an invariant articulatory

target [82, 83, 86, 88]. Other studies prove this hypothesis by modifying acoustic feedback

in real time eventually, the subjects adapted to the modification, and compensate for

the change in auditory feedback [84, 85]. These studies prove that the goal of speech

production is to produce recognizable phonemes in acoustics and maintained by auditory

feedback.

On the contrary, the alternative hypothesis is that speech production is organized in

terms of control signals that subserve movements and associated vocal-tract configurations

[89, 90]. That is to say, speech goals can be defined in articulatory configuration and

maintained by the somatosensory feedback. Indeed, the capacity for intelligible speech

by deaf speakers suggests that somatosensory inputs related to movements play a role in

speech production. Since, so far, studies that support this hypothesis are not as many

as that acoustic goal hypothesis, we would like to elaborate it from the following two

aspects: 1) physiological basis of somatosensory feedback 2) Experimental evidences that

prove the articulatory goals in speech production.

The somatosensory system is a diverse sensory system comprising the receptors and

processing center to produce the sensory modalities such as touch, temperature, proprio-

ception (body position), and nociception (pain). The sensory receptors cover the skin and

epithelia, skeletal muscles, bones and joints, internal organs, etc. In speech production,

the somatosensory feedback mainly comprises the tactile sensation and proprioceptive

sensation. It is easy to prove the existence of the tactile sensation in articulators because

when we extend our tongue to contact the palate or lips, we can really feel the contact

with pressure. The rest question is whether the proprioceptive sensation exists in articu-

lators because in some of the cases speech articulations do not generate any articulatory

contact. As to the proprioception, the muscle spindle and Golgi tendon organ are two of

the most important organs [91]. The muscle spindles consist of four to eight specialized

intrafusal muscle fibers surrounded by a capsule of connective tissue. The intrafusal fibers

are distributed among the ordinary extrafusal fibers of the skeletal muscles in a parallel

arrangement. The Golgi tendon organs are encapsulated afferent nerve endings located at

the junction of a muscle and tendon. The Golgi tendon organs are in series with the ex-

trafusal muscle fibers. The muscle spindle system is a feedback system that monitors and

maintains muscle length, and the Golgi tendon system is a feedback system that monitors

and maintains muscle force. The Golgi tendon organs are located at the junction of a

muscle and tendon, which indicate that Golgi tendon organs exist in the extrinsic tongue

muscles and jaw muscles. Previous studies also proved that the muscle spindles exist in

the extrinsic [92] and intrinsic [93] tongue muscles. Although, so far, there is few evidence
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that the muscle spindles exist in the jaw opener muscles, experimental studies have proved

that the stretch reflex is not necessarily mediated exclusively by muscle spindle afference

[94]. According to the analysis, we can conclude that the articulators possess the physio-

logical basis of the somatosensory feedback. Another important question is that whether

the somatosensory feedback is really implemented in speech production?

In order to prove that the somatosensory information is fundamental to the achieve-

ment of speech movements, Tremblay et al. designed a perturbation experiment, where

the external force applied to the jaw altered jaw movement but has no measurable or

perceptible effect on acoustic output [95]. Although there was no change on the acoustic

output, subjects still adapted to the external forces to achieve the articulatory targets.

The findings indicate that the positions of speech articulators and associated somatosen-

sory inputs constitute a goal of speech movements that is wholly separate from the sounds

produced. Furthermore, an experiment was conducted by placing the somatosensory and

auditory systems in competition during speech motor leaning [96]. In this experiment, so-

matosensory and auditory feedback was altered in real time as subjects spoke. As a result,

all subjects were observed to correct for at least one of the perturbations, and auditory

feedback was not dominant. Indeed, some subjects showed a stable preference for ei-

ther somatosensory or auditory feedback during speech. These perturbation experiments

proved that the articulatory targets can be regarded as the goal in speech production,

and the somatosensory feedback is used to learn and maintain this goal.

Based on the evidences described in this section, for simplicity, during the speech

motor learning process, only the somatosensory feedback is implemented in this study.

3.3 Framework of model control

As described in Section 3.1, two main modules motor plan and motor execution are con-

structed during the speech acquisition process. To communicate with speech, humans

have to know how to generate the appropriate gestures in their vocal tract, independently

of whether these gestures are the ultimate goals of the task or just the obligatory means

of achieving the ultimate goals in the acoustics. Therefore, according to the description in

Section 3.2, we adopt the hypothesis that articulatory target are regarded as the goal of

speech production. The framework of motor control can be simplified, and only the motor

execution is concerned with, as shown in Figure 3.2. The question comes to “Given an ar-

ticulatory target, how to find muscle activation that can control the articulators to achieve

the target”. So far, there is few theories concerning with how humans acquire this ability

to control their articulators to achieve the articulatory targets. For the skilled movements

of limb, Kawato et al. proposed that the feedforward motor command generator is con-

structed by a learning process by feedback sensory signals [66]. Perrier lead Kawato et
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Figure 3.2: Framework of speech motor control implemented in this study.

al.’s model into speech production, similarly the feedforward mapping is acquired by a

learning process through the somatosensory feedback loop [97]. Perrier divided the learn-

ing process into four stages: 1) The CNS learns a forward model to represent the relation

between motor commands and sensory signals by a biological feedback. 2) To control

fast movements, the forward model and its internal feedback is used as feedback control.

3)Inverse model is learned by using the forward model. 4) The inverse model has been

learned and it is used to infer directly the sequence of motor commands from the desired

trajectories. In the first three stages, there is a forward model whose function is to predict

the articulatory positions according to the motor commands, the essence of the forward

model is to accelerate the learning process because the biological feedback has a notice-

able delay. If we do not consider this delay, the four stages can be simplified into two.

The inverse model (muscle activation generator) is learning by biological somatosensory

feedback, and finally, the inverse model is used to generate motor command according

the desired articulatory target. In Figure 3.2, black thick arrows show the feedforward

control route and gray arrows show the feedback back loop.

It seems that the framework of the speech motor learning process is not very compli-

cated. Why the previous control strategies for the physiological articulatory model could

not realize this framework? What is the difficulty in realizing the framework? These

questions will be answered by reviewing the previous control strategies.

3.4 Control strategies in the literature

In this section, we will review the systematic control strategies for the physiological ar-

ticulatory model, and those control the model using EMG signals will be neglected.
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Figure 3.3: Three crucial points used to represent articulatory targets. Three black
squares show tongue tip, tongue dorsum and jaw, respectively.

3.4.1 Muscle workspace

Dang and Honda proposed a method, named muscle workspace, to generate muscle acti-

vation according to the difference between the current positions of the control points of

the model and the desired targets [50]. In their method, three control points, shown in

Figure 3.3, (the tongue tip, tongue dorsum, and jaw) are used to describe the sagittal

movements of their articulatory model. The control point for the tongue tip is the apex

of the tongue in the midsagittal plane, the control point for the dorsum is the weighted

average position of the highest three points in the initial configuration in the midsagittal

plane, and the control point for the jaw is 0.5 cm inferior to the tip of the mandible incisor.

In their multi-points control strategy, muscle workspaces are constructed for each control

point. Each muscle vector in a muscle workspace corresponds to a displacement of the

control point when the corresponding muscle contracts. The muscle force vectors in the

workspace are adjusted according to the changes of the muscle orientation caused by the

movements of the jaw and tongue. This is realized by constructing a set of typical muscle

workspaces, the distribution of which is designed to cover the articulatory space of both

vowels and consonants. Four typical workspaces are constructed for the control points

of the tongue tip and tongue dorsum, respectively, and two workspaces for the jaw (As

shown in Figure 3.4). And the muscle workspace at an arbitrary position is obtained by

the interpolation of the typical muscle workspaces.

Since the muscle workspace is compatible with the geometrical space, the mapping of
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Figure 3.4: Typical muscle workspaces for three control points. Four muscle workspaces
were built for tongue tip (dark lines surround the tongue tip) and tongue dorsum (light
lines surround the dorsum), and two for the jaw (light lines). (After Dang and Honda
[50])
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Figure 3.5: Coordinates consisting of the equilibrium positions corresponding to the acti-
vation forces ranged between 0 and 6 Newton. The net in the right panel consists of the
contour lines of the EPs of SG and HG. (After Dang and Honda [51]))

the control point between the geometrical space and the muscle workspace is straightfor-

ward. If a control point moves in the direction towards the target, its displacement can be

decomposed into several components parallel to the muscle force vectors. The amplitude

of the vector component reflects how much the contraction of the muscle contributes to

the displacement of the control point. The muscle activation signals can be obtained for

any arbitrary movement using this approach.

3.4.2 EP-map

Dang and Honda found that the control points, converge to sufficient small regions no

matter where the initial position is, if the activation duration is sufficiently prolonged [51].

The relationship between a muscle force and an equilibrium position is unique based on

model simulation. This relation provides a connection between a muscle activation and a

spatial point in the articulatory space which is invariant for a given muscle structure.

Using such a connection, a unique mapping can be obtained from a muscle force to a

spatial position. Based on those findings, they got the Equilibrium Position (EP) vector

for each muscle by activating the tongue muscle with eight level muscle activations (0.0,

0.1, 0.2, 0.4, 1.0, 2.5, 4.0, and 6.0 Newton), and elaborated a coordinate based on the EPs

for each control point. Figure 3.5 (left) and Figure 3.5 (right) show the coordinates for

the tongue tip and tongue dorsum, respectively. Since the EPs shift monotonically, the
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equilibrium position can be expected to move along the path consisting of the EPs as the

muscle force varies continuously, as long as the forces of other muscles remain unchanged.

Thus, the mapping between the spatial points and the muscle forces can be obtained

based on the selected EP vectors. An example is shown in the right panel of Figure 3.5 by

a contour net, which consists of the EPs of the SG and HG. The contour lines correspond

to the six force levels. Such a net of contour lines is named the equilibrium position map

(EP-map). With the EP-map, any arbitrary point inside the region of the map can be

reached using the activations interpolated from the contour lines.

3.4.3 Other control strategies

The Muscle workspace and EP-map introduced previously are multi-points control strate-

gies, where the control points of the model are controlled independently. This independent

control may result in confliction that when the muscle is enrolled to control the tongue

tip, it may more or less affect the movement of tongue dorsum, and vice versa. Moreover,

in speech production, the phonetic qualities of speech sounds depend on the whole vocal

tract shape rather than the size and location of vocal tract constriction only at the tongue

tip or tongue dorsum. In order to avoid this disadvantage, Fang et al. proposed posture

control by manually adjust muscle activation patterns for articulatory target posture [29].

However, because the trial-and-error method depends on the experiential knowledge of

the researcher, it is difficult to estimate muscle activation patterns for specific postures.

To conquer this deficiency, Fang et al. use a regression neural network to predict muscle

activation pattern for a given articulatory target [65].

3.4.4 Summary of previous control strategies

From the control point of view, the control strategies in the literatures can be divid-

ed into two categories, manually control and automatic control. Because the manually

control (“trial-and-error”) method [29, 30] depends on the experiential knowledge of the

researcher, it is difficult to estimate muscle activation patterns for specific postures. So

far, the automatic control strategies control the physiological articulatory model by using

crucial control points [51, 50, 38]. However, in speech production, the phonetic qualities

of speech sounds depend on the whole vocal tract shape rather than only the size and

location of the vocal tract constriction at the tongue tip or tongue dorsum. Therefore, the

automatic estimation of muscle activations for a given articulatory posture is necessary

for exploring speech motor control.

Let’s classify the previous control strategies into feedforward control or feedback con-

trol as shown in Figure 3.2. One can see that the EP-map and Fang et al.’s method

belongs to feedforward control. The muscle workspace and Stavness et al ’s method [38]
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belongs to feedback control. The independent use of feedforward or feedback control has

the following deficiencies: 1) Producing fluent speech by using the feedback control is dif-

ficult because of the long delay in the feedback loop. 2) It cannot adapt to the perturbed

external force added to the model by using feedforward control. 3) It is difficult to correct

muscle activation when the degree of accuracy do not meet the requirement for some cases

by feedforward control. So far, there is no integrate control strategy that include both

feedforward and feedback control. The unsolved problem is that the feedback control is

independent crucial points control rather than posture control. That is to say, given the

difference between the target posture and realized one, how to adjust muscle activations

to reduce the difference is an unsolved problem.

3.5 Representation of articulatory target

Two different schemata are available regarding motor templates for executing speech pro-

duction: target oriented and trajectory oriented. Lindblom proposed that the speech

sounds were generated by achieving successive targets of phonemes [67]. However, Van

Bergem proposed that speech production would base on generating dynamic trajectories

[68]. These two theories result in two different control objects: the targets or the trajecto-

ries. In previous model control studies, Payan et al. [69] adopted articulatory trajectories

to generate vowel-to-vowel sequences. Other studies (Pascal et al. [70], Dang and Honda

[51], Wei et al.[44] . Fang et al. [29] ) controlled their physiological articulatory models

based on the target theory. Because these two theories are still in open debate, the choice

of theories relies on the object of studies and the convenience for researchers. In current

stage, we adopt target theory and develop the target based control strategy.

In the previous studies [50, 51], articulatory targets were defined by isolated control

points (tongue tip, tongue dorsum and jaw), and these points are used to control the

constriction position of the vocal tract. Since the acoustic characteristics of speech sounds

depend on the whole vocal tract configuration, the contour of the tongue and jaw is a

proper target. In this study, we use midsagittal contour to describe the articulatory

posture, which can represent most of phonemes except for some lateral ones. In addition,

it is convenient to measure the movement on the midsagittal plane based on observation

techniques, such as Electromagnetic Articulography (EMA), X-ray microbeam, and MR

imaging. The articulatory posture defined in the midsagittal plane will facilitate the

comparison of model shapes to the measurement data. Consequently, eleven points on

the midsagittal tongue surface and one point on the lower incisor are used to represent

the articulatory posture of our model, as seen in Figure 3.6 .
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Figure 3.6: Representation of articulatory posture in the midsagittal plane. Black squares
on the tongue and jaw are used to represent articulatory posture.

3.6 Object of the control strategy

In order to overcome the disadvantages of independent use of feedforward control and

feedback control, this study attempts to realize a control strategy that integrates the

feedforward and feedback control, where the feedback control served in the learning pro-

cess for establishing and updating feedforward mapping, see Figure 3.2. The feedforward

mapping constructed and maintained by feedback error learning will render the control

strategy with the capacity of adaption. When the environment varies, a correctional

feedforward model can be reconstructed through a new learning process.

Kawato et al.’s work was for controlling musculoskeletal movements such as the arm

movement, while in this study we deal with more complex movements including skeletal

and muscular-hydrostat movements of the speech organs. In order to elucidate the differ-

ence between the musculoskeletal system and muscular-hydrostat system, we use elbow

as an example. As shown in Figure 3.7, biceps is the agonist muscle and the contract of

biceps will flex the forearm; triceps is the antagonist muscle and its contraction will extent

the forearm. The agonist-antagonist pair (biceps and triceps) does not vary during the

movement of the arm. In human body, the majority of the six hundred musculoskeletal

systems exist agonist-antagonist muscles.

48



Figure 3.7: Agonist-antagonist muscles of elbow [91].

As to the tongue, agonist–antagonist pair is not as clear as that musculoskeletal system.

Dang et al. have investigate the agonist–antagonist property of tongue muscle pairs

based on their partial 3D physiological articulatory model [51]. According to their study,

agonist-antagonist muscle pairs are found for crucial control points, e.g. GGm and HG are

agonist-antagonist muscles for tongue tip. Furthermore, Fang et al. explore the agonist-

antagonist tongue muscle more systematically based on a full 3D model [80]. They found

that the muscle pairs GGm–SL, GGm–HG and GGa–HG act as agonist–antagonist for

tongue tip; GGp-HG, GGp-SL and GGm-SG act as the antagonist for tongue dorsum.

According to their studies, one can see that the agonist–antagonist pairs is regarded to

independent points, tongue tip or tongue dorsum. With regard to the whole posture, of

the tongue, this agonist–antagonist pairs would not exist. From their studies, one can

se that even if for the crucial points the agonist–antagonist is not very clear when the

tongue move far away from its rest position.

In short, for the musculoskeletal system the agonist–antagonist muscle pair does not

change during the movement, while for the muscular-hydrostat system (tongue) agonist–

antagonist muscle pairs is not clear and vary during articulation. This make it very

difficult to control the articulators during articulation. The solution of this problem will

be elucidated in Section 4.2.2.

The expectation of the integrated control strategy is that 1) Feedforward control and

feedback control can be used to generate muscle activation patterns independently. 2)

Feedback control can be implemented to refine the muscle activation patterns which are

generated from feedforward mapping and control the model to the targets with higher
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accuracy. 3) When external force is added to the model, the control strategy can adapt

to the perturbation.
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Chapter 4

Algorithm of the control strategy

In Chapter 3, the main control strategies in the literatures were introduced and based

on the analysis of the disadvantages of the previous control strategies, we implement

a framework of “feedforward mapping constructed by feedback error learning”. In this

chapter, the detail algorithms of the control strategy will be introduced.

4.1 Principal component analysis of the articulatory

posture

As described previously, each articulatory posture is depicted by 12 points with the hori-

zontal and vertical coordinates. Therefore, each articulatory posture is represented by a

24 dimensional vector. However, these points have significant redundancy and correlativ-

ity. To reduce the redundancy, there are a lot of methods, such as, principal component

analysis (PCA), linear component analysis (LCA), etc. In order to represent the posture

uniquely, the relationship between the new components must be perpendicular. Further-

more, the new components have to represent as much as the variance of the existing data.

Therefore, PCA is appropriate for this implementation. We suppose that the functions of

individual muscles can be decomposed into these orthogonal components, and their effect

can be superimposed.

4.1.1 Algorithm of PCA

In this section, the main algorithm implemented in this study is introduced [104]. Let

Pos = [TX1, TX2...TX11, JX, TY1, TY2...TY11, JY ] denote a posture vector, where TX

and TY are the X and Y coordinate of tongue node, respectively, subscript number

represent the index of the node; JX and JY are the X and Y coordinates of the Jaw

point. In order to construct a PCA space, first the covariance matrix C is constructed
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according to a set of simulations, Equation 4.1, where cov(x, y) is the covariance of variable

x and y.

C =


cov(Pos1, Pos1) cov(Pos1, Pos2) ... cov(Pos1, Pos24)

cov(Pos2, Pos1) cov(Pos2, Pos2) ... cov(Pos2, Pos24)
...

...
...

...

cov(Pos24, Pos1) cov(Pos24, Pos2) ... cov(Pos24, Pos24)

 (4.1)

Let Cξ = λξ, λ and ξ are the eigenvalue and eigenvector, respectively. In order to

obtain the eigenvector and eigenvalue, solve the equation, Eq. 4.2, where I is a identity

matrix. If and only if Eq. 4.3 is satisfied, Eq. 4.2 have non-zero solution.

(C − λI)ξ = 0 (4.2)

|C − λI| = 0 (4.3)

Solve Eq. 4.3, 24 eigenvalues will be obtained, and substitute the λ into Eq. 4.2

the eigenvector ξ will be calculated. Note that the eigenvectors are normalized to unit

eigenvectors, ie. their lengths are 1.

4.1.2 PCA implementation

To generate a data set for PCA, our objective was to create simulations that cover most

of the possible postures by using reasonable muscle combinations considering the agonist-

antagonist properties of muscles. With reference to the previous study [80] about the

agonist-antagonist muscles and muscle combinations, 9703 articulatory postures that cov-

er most of the possible postures were obtained for PCA.

According to the PCA, 24 components were obtained. In order to acquire the impor-

tant components and abandon less important components, we have to decide a thresh-

old. The ideal situation is that the threshold is decided by the spacial resolution of

somatosensory feedback of articulatory organs. However, so far, we do not know the ex-

act somatosensory resolution of articulators. The spacial resolutions of devices that are

commonly used to measure the movement of articulators are used as a reference Table.

4.2, because the construction and evaluation of the model are from the data set extracted

from these devices. The variance of each component and the accumulated explanations

of variance are shown in Table. 4.1. From this table, one can see that the first six com-

ponents can explain 99.33% of the variance, which indicates that the articulatory posture

can be determined by the first six components within 0.7% error. In order to evaluate

the error result from using only the first six components to represent the posture, all the
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Table 4.1: Variance of PCA components (%). C1 to C6 are the first six components, VC
is the variance of the components, and AVC is the accumulative variance from the first
component to the current component.

Component C1 C2 C3 C4 C5 C6
VC 79.58 12.54 3.01 2.32 1.42 0.46

AVC 79.58 92.12 95.13 97.45 98.87 99.33

Table 4.2: Spacial resolution of often used devices (cm).

Tagged cine-MRI [24] EMA [100] Ultrasound [101]
0.1 0.05 Axial: 0.1 Lateral: 0.19

9703 articulatory postures were transformed to six dimensional PCA space, and then six

dimensional PCA were reversely transformed to twenty four dimensional postures. The

distance between the transformed posture and original posture were calculated by Eq. 4.5,

the average distance is 0.039 cm and standard deviation is 0.024 cm. By comparing to Ta-

ble 4.2, one can see that the deviation resulted from using only the first six components

is acceptable.

The contribution of the first four components is shown in Figure 4.1. Figure 4.2 shows

the functions of individual muscles by transforming the articulatory postures, which were

resulted from the individual muscle activation, into the PCA space consisting of the first

three components, where some muscles with small impact are not shown. In this figure,

each curve shows the function of a single muscle unit in PCA space, where the dots on the

curves indicate the results using different muscle activation levels. From this figure, one

can see that the equilibrium positions travel from the rest position in PCA space as the

activation level increases. There is a monotonic relationship between the muscle activation

level and displacement increment: increasing the activation level will drive the articulator

to move away from rest position, whereas decreasing the activation level will make the

model return towards the rest position. This monotonicity is crucial for the estimation

of muscle activations because we can increase activation if the realized position does not

reach the target and decrease the activation if the realized position exceeds the target.

In the PCA space, the relationship between the module of the six dimensional PCA

vector and the activation of individual muscle is quasi-logarithmic according to simula-

tions. This relationship can be represented by a fitting curve shown in Eq. (4.4), where

x and y are two undetermined coefficients, a is the activation and ML is the module of

the PCA vector. In order to calculate the undetermined coefficients of Eq. (4.4) for each

muscle, the individual muscles were activated with 20 equal scales between 0 and 1 to
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Figure 4.1: Effect of the PCA components. Gray lines show the rest position, dashed
lines and dashed lines with squares show the directions of each component with positive
and negative coefficient, respectively.
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Figure 4.2: Function of individual muscle unit in 3D PCA space.

obtain the corresponding data pair of muscle activation and PCA vector module. Ac-

cording to this data, the undetermined coefficients were obtained for individual muscle.

Figure 4.3, shows a fitting curve for the GGa muscle, where x=0.53501 and y=230.8211.

For each muscle, 1/10 of the PCA vector module generated by 0.8 activation was defined

as a scale. The increase in muscle activation that make the vector module increase by a

scale is defined as a unit increment of muscle activation. The unit increment of muscle

activation for each muscle can be calculated by Eq. (4.4). In Figure 4.3 asterisk show the

ten unit increments of muscle activation and their PCA modules of GGa muscle.

ML = xloge(ya+ 1) (4.4)

4.2 Feedback error learning

As we have introduced in Chapter 3, the feedforward mapping is constructed by a learning

process using feedback learning loop. In this section, we will describe in detail on how

to correct adjust activation patterns to control the model approaching to the target and

meanwhile how to train the feedforward mapping.
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Figure 4.3: Relationship between muscle activation and PCA vector module (GGa).

4.2.1 Flowchart of learning process

An iteration method was used to find muscle activation patterns by gradually minimizing

the difference between the target posture and realized position. The distance (D) between

the target posture and realized posture was calculated by Eq. (4.5), where Rxp and Ryp

were the horizontal and vertical coordinate values of the pth point used to represent the

realized posture, and Txp and Typ were the coordinate values of the corresponding target

points.

D =
1

12

12∑
p=1

√
(Rxp − Txp)2 + (Ryp − Typ)2 (4.5)

The flowchart of the estimation procedure is shown in Figure 4.4. A target posture

is projected into a 6-dimensional PCA space described above in order to obtain a PCA

vector. The muscle activation pattern is initiated based on the difference between the

rest posture and target posture, and the Counter used to count the failed iteration times

is initiated to 0. The muscle activation initiation method will be introduced in Section

4.2.2 The muscle activation is input to the physiological articulatory model, and then

the model moves to a certain position and reaches equilibrium. If the distance in the kth

iteration Dk is smaller than the distance generated from the previous iteration Dk−1 , the

muscle activation is accepted and we move on to decision (2), otherwise we increase the

failed counter and go to Muscle Activation Adjuster module. In decision (2), we output

the muscle activation, if the distance is smaller than the threshold ( Dk < TH ) or the

Counter is greater than the number of muscle units Counter ≥ n = 18; if the output

conditions are not satisfied, set the Counter to 0 and go to Muscle Activation Adjuster

module. The most important module in this procedure is the Muscle Activation Adjuster,

which will be introduced in the next section.
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Figure 4.4: Flowchart of muscle estimation.

4.2.2 Dynamic PCA workspace

In each iteration step, the muscle activation is adjusted by the following equation:

ak = ak−1 + ∆ak, (4.6)

where ak and ak−1 are the muscle activation used in current and previous iteration

step,respectively. The muscle activation vector a ≡ [a1a2...an]T is constituted by the

activation of individual muscle ai, and the number of muscle units n = 18.

The main work in each iteration step is to find the adjustive muscle vector ∆ak ≡
[∆ak1 ∆ak2...∆a

k
n]. ∆aki is related to the contribution of individual muscle function vector

to the target vector Ck
i as follows:

∆aki = |V k
mi|cosθ = |V k

mi|
V k

mi · V k
t

| V k
mi||V k

t |
=

V k
mi ·V k

t

|V k
t |

. (4.7)

Ck
i is calculated by projecting individual muscle function vector to target vector, where

V k
mi is the individual muscle function vector of the ith muscle, V k

t is target vector and θ
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is the angle between V k
mi and V k

t . Target vector V k
t is defined as

V k
t = P t −Pk−1

r , (4.8)

where P t is target posture and Pk−1
r is the realized posture after the previous iteration.

The muscle function vector V k
mi is defined by the effect when the activation of the ith

muscle has a unit increment :

V k
mi = P i+1 −Pk−1

r , (4.9)

where Pk−1
r is the posture realized by activation ak−1, and P i+1 is the posture realized

by unit increment of muscle activation for the ith muscle in ak−1. Unit increment was

explained in Section 4.1

It should be noted that the posture used here is defined by a six-dimensional PCA

vector. The ith muscle (i = arg maxi(C
k
i )) with the maximum contribution Ck

max =

max(Ck
i ), will have a unit increment. For the other muscles, the increased activations

are less than unit increment and their proportion to unit increment is calculated by

(Ck
i /C

k
max). The increment of muscle activation of unit increment is calculated by a

constructed fitting curve for individual muscle in Eq. (4.4). Note that, after adding the

∆ak to ak−1 in Eq. (4.6), if the activation of a muscle aki is smaller than 0, it will be set

to 0, because there is no negative muscle activation.

In the rest position, the individual muscle function vector V k
mi was built by activating

individual muscles, as shown in Figure 4.2. However, during articulation, muscle ori-

entations vary along with the movement of the jaw and tongue, which will result in the

variation of muscle function vector. To solve this problem, Dang and Honda [50] proposed

a method to estimate the muscle function orientation dynamically. Following their idea,

we constructed a set of reference PCA workspaces in some extreme locations by moving

the origin to given extreme locations. When speech organs move to an arbitrary position,

a dynamic PCA workspace can be interpolated based on the reference PCA workspace.

We first construct seven reference PCA (r-PCA) workspaces by the following pro-

cedures: 1) move the PCA center to seven extreme locations in PCA space by a set

of selected muscle activation patterns; 2) in the given PCA center construct a r-PCA

workspace by increasing a unit increment of individual muscle, refer to Section 4.1 To-

gether with the r-PCA workspace in the rest position, we have eight r-PCA workspaces.

The r-PCA workspaces in 3D PCA is shown in Figure 4.5, where No. 1 is the original

PCA workspace in the rest position, and No. 2-8 show the other r-PCA workspaces in

different reference positions. In order to show the r-PCA workspace clearly, only four

r-PCA workspaces with extrinsic muscles are shown in this figure.

The dynamic PCA workspace (d-PCA) for a given position is interpolated based on
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their distance to the eight reference PCA workspace by using the following equation:

V k
mi =

∑w
s=1 LsV si∑w

s=1 Ls

; Ls =
w∏

j=1
j 6=s

l2j (4.10)

where V k
mi denotes a muscle function vector in d-PCA, V si is the muscle function vector

in the sth r-PCA workspace, lj is the Euclidean distance from current position to the origin

of jth r-PCA workspace, w = 8 is the number of reference PCA workspaces. The coefficient

Ls of the sth r-PCA is the product of the distance from current position to the origin of

the other (w − 1) r-PCA workspace. The characteristic of the interpolation method is

shown in Figure 4.6, which demonstrates that the interpolation has a quadratic surface

with a relatively flat characteristic surrounding the reference points. Figure 4.5 shows

an example of the d-PCA workspace in the dash lines, which was generated by using the

interpolation method. The d-PCA workspace reflects individual muscle function vector in

current position. Occasionally, by adding the adjustive muscle vector ∆ak cannot control

the model closer to the target, the adjusted vector ∆ak = [∆ak1 ∆ak2 ... ∆akn] will be

adjusted by setting ∆aki to 0, where |∆aki | is the smallest nonzero value in the vector, and

the Counter in Figure 4.4 will be increased by 1.

4.3 Feedforward mapping

As shown in Figure 4.4, during the learning process using feedback loop, each simulation

can generate a muscle activation pattern and its corresponding articulatory posture. This

corresponding simulation results can be used to train the feedforward mapping. The

input is the articulatory target in 6-dimensional PCA space and the output is the muscle

activation patterns. Artificial neural networks have been successfully implemented in

neurocomputational models of speech production to simulate the neuronal connections

of synapses in human brain cortex [71, 72]. In this study, a two-layer artificial neural

network was trained to build up the feedforward mapping.
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Figure 4.5: Reference PCA workspaces (solid lines) and dynamic PCA workspace (dash
lines) in 3D PCA.

Figure 4.6: An example of the interpolation surface using four reference points with
coordinates (0, 0), (0, 1),(1, 0), (1, 1) and their values 0, 2.5, 7.5, 10.
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Chapter 5

Evaluation

So far, we have finished introducing the flowchart of using a feedback error learning loop

to construct feedforward mapping. In this chapter, we will evaluate the control strategy

from the following aspects: 1) Evaluate the feedback loop. 2) Evaluate the feedforward

mapping. 3) Evaluate the integrated control strategy. 4) Evaluate the adaption ability.

5.1 Implementation of feedback error learning

The proposed feedback learning loop was evaluated by using the five Japanese vowels

obtained from magnetic resonance images as the targets to estimate muscle activation

patterns. Since the prototype subject of the physiological model was the same as the

subject serving in the MRI data, we can directly compare them without any normalization

processing. To find muscle activation pattern for the target posture an iteration method

was used by gradually minimizing the difference between the target posture, and realized

position. In the iteration process the muscle activation was guided by the dynamic PCA

workspace introduced previously. Two examples of the iteration processes approaching

to the targets are shown in Figure 5.1, where the upper left and upper right panel shows

the example of the vowel /a/ and vowel /o/, respectively. The lower left (vowel /a/) and

lower right (vowel /o/) panel show the distance between the target posture and currently

realized posture with the adjustment of muscle activation. The difference between the

target posture and the realized posture is measured by Equation 4.5.

From Figure 5.1, one can see that there are some knee points, which indicate the

adjustment of muscle activation in the current step cannot drive the model closer to the

target. Although, it is seen that some ripples appeared along with the distance curve, the

muscle adjusting method can adjust the muscle activation patterns automatically, and

eventually control the model to achieve the target.

The target postures of the five Japanese vowels were well achieved, as shown in Figure

5.2. The difference, calculated by Equation 4.5, was ranged from 0.06 cm to 0.17 cm.
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Figure 5.1: Processes of muscle activation estimation of vowel /a/ (left) and vowel /o/
(right).

Because the average distance and standard deviation from the average distance are shown

in Table. 5.1. From this figure one can see that the posture targets of the five Japanese

vowels are achieved. The obtained muscle activation patterns (active muscle forces) are

shown in Table 5.2.
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Table 5.1: Average distance and standard deviation of 12 points.

Vowel /a/ /i/ /u/ /e/ /o/
Mean Distance (cm) 0.123 0.145 0.06 0.085 0.168

Standard Deviation (cm) 0.08 0.051 0.036 0.053 0.091

To evaluate the obtained muscle activation patterns, we first compare activations of

the extrinsic tongue muscles to the normalized EMG (Electromyography) measurements

[23]. Note that the EMG signals used here were extracted from English vowel articula-

tions because there are no EMG signals for Japanese vowels so far. The EMG signals

and muscle activation were normalized to the value between 0 and 1, according to their

maximum value in the activation pattern, the maximum values were normalized to 1.

Figure 5.3 shows the comparison between estimated extrinsic tongue muscle activations

and EMG observations. One can see that, the estimated muscle activation patterns are

consistent with the EMG patterns for vowels /a/, /o/, and /i/. In Figure 5.3, there are

outstanding differences for vowel /e/ and /u/. Japanese /e/ was the prototype of the

model. Accordingly, there should be no muscle activation in the estimation for vowel

/e/. A slight activation of GGp in the estimation was probably caused by the difference

of the prototype /e/ and the reference /e/ used in this study. The difference shown in

vowel /e/ does not show any significant effects. For vowel /u/, as well known, unlike

English /u/, Japanese /u/ does not have lip protrusion. The articulatory positions are

different between Japanese vowels and English vowels. From this figure, one can see that

the vowels used to compare have similar but not exactly the same articulatory positions.

This articulation difference may cause some compensation on the tongue shape but not

only on the tongue dorsum. This may be a reason of the difference for /u/.

As we have described in Chapter 3, somatosensory feedback as well as auditory feed-

back are used in the speech motor learning process. In this study we focus on the so-

matosensory feedback loop, we prefer to evaluate the learning process by synthesizing

acoustic signal to inspect whether the learning process by using somatosensory feedback

can result in correct speech sounds. At the current moment, the lips are not physiologi-

cally modeled. So, for the part surrounded by lips, we use a short tube to approximate

the tube configured by lips. The corresponding cross-sectional area and length of the lip

tubes for the five Japanese vowels are adopted from the MRI measurements [105]. Table.

5.3 shows the first three formants of the five vowels, where the Observed formants are for-

mants of the speech sounds obtained from MRI experiments and the Synthesized formants

are the formants of the synthesized speech. From this table one can see that the formant

frequencies between Observed and Synthesized are a little bit different, which may due to

two reasons: 1) The midsagittal plane cannot represent the whole vocal tract shape. 2)
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Table 5.2: Muscle activation patterns for the five Japanese vowels. The active muscle
force of JO and JC is the sum of the active force included in the muscle groups. (Unit:
Newton)

/a/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Force 0 1.78 1.71 6.51 6.04 0 0.11 4.16 1.30

Muscle Vm Vp Ta Tm Tp GH MH JO JC
Force 2.67 0 1.76 1.72 1.14 0 0 9.00 0

/i/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Force 0.62 0.51 3.36 0 0 0.02 0 0.78 0

Muscle Vm Vp Ta Tm Tp GH MH JO JC
Force 0.41 0 0 0.52 0 0 3.01 0 14.0

/u/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Force 0 0 0 0 3.12 0 0.09 0 0

Muscle Vm Vp Ta Tm Tp GH MH JO JC
Force 0 0.67 0 0.87 0 0 0 0 3

/e/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Force 0 0 1.79 0 0 0 0 0.76 0

Muscle Vm Vp Ta Tm Tp GH MH JO JC
Force 0 0 0 0.82 0 0 0 0 0

/o/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Force 0 0.48 0 5.13 10.0 0 0.07 0 0

Muscle Vm Vp Ta Tm Tp GH MH JO JC
Force 0 0 0 1.68 1.50 0 0 0 0
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Figure 5.3: Comparison between estimated extrinsic tongue muscle activations and EMG
measurement. The vowel positions are referred from [81], where black dots represent the
positions of Japanese vowels and gray dots show the positions of partial English vowels
that are close to the Japanese vowels in articulatory space. The black bars are the normal-
ized results obtained by the proposed method, and the gray bars are the corresponding
normalized EMG measurements.
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Table 5.3: Comparison of formant between observed and generated. (Unit: Hz)

Vowel /a/ /i/ /u/ /e/ /o/

Observed
The first formant 620 359 344 414 415

The second formant 1243 1981 1431 1657 967
The third formant 2258 2748 2150 2312 2200

Synthesized
The first formant 687 327 400 564 572

The second formant 1037 2109 1032 1586 823
The third formant 2252 2506 2173 2412 2443

The degree of accuracy of transmission line model used to calculate the resonance is not

enough. However, the object of this evaluation in the acoustic space is to inspect whether

the learning process using somatosensory feedback (articulation target) can generate simi-

lar acoustics to some extent. A small scale perceptual experiment was conducted by three

native Japanese speakers. As a result, all the subjects can recognize the vowels correctly.

This experiment proved that the learning process using the somatosensory feedback is

effective.

5.1.1 Function of intrinsic muscle

The tongue muscles can be divided into two categories: extrinsic and intrinsic muscles.

Extrinsic muscles originate from outside of the tongue (mandible, hyoid bone, styloid

process, and the soft palate) and insert into the tongue. Intrinsic muscles are contained

entirely within the tongue without external attachments. It has been suggested that

the movements of the tongue body are accomplished by the contraction of the extrinsic

lingual muscles, while the shape of the tongue surface is determined by the contraction of

the intrinsic lingual muscles [98]. So far, most of the experimental studies concentrated

on the functions of extrinsic muscles [23, 28, 14]. Only few of them shed light on the

functions of intrinsic muscles [26], because it is difficult to measure the activations by using

measurement devise such as EMG. Based on a physiological articulatory model, Fang et

al. investigate the functions of intrinsic muscles by manually adjust muscle activations

for Japanese vowels, and found that the co-contraction of transverse and vertical muscles

plays the role of elongating the tongue in longitudinal direction [29]. However, as we have

mentioned in Section 3.4.4, it is difficult to explore muscle functions systematically by

using the “trail-and-error” method. The automatic estimation method proposed in this

study provides us a convenient approach to investigate the functions of intrinsic muscles.

As one can see from Table 5.2 that intrinsic muscles were activated for all the five Japanese

vowels, which showed their importance for vowel production. However it is still difficult

to imaging the degree of importance of intrinsic tongue muscles for vowel articulation.
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Figure 5.4: Distance between the realized posture and target posture. Gray bars and black
bars show the distances using only the extrinsic muscles and all the muscles, respectively.
(Unit: cm)

Therefore the function of intrinsic muscles in vowel production is explored quantitatively.

A numerical experiment was conducted to test the accuracy of realizing the postures

by using only the extrinsic muscles, which include GGa, GGm, GGp, HG, SG, GH,

MH, JO and JC. The distances between target posture and realized posture by using

the extrinsic muscles and all muscles are shown in Figure 5.4. From this figure, one can

see that the extrinsic muscles can control the articulators closer to the targets and by

adding the intrinsic muscles the targets can be achieved with high accuracy. Figure 5.5

shows the realized positions by using only extrinsic muscles and all muscles are available.

From this figure, one can see that by the extrinsic muscles can drive the model closer to

the targets, when the intrinsic muscles are used, the targets can be realized with high

accuracy. To realize all the five Japanese vowels, the intrinsic muscles: the superior

longitudinal, inferior longitudinal, verticalis and transversus muscles are activated with

different activation levels. The results shown in Figure 5.4 proved that the intrinsic

muscles are very important in fine control of the vowel postures.

5.2 Evaluation of feedforward mapping

The previous section showed that articulatory targets have been achieved well for five

Japanese vowels using the target based learning process. During the learning process,

each iteration step generates one set of muscle activation pattern and its corresponding

articulatory posture. Combing the learning data set together with the data set that was

used for PCA, we obtained 8630 simulations, and used these data to train the feedforward
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Figure 5.5: Comparison of the achievements between using extrinsic muscle and all mus-
cles are available, left and right panels show vowel /a/ and vowel /o/, respectively.

mapping from the articulatory posture to muscle activation pattern. The distributions of

11 points on the midsagittal tongue surface are shown in Figure 5.6. From this figure one

can see that the data set covers almost all the possible articulatory postures.

In this study, a two-layer artificial neural network was used to obtain the mapping from

articulatory target to muscle activation. For training the neural network, the input vector

was the 6-dimensional PCA components, and the output vector was the 18-dimensional

muscle activations. About 70% of the simulations were randomly selected as training

data set, and the remained 30% were used as test data set. A set of experiments were

conducted using a number of neural networks with different configurations. The numbers

of neurons in the hidden layer were set as 5, 10, 15, 20 and 25, respectively. The transfer

functions for the hidden layer and output layer were set as a different combination of tansig

(hyperbolic tangent sigmoid transfer function) and purelin (Linear transfer function). The

best configurations were obtained by choosing the smallest prediction error in the opening

test. As a result, the following configuration was used for the neural network to achieve the

best performance. The transfer functions of tansig and purelin were used for the hidden

layer and output layer, respectively, and the number of neurons was set to 20 in the hidden

layer. In the opening test, predicting muscle activation pattern from articulatory target

using the trained neural network, the average error was 0.003 in the muscle activation

level. The average error is small, but it is difficult to assess the extent of the discrepancy
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Figure 5.6: Distribution of the 11 points along the tongue surface in the midsagittal plane
of the simulations of target based learning. The area with different colors corresponds to
the dispersion of individual tongue nodes.
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Figure 5.7: Flowchart of evaluation

from this error. We proposed the flowchart to evaluate the validity of the feedforward

control (see Figure 5.7). Thirty percent of the data set (2580 simulations) not included

in the training are used to evaluate the constructed feedforward mapping.

The evaluation is conducted as follows. Firstly, the feedforward control is used to

generate muscle activation pattern from desired articulatory target. Secondly, the gener-

ated muscle activation pattern is input to the physiological articulatory model so that the

articulatory model generates an articulatory posture. Finally, the distance between the

articulatory target and generated posture is calculated. The distance is calculated using

Equation 4.5. Figure 5.8 shows the distribution of the difference between the desired tar-

get and realized posture, where the horizontal axis shows the difference, the vertical axis

on the left shows the occurrence of the distance, and the vertical axis on the right is the

integration of distribution. The blue columns correspond to the left vertical coordinate,

and the lines correspond to the right coordinate. Gray columns and dash line show the

results using feedforward mapping. If assuming that the difference less than 0.25 cm is

regarded as achieving the articulatory target, 88.9% of the test simulations satisfy the

requirement. For those simulations in which the targets were not achieved, the feedback

control can be implemented to control the model to the desired target and the evaluation

is done in the next sub section.

5.3 Behavior of integrated control

The advantage of the integrated control strategy is that in the case the articulatory

target is not achieved, the feedback control can assist the model to achieve the target by

adjusting muscle activations. In this evaluation, the average distance larger than 0.25 cm

was regarded as errors, muscle activations of 11.1% of the simulations need to be adjusted

by feedback control. The muscle activation patterns were initiated by the output of
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Figure 5.8: Distribution of distance between target position and realized ones.
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Figure 5.9: Distribution of distance between target position and realized ones (integrated
control by set the threshold to 0.25cm ).

feedforward mapping. Figure 5.9 shows the comparison of distance distribution between

feedforward control and integrated control. In these two figures, blue bars show the

occurrence of the distance between desired posture and realized posture using feedforward

control; yellow bars show the corresponding results of using integrated control. One can

see that the occurrence of the distance less than 0.25cm or 0.16 cm is higher for the case

with than without the feedback loop. Dash line and solid line show the integration of

distribution of using the feedforward control and integrated control, respectively, and the

latter one reached about 99.8% at the distance equal to 0.25 but the former reached about

88.9%.

If the threshold was set to 0.16cm, 36.4% of the simulations need to be adjusted by

feedback control. A similar experiment was conducted as the threshold was set to 0.25.

Figure 5.10 shows the result. From these results one can see that when the threshold

decreased the accuracy by using integrated control can continue increasing. Accordingly,

it is obvious that the integrated control greatly improves the control accuracy.
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Figure 5.10: Distribution of distance between target position and realized ones (integrated
control by set the threshold to 0.16cm ).
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5.4 Adaptation experiment

In speech production, one of the most important ability of the human is that when

the environment is changed human can adapt to the new environment. Perturbation

experiments have proved that human can adapt to the external forces and generate the

same articulatory target after learning [95, 109]. In this study, the feedforward control

is acquired from feedback learning. As we have declared previously that the dynamic

learning strategy enable the model the adaption capability when some perturbation is

added. In order to evaluate this ability, a perturbation experiment was conducted by

simulating the previous experiment [109]. Figure 5.11 shows the configuration of the

experiments. When the articulatory targets are achieved, a sudden vertically downward

external force of 5 Newton are exerted to the jaw. Because of the perturbation, the

articulators would deviate from its target. In this situation, the somatosensory feedback

loop will launch to refine the muscle activation to adapt to the external force.

An experiment was conducted for vowel /i/ and vowel /o/. When the model reaches

its target for vowel /i/ and vowel /o/ by the muscle activation patterns shown in Table

5.2, an external vertically download force of 5 Newton were added to the model. The

model deviates from its target due to the external force, then the feedback loop works

to refine the muscle activation pattern and adapt to the external force. The adaption

results are shown in Figure 5.12, in this figure, green lines with squares show the target;

black lines with stars show that the target postures were achieved before adding external

force; after the external force was added the model moved to the position shown as dash

lines; by using feedback learning loop, the target could be achieved once more by a newly

learned muscle activation pattern. Table 5.4 shows the comparison of the average distance

between the situations of “Before perturbation” and “After adaption”.

The newly obtained muscle activation patterns are shown in Table 5.5, where the

numbers printed with blue color show muscle forces that have changed. The jaw closer

muscle group increase the muscle force to compensate for the external downward force.

For vowel /i/ the activation of Va and MH are increased to elevate the tongue tip and

tongue body. As to vowel /o/, muscle GGp, SG, Tm and Tp increase their activation to

elevate the tongue body. From this experiment, we can conclude that the control strategy

can adapt to external force.

5.5 Summary and discussion

In this chapter, we evaluate the proposed control strategy by assessing the objects pro-

posed in Chapter 3. We have implemented the idea proposed by Kawato et al.[66] that

feedforward mapping function is constructed by a learning process using a somatosensory
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Figure 5.11: Setting of perturbation experiment.

Table 5.4: Average distance to target (calculated by using Eq. 4.5) before perturbation
and after adaption. (Unit: cm)

Vowel Before perturbation After adaption
/i/ 0.145 0.151
/o/ 0.168 0.162
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Figure 5.12: Adaption of the external force, left and right panels show vowel /i/ and /o/,
respectively.

Table 5.5: Comparison of muscle activation patterns before and after jaw perturbation.
The active muscle force of JO and JC is the sum of the active force included in the muscle
groups. The muscle forces printed in blue color show the muscle forces that have changed.
(Unit: Newton)

/i/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Normal 0.62 0.51 3.36 0 0 0.02 0 0.78 0

Adaption 0.62 0.51 3.36 0 0 0.02 0 0.78 0.35
Muscle Vm Vp Ta Tm Tp GH MH JO JC
Normal 0.41 0 0 0.52 0 0 3.01 0 14.0

Adaption 0.41 0 0 0.52 0 0 4.23 0 21.3

/o/

Muscle GGa GGm GGp HG SG SLa SLp IL Va
Normal 0 0.48 0 5.13 10.0 0 0.07 0 0

Adaption 0 0.48 0.3 5.13 11.5 0 0.07 0 0
Muscle Vm Vp Ta Tm Tp GH MH JO JC
Normal 0 0 0 1.68 1.50 0 0 0 0

Adaption 0 0 0 1.73 1.66 0 0 0 8.4
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feedback loop.

Feedback learning loop was evaluated using articulatory targets of five Japanese vow-

els, as a result, the obtained muscle activation patterns are consistent with the anatomical

knowledge and measurement EMG signals. Feedforward mapping function was construct-

ed by the feedback learning loop and was evaluated to be feasible according to an open

set test. As declared in Chapter 3, the integrated control strategy should have a higher

accuracy than feedforward mapping. This hypothesis was proved to be true according to

the comparison of accuracy by the feedforward mapping and integrated control. Accord-

ing to the perturbation experiment, one can see that the control strategy has the ability

to adapt to the external force, which is similar to the human mechanism.

Theoretically, the same articulatory posture may be generated by different muscle

activation patterns because muscle activations have more degrees-of-freedom than articu-

latory posture. In order to obtain the optimal activation, economy of energy is typically

used as the optimality criterion. Stavness et al. proposed a method to find muscle acti-

vations to control the tongue tip to move along given target trajectories by considering

minimum muscle activation as a constraint [38]. In this study, although it is difficult to

guarantee that the obtained muscle activation has a minimum activation cost, the result

can be regarded as a good approximation of the minimum because in each iteration step

the added muscle has the greatest contribution to the target vector.
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Chapter 6

Summary and Future Work

6.1 Summary of this thesis

As we have introduced in the Chapter 1, it is difficult to investigate the mechanism of

speech production by current techniques. If we can model the biomechanical characteris-

tics of articulatory system, it is possible to investigate the speech production mechanism

by model simulation. The unknown mechanism can be uncovered by control the model

to achieve the observable articulations.

Therefore, we have to construct a physiological articulatory model which can model

the biomechanical characteristics of articulators and musculatures. The construction of

the physiological articulatory model was not from zero but constructed based on the

previously studies. The improvements of the model are as follows: 1) The intrinsic tongue

muscles are subdivided into smaller control units according to their functions, which would

essentially improve the control accuracy. 2) The discrete FEM model was substituted by

continuum FEM model, which make the mechanical characteristics inside the meshes

closer to realities. The evaluations on response time and convergence indicated that

the present physiological articulatory model has a better performance than the previous

model.

To investigate the mechanism of speech production based on a physiological articu-

latory model, we need not only a model that can faithfully model the characteristics of

human articulators but also a control strategy that closer to that implemented in humans.

To overcome the disadvantages of model control strategies proposed in the literatures,

the integrated control strategy including both feedforward mapping and feedback learning

loop is realized, where feedforward mapping was constructed by using feedback learning

loop. According to model simulation, feedforward mapping can be constructed by the

feedback learning loop. Feedback learning loop was evaluated by using articulatory targets

of five Japanese vowels, as a result, the obtained muscle activation patterns are consistent

with the anatomical knowledge and measurement EMG signals. Feedforward mapping
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function was evaluated to be feasible according to an open set test. As declared in

Chapter 3, the integrated control strategy should have a higher degree of accuracy than

feedforward mapping. This hypothesis was proved to be true according to the comparison

of accuracy by using feedforward mapping and integrated control.

Perturbation experiment showed that control strategy has the ability to adapt to

external force, which make the control more robust to different environment.

6.2 Contributions

Due to the work addressed in the previous chapters, there are a number of contributions

made for revealing the mechanisms of speech productions based on a physiological artic-

ulatory model. Firstly, articulation is easier to be observed than corresponding motor

command. Investigation of muscle activation patterns based on a physiological articula-

tory model was first proposed by Fang et al.[29]. In their method, the muscle activation

patterns were obtained by a trial-and-error method, which strongly depends on the expe-

rience of the researcher, and it is difficult to explore all the articulations if not impossible.

In this thesis, the proposed feedback learning loop is an automatic method, which can

be used to find muscle activation pattern for any given articulation. Using this method

it is more convenient to investigate motor command for arbitrary articulation. Further-

more, because there is one-to-many problem that different muscle activation patterns can

generate the same articulations, malfunction of a specific muscle may be compensated

for by the combination of the other muscles. The proposed automatic method can be

easily implemented to investigate the compensation mechanism. In biomedical applica-

tion, if specific muscle is malfunctioned for some reasons, the proposed method can be

implemented and explore whether and how the coordination of the other muscles can

compensate for it.

Secondly, in a muscular-hydrostat system, such as the tongue, muscle orientations

change during articulation, which results in a variation of individual muscles function.

In this study, a dynamic PCA workspace was constructed to estimate individual muscle

functions during articulation. This dynamic PCA workspace was proved effective by using

it to estimating muscle activations for the five Japanese vowels.

Thirdly, the midsagittal contour including the tongue and jaw was used as the ar-

ticulatory target, instead of using three crucial points. We expect this to improve the

accuracy of model control for speech production, because the detailed characteristics of a

speech sound depend on whole vocal tract shape rather than constriction alone. Contour

control can avoid the possible conflictions that may happen in independent crucial points

control [50, 51], because the components of articulators are coupled with each other, and

the muscle that control the tongue tip may affect the tongue dorsum and vice versa.
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Fourthly, the integrated control strategy can greatly improve the control accuracy than

the feedforward mapping. As we have mentioned previously, if the degree of accuracy

cannot satisfy the requirement, the feedforward mapping can do nothing on it. By using

the integrated control strategy, the feedback learning loop can be implemented to find

muscle activation patterns to realize precise control.

Fifthly, the integrated control strategy can compensate to the perturbed external force,

which endows the model the adaptation ability to the change of environment.

Finally, in the neural computational models constructed for simulating speech acqui-

sition process, such as the models by built by Guenther et al. [72] and Kröger et al.

[71], geometric articulatory models [74, 75], employed to imitate the auditory feedback

and somatosensory feedback can be substituted by the physiological articulatory model,

because physiological articulatory model possesses the physical properties of articulators

and muscles can provide not only the auditory (acoustic) feedback but also somatosensory

feedback.

6.3 Future work

In the present thesis, a 3D physiological articulatory model has been elaborated, and

an integrated control strategy including feedforward mapping and feedback learning loop

was proposed and implemented in model control. To further investigate the mechanism

of speech production, the following work should be done.

Firstly, in the speech production framework described in Chapter 3, auditory feed-

back is very important as well as somatosensory feedback. In the current study, only

the somatosensory feedback is implemented. In the future, the auditory feedback will be

implemented to correct the articulatory target according to the difference between the

desired speech sounds and generated speech sounds. Similar to the integrated control

strategy implemented in this study, the motor plan mapping can be constructed by the

auditory feedback learning process. When both of the auditory feedback and somatosen-

sory feedback are implemented in the control strategy, the control strategy will be even

closer to what human implemented.

Secondly, in this study, a two layer feedforward neural network is implemented. In

order to promote the prediction accuracy, more appropriate neural network will be im-

planted to represent the feedforward mapping function.

Thirdly, we need to extend the current control strategy for the control of consonants.

In the current study, we mainly concerned with uncovering the motor commands for vowel

production. However, speech utterance consists of not only vowels but also consonants.

To uncover the motor commands in speech communication, it is necessary to extend the

current control strategy for consonants in the future.
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Fourthly, in order to elaborate the physiological articulatory model multiple observable

articulatory parameters like electropalatographic data need to be compared to the model.

According to the discrepancy of model simulation and observable parameters, the model

parameters can be optimized.

Fifthly, as we have introduced in Section 2.3.1, the tongue tissue is segmented into 240

meshes in the model. The course of the muscles defined in the physiological articulatory

model have to pass through the nodes of the meshes, which make them approximate not

exactly the same as humans. There are two main reasons which restrict the accuracy of

the model: 1) The increasing of the FE mesh number will increase the computational cost

of model simulation. 2) The anatomical knowledge cannot provide detail information of

muscle courses. With the development of computer science, the computational ability

of PC will improve greatly, and the division of more meshes will result in the course of

muscles more faithful to human. The detail locations and orientations of tongue muscle

fibres can be obtained by dissection of tongue from cadavers [99], this kind of studies will

further our understanding of anatomical structures of tongue muscles and lead to a more

accurate model.

It had been believed that the neuromotor control of all extrinsic lingual muscles and

intrinsic lingual muscles (except the palatoglossus muscle) were innervated by the hy-

poglossus nerve alone [102]. However recently, Saigusa et al. reported that the superior

longitudinal and the inferior longitudinal lingual muscles were innervated by motor fibers

of the trigeminal nerve in the human adult subjects [103]. If so, impairment of trigeminal

nerve will result in the disfunction of superior longitudinal and interior longitudinal mus-

cle. The effect of trigeminal nerve impairment in articulation can be investigated based

on the physiological articulatory model.
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S. Öhman (Academic, San Diego), pp. 17–24 (1979).
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