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Abstract

The primary objective of this dissertation is to analyze performances
of distributed coding based wireless cooperative communication systems
from the perspective of Slepian-Wolf theorem. The particular system as-
sumption in this dissertation is a one-way decode-and-forward relay model,
where the original bit sequence at the source and the re-constructed bit
sequence at the relay are independently encoded and transmitted to a com-
mon destination. The research fundamental lies in the utilization of the
correlation knowledge between the two bit sequences, of which concept
has potential of significantly improving wireless communication system
performance. In this dissertation, both practical coding/decoding algo-
rithms and the theoretical framework setup are focused on.

First of all, we propose a one-way Slepian-Wolf relay system adopting
bit-interleaved coded modulation with iterative decoding (BICM-ID) for
high spectrum efficiency. It is shown that the extrinsic information trans-
fer (EXIT) curve of the BICM-ID demapper combined with the decoder
of doped accumulator (DACC) is well matched with that of the decoders,
which enables the EXIT tunnel open until (1,1) mutual information point.
Although errors may happen in the source-relay channel (it is referred to
as intra-link errors in this dissertation), the re-constructed sequences that
may contain some errors are to forwarded to the destination. Strong codes
are not needed, and even the systematic part of the coded bit sequences
can be simply extracted at the relay node, regardless of whether or not
some errors are occurring in the sequences. Therefore, the computational
complexity of the relay can be significantly reduced, which indicates that
our proposed system is highly energy-efficient.

Moreover, the theoretical outage probability of the proposed Slepian-
Wolf relay system is derived over block Rayleigh fading channels. Two
cases are considered: in Case 1, we simplify the intra-link transmission as
a bit-flipping model, where some of the bits, re-constructed after decod-
ing at the relay, are the flipped versions of the original information bits
transmitted from the source. In other words, the intra-link error prob-
ability is used as a parameter representing the correlation between the
sequences in the practical transmission chain design. As one of the main
contributions, the theoretical outage probability expression is derived on
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the basis of the admissible Slepian-Wolf rate region, with transmission
channels being either temporally independent or correlated. In addition,
asymptotic properties of the outage curves are mathematically proven.
The theoretical results are verified through a series of simulations. In
Case 2, block Rayleigh fading is also assumed for the intra-link, and we
express the intra-link error probability by the Hamming distortion rep-
resented by the inverse rate distortion function. The outage probability
of the Case 2 setup is derived for different relay location scenarios which
provides us with more practical performance assessment than with Case
1.

Finally, the power allocation schemes are proposed for the both cases
based on the outage derivations described above. Specifically, we aim
to (1) minimize the outage probability while keeping the total transmit
power fixed and (2) minimize the total transmit power given a fixed out-
age requirement. By assuming that the source-destination and the relay-
destination channels are with high signal-to-noise power ratios, the ap-
proximated closed-form of the outage probability expression is derived in
Case 1. It is shown that the power allocation scheme for the proposed
Slepian-Wolf relay system can be formulated as a convex optimization
problem. In Case 2, the power allocation scheme is also applied for differ-
ent relay location scenarios.

Keywords: Turbo codes, iterative decoding, relay system, Slepian-
Wolf theorem, outage probability, power allocation
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Chapter 1

Introduction

1.1 Motivation and Method

Generally, the transmit diversity of wireless communications requires more
than one antenna equipped at the wireless terminals, such as in multi-
input multi-output (MIMO) systems [1] [2]. However, many of the devices
are unfortunately limited in size and hardware complexity to accommo-
date multiple antennas, which stimulates researchers to seek for alterna-
tive solutions. It is quite natural that the broadcasted signal sent from the
transmitter to a specified destination can be overheard by its surrounding
nodes. By further utilizing the information overheard by the surround-
ing nodes, a virtual multi-user environment can be established allowing
mobile users to share their antennas. This idea has been conceptualized
as cooperative communications, where the direct transmission between
two nodes is enhanced with the aid of the supporting relays or other co-
operative users. Consequently, the system throughput as well as power
and spectral efficiencies of the whole wireless network can be significantly
improved. After the first discussion of the classic three-nodes relay sys-
tem in [3], cooperative communications have received intensive attentions
both in academia and industry. In this dissertation, our discussions are all
based on such a simple three-nodes one-way relay system model. However,
it is quite reasonable that we first identify the most suitable strategies for
a typical and simple structure and then extend to more complex network
topologies.

There are different types of relay strategies for practical applications,
one of which is called decoded-and-forward (DF) scheme [4] [5]. With DF,
the original information bit sequence sent (after being channel-encoded)
from the source node is to be decoded at the relay, and then forwarded
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to the destination. Conventionally, the bit sequence received at the relay
is discarded, if it is found to contain some errors after decoding, in order
to avoid error propagation. Such errors are referred to as intra-link errors
through out this dissertation. It should be noted that in a setup where
the relay forwards data sequences, regardless of either presence or absence
of intra-link errors, the two data sequences, one from the source and the
other from the relay, are highly correlated because they were originally
transmitted from the same source. The Slepian-Wolf theorem states that
for lossless compression of correlated sources, by best exploiting the corre-
lation knowledge of the data streams at the receiver, the distributed source
coding scheme can achieve the same compression rate as that with an op-
timum single encoder which compresses the sources jointly. Therefore, the
first objective of this research is to propose a practical transmission cod-
ing/decoding scheme that is capable of utilizing the correlation knowledge
between the bit sequences sent from the source and the relay, which is re-
ferred to as the Slepian-Wolf relay system. Since the sequence that may
contain some intra-link errors are allowed to be forwarded, this system
does not require heavy computational complexity at the relay node.

The author in [6] proposes a simple one-way relay system exploiting
source-relay correlation, assisted by a doped accumulator (DACC) with
binary phase shift keying (BPSK) modulation. On the basis of this work,
we apply the bit-interleaved coded modulation with iterative decoding
(BICM-ID) technique to investigate the system performance for higher
order modulations [7] [8]. BICM-ID has been well studied as a bandwidth
efficient coded modulation scheme, where the encoder and the modulator
of the transmission chain are separated by a random interleaver. The ex-
trinsic log-likelihood ratios (LLRs) obtained from the demapper/decoder
are exchanged iteratively with the decoder/demapper at the receiver side,
via the de-interleaver/interleaver, respectively. The performance of the
BICM-ID technique using non-Gray mapping outperforms that with the
Gray mapping in the iterative process, which can be observed by the ex-
trinsic information transfer (EXIT) chart analysis [9] [10]. Our technique
shows that, the demapper’s EXIT curve combined with a DACC decoder
can reach a point very close to the (1,1) mutual information point, which
matches well with that of the decoder; the convergence tunnel opens until
that point and therefor the error floor is eliminated.

In many wireless communication analysis, channels are assumed to suf-
fer from variations due to fading. One of the most reasonable and hence
widely accepted model for block-wise transmission is the block Rayleigh
fading channel, where the channel realization changes block-by-block but
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stays constant within each block. With the block fading assumption, if the
channel state information (CSI) is unknown to the transmitter, achieving
always error-free transmission is impossible. This is simply because the
transmission chain parameters can not be flexibly changed at the transmit-
ter without the knowledge of CSI, which invokes the necessity of the outage
analysis. The result of outage analysis provides the system operators with
the estimated probability that the quality of service (QoS) requirement
can be/can not be satisfied. This dissertation analyzes the theocratical
bound of outage probability of such Slepian-Wolf relay systems, and their
asymptotic properties as well, by assuming the transmission channels are
suffering from block Rayleigh fading. The obtained theoretical bound can
be used when evaluating the real, practical system performance, asymp-
totically, when it is needed to identify how close the performance of the
practical systems to the bound.

Based on the outage probability analysis mentioned above, it is straight-
forward to move on to an optimal power allocation problem, given the
requirement that the total transmit power, totalling over the source and
relay transmit powers, are fixed. In this dissertation, the optimal power
allocation techniques are presented, and the theoretical results are com-
pared between with and without optimal power allocation.

1.2 Summary of Contribution

This research aims to provide a new coding/decoding framework, the-
oretical bounds and power allocation strategies, all for the cooperative
communication systems, which exploits the correlation knowledge of the
distributed sources at the destination. The achievements of this disserta-
tion can be summarized as follows:

• We apply the BICM-ID technique with higher order modulations
into a simple Slepian-Wolf relay system, where the correlation of the
source and the relay is exploited. It is shown that the EXIT curve of
the BICM-ID demapper combined with a DACC decoder matches
very well with that of the decoder, and the convergence tunnel opens
until a point very close to the (1,1) mutual information point.

• A methodology of theoretical outage probability derivation of the
correlated source transmission is presented in this research. Its
asymptotic properties are analyzed as well.
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• In the case the intra-link errors can be represented by a bit-flipping
model, a closed-form expression of the theoretical outage probability
expression can be mathematically derived, with approximation of
high signal-to-noise ratios (SNRs). It is shown that the optimal
power allocation problem is formulated by the convex optimization
framework.

• The optimal power allocation scheme is also investigated in the case
when intra-link errors are assumed to be represented by the Ham-
ming distortion of the inverse rate distortion function.

1.3 Dissertation Outline

This dissertation is organized as follows.
In Chapter 1, the motivation and brief descriptions of this research

are introduced. It follows the contribution summaries and organization of
this dissertation.

Then, in Chapter 2, some fundamental concepts and background knowl-
edge about information theory and wireless communication systems are
discussed for better understanding of the main part of this dissertation.

In Chapter 3, we investigate the proposed Slepian-Wolf relay system
combined with BICM-ID technique in detail. Coding/decoding algorithms
and the convergency behavior analysis using EXIT charts are provided for
different relay location scenarios. The system performances are evaluated
through simulations over both AWGN and block Rayleigh fading channels.

The methodology of the outage probability derivation is first intro-
duced in Chapter 4 for the proposed Slepian-Wolf relay system. We con-
sider two cases: in Case 1, a bit-flipping model is assumed for the intra-link
errors; we provide the asymptotic analysis of the theoretical outage curves,
as well as the comparison between the theoretical performances and the
simulation results. In Case 2, to eliminate the flipping model, a rate
distortion function with Hamming distortion measure is introduced rep-
resenting the intra-link bit error probability, so that the account is taken
of the fading variation of the intra-link in the analysis. The theoretical
outage behaviors are then analyzed under the assumption of high SNRs
for different relay scenarios.

In Chapter 5, we formulate an optimal power allocation scheme for the
proposed Slepian-Wolf relay system. A closed-form expression of the the-
oretical outage probability is derived with the assumption of high SNRs
in Case 1, and the optimal power allocation to the source and the relay
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can be found by solving a convex optimization problem, related to the
formulation based on the approximation. In Case 2, it is made possible to
evaluate the impact of the relay location on outage, because it is assumed
that the intra-link error probability can be expressed by the rate distor-
tion function. Hence, the power allocation can also take into account the
different relay location scenarios.

Finally, the conclusions, as well as the future work, are presented in
Chapter 6.

5



Chapter 2

Preliminaries

In this chapter, some earlier work and techniques involved in this re-
search are reviewed. First of all, the block diagram of the current digital
communication system is presented, along with brief discussions of basic
wireless channel models, such as AWGN and Rayleigh fading channels. In
addition, the concept of outage probability is introduced for better under-
standing of the following chapters. Moreover, the principles of BICM-ID
and Turbo codes are also explained, which act as key transmission tech-
niques adopted in our proposed system. Finally, several important relay
strategies and distributed source coding concept are also briefly described.

2.1 Review of Wireless Communication Ba-

sis

2.1.1 Digital Wireless Communication SystemModel

The physical layer level block diagram of the standard point-to-point dig-
ital communication system is shown in Fig. 2.1 [11]. At the transmitter
side, the discrete information bits are first source-encoded in order to re-
duce the source redundancy. After that, the data is channel-encoded for
the protection against transmission errors. Finally, the baseband signals
are modulated into radio frequency and transmitted. The received sig-
nals via the wireless channel are processed at the receiver step-by-step
for the recovery of the transmitted information. It should be emphasized
here that our core research interest is not in the issue of the indepen-
dent point-to-point case, but for the cooperative scenarios, composed of
multiple point-to-point channels.
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Figure 2.1: Block diagram of general digital communication system.

2.1.2 Wireless Channel Models

Wireless channels can be defined as the physical medium between the
output of the transmitter and the input of the receiver. Due to the impact
of the practical channel environment, the transmitted signals may suffer
from interferences, fading variations, path-loss, shadowing and etc. In
this dissertation, only additive white Gaussian noise (AWGN) and block
Rayleigh fading channel models are considered when evaluating the system
performance. Brief introductions of the both two models [12] are given as
follows:

AWGN Channel Model

Without loss of generality, we consider the simplest AWGN channel, where
the transceiver only has a single antenna pair. Basically, the received
signal y is a sum of the transmitted signal s and a white Gaussian noise
variables n, as

y = s+ n. (2.1)

Fading, interference, frequency selectivity and other channel properties
are not considered in the AWGN channel model, however, it is a useful
mathematical model for evaluating the basic system performances before
taking into account of other influences. It should also be noted that the
AWGN channel model is quite accurate for fixed terrestrial and satellite
communications.
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Block Rayleigh Fading Channel

Due to the obstacles of large objects such as buildings and vehicles in
urban areas, the arrived signals at the receiver may subject to the multi-
path propagation, which causes fading. In the Rayleigh fading model, the
amplitude of the transmitted signals will vary or fade according to the
Rayleigh distribution. It should also be noted that in the Rayleigh fading
channel, none of the paths along the transmitter and the receiver has a
dominating line-of-sight. Otherwise, it becomes a Rician fading model.

In modern wireless communications, data are usually divided into dif-
ferent frames and transmitted block-by-block. It is quite reasonable to
assume that the channel coherence time is almost as long as the dura-
tion of the transmitted frame (fading is neither too fast nor too slow),
which means that the channel gain changes block-by-block independently.
The received signal can be expressed according to the equivalent complex
baseband models as:

y = h · s+ n, (2.2)

where h is the complex channel gain, with the real and imaginary parts
being modelled by independent and identically distributed (i.i.d.) zero-
mean Gaussian processes.

2.1.3 AWGN Channel Capacity

We consider discrete-input continuous-output AWGN channel in the dis-
sertation. According to Shannon’s theory, the channel capacity is defined
as the maximum number of bits per channel use that could be correctly
transmitted through a noisy channel. Let the instantaneous channel SNR
and bandwidth be denoted by γ and B, respectively, the channel capacity
can be expressed by [13]

C = B log2(1 + γ). (2.3)

Without loss of generality, B = 1 is assumed. Shannon’s coding theorem
states that it is possible to design a code at the transmission rate R 6 C
that can achieve arbitrarily small error probability. Through the exploita-
tion of the equi-partitioning property (AEP) of joint typical sequences,
a Gaussian codebook can be designed such that the mutual information
between the input and output of the channel is maximized, given γ. For
a memoryless time-invariant channel, its mutual information is given by
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I(s;y) = h(y)− h(y|s)
= h(y)− h(s+ n|s)
= h(y)− h(n|s)
= h(y)− h(n), (2.4)

where h(y) = −
∫
y
p(y) log[p(y)]dy and h(y|s) =

∑
s∈s
∫
y
p(s, y) log[p(y|s)]dy.

It should be noted that the transmitted signal s and the AWGN noise n
are statistically independent. As stated by Shannon, the channel capacity
is equal to the mutual information between the channel input and output,
and the maximization is with respect to the input distribution p(s), which
can be formulated by

C = max
p(s)

I(s;y). (2.5)

As stated before, the AWGN channel capacity can be achieved by maxi-
mizing the transmitted sequences following by a Gaussian codebook.

2.1.4 Outage Probability

It has to be noted that the Shannon theorem provides the capacity only
for the deterministic channel. However, the parameters of practical chan-
nels usually vary in time, and therefore the instantaneous capacity of the
time-varying channel becomes less meaningful. Generally, the ergodic ca-
pacity and outage probability are the two practical ways to evaluating the
statistical channel capability.

With the ergodic property of the channel, the duration of the com-
munication is assumed to be long enough compared to the speed of the
channel variations, so that the receiver experiences all the possible fading
channel realizations. Hence, the time average of performance figures in
general can be replaced by their expectations. The ergodic capacity can
be calculated by averaging the instantaneous Gaussian capacity over the
probability density function (PDF) of the instantaneous SNR.

On the contrary, if the communication duration is not sufficiently long,
the fading variation will not be ergodic, unless the fading variation is very
fast (however unrealistic). It usually happens when channels are suffering
from slow fading. In this case, instead of the ergodic capacity, the channel
quality can be represented by outage probability.

9



As stated before, since block fading is assumed in this dissertation,
our focus is not on the channel quality over the communication dura-
tion. Instead, our focus is on frame-wise quality. Basically, if the channel
state information (CSI) is unknown to the transmitter, the adaptive coded
modulation (ACM) techniques can not be used, and hence the Shannon ca-
pacity supported by the instantaneous channel SNR may become smaller
than the required data transmitting rate, when the channel experiences
deep fading. Consequently, there is no guarantee that error-free trans-
mission can always be achieved for each frame. The outage probability
Pout(R) is the probability that the channel can not support the required
transmission rate R.

Given the instantaneous SNR γ, it can support a rate C(γ) = log2(1+
γ). The outage event happens when C(γ) < R or γ < 2R − 1, with an
outage probability being expressed by [14]

Pout(R) =Pr(r < 2R − 1)

=

∫ 2R−1

0

pγ(γ)dγ, (2.6)

where pγ(γ) represents the PDF of the instantaneous SNR.

2.2 Turbo Codes

The idea of Turbo codes was proposed by Berrou, Glavieux and Thiti-
majshima in [15] in 1993 for the first time as the practical code that can
asymptotically achieve the Shannon-limit performance in terms of bit er-
ror rate (BER). The excellent performance provided by the Turbo codes
immediately excited researchers both in academia and industry. During
the last 20 years, the research community has made a lot of achievements
related to the Turbo codes, or more in general, Turbo principle. Basically,
a Turbo code is formed by a parallel concatenation of two codes separated
by an interleaver. A block diagram of the Turbo code by a the parallel con-
catenation is shown in Fig. 2.2, where the two input information sequences
separated by a random interleaver are independently channel-encoded by
each component encoder. The random interleaver aims to make the two
encoded bit sequences statistically independent.

At the receiver side, instead of using the entirely optimal decoder re-
quiring high complexity, an iterative decoding precess takes place between
two component decoders, where soft information is exchanged in the form
of log-likelihood ratio (LLR) defined as:
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Figure 2.2: The block diagram of a simple Turbo encoder.

L (b) = ln

[
Pr (b = 1)

Pr (b = 0)

]
. (2.7)

It can be seen in (2.7) that, the definition of LLR is a logarithm of the
ratio of the probabilities of the bit being 1 or 0. During one iteration,
soft decoding is performed in each component decoder by using the Bahl-
Cocke-Jelinek-Raviv (BCJR) algorithm, to obtain the LLR of each bit, and
it is passed to another decoder as the soft input, as illustrated in Fig. 2.3.
It should be noted that the iterative decoding process can be evaluated
by the EXIT chart analysis. During the last 20 years, Turbo codes are
widely used in communication systems under operation, for example, 3G
cellular networks, satellite communications and other applications with
high reliability requirements.

Interleaver

Component

Decoder
Interleaver

De−Interleaver
Component

Decoder

Soft

Channel

Input
Parity 1

Parity 2

Systematic

Figure 2.3: The block diagram of a Turbo decoder principle.
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Convolutional 
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Bit-by-bit

Interleaver Mapping

b s

Figure 2.4: The BICM transmitter model.

2.3 BICM-ID Principles

Bit-interleaved coded modulation (BICM) was first proposed by Zehavi
in [7], with a purpose of increasing the diversity order of the Trellis-coded-
modulation (TCM) scheme [16]. It utilizes independent bit interleaver at
the bit level rather than symbol level.

An example of the BICM transmitter model is shown in Fig. 2.4. The
original information bits b are channel encoded, interleaved bit-by-bit,
and mapped on to a symbol s with a specified mapping rule.

At the receiver side, in order to improve the system performance, Li
and Ritcey applied an iterative decoding process into the original BICM
technique in [17], which is called BICM-ID. Importantly, the non-Gray
labelling rather than Gray mapping, is more suitable to BICM-ID. The
receiver model of BICM-ID is shown in Fig. 2.5. The critical point is
that, the extrinsic LLR of the coded bits is interleaved and fed back to
the demapper as a priori LLR, and demapping process is performed with
the help of the a priori LLR. The demapping output extrinsic LLR is
de-interleaved again, and input to the decoder. This process is repeated
until no more significant increase of a posteriori mutual information can
be achieved. Finally, hard decision is made based on a posteriori LLR of
the systematic bits.

Through iterations, the demapper can obtain more knowledge of the

Convolutional 

Decoder

De-interleaverDe-mapping

Interleaver

y

-

extrinsic

a priori

a posteriori

systemetic

a posteriori

extrinsic

Figure 2.5: The BICM receiver model.
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Figure 2.6: QPSK constellations with (a) Gray mapping and (b) non-Gray
mapping.

bits, and this process enhances the detection of one bit with the knowledge
of its neighbouring bits within one symbol. To explain this mechanism de-
scriptively, we use quaternary phase shift keying (QPSK) modulation as
an example of BICM-ID in this sub-section. Obviously, with the full a pri-
ori information of the bit at the position Bit 0, the bit at the position Bit
1 can be detected by comparing the Euclidean distances between the re-
ceived signal point and the two candidate constellation points. It is found
that with non-Gray mapping, the Euclidean distance to be compared is
longer than that with Gray mapping, which is illustrated in the left part
of Fig. 2.6(b). The similar properties can be found for 8PSK in Fig. 2.7.
Therefore, it is obvious that the non-Gray labeling pattern outperforms
the Gray mapping in the iterative decoding-and-demapping process [16].
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Figure 2.7: 8PSK constellations with (a) Gray mapping and (b) non-Gray
mapping.

2.4 Cooperative Communications

With the aims of achieving higher system throughput and transmission
reliability in future wireless networks, transmit diversity techniques us-
ing multiple antennas, such as space-time block coding (STBC) [18] have
been intensively studied in the past decades. The transmit diversity can
effectively reduce the detrimental effects of fading. Unfortunately, due
to the size and/or cost limitations of mobile devices, multiple antennas
can not always be supported in practice. However, with antenna sharing
strategies among single-antenna users, it is possible to form a virtual mul-
tiple antennas environment. In other words, different mobile users can
work cooperatively in order to exploit the spatial diversity without having
multiple antennas by each user. The main advantages of the cooperative
communication are summarized as follows:

• High Spatial Diversity Compared to the point-to-point transmis-
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sion, cooperative communications can achieve higher transmission
quality. Moreover, the physically separated antennas in a virtual
network can better reduce the effect of the shadowing than fixed
multiple-input multiple-output (MIMO) systems.

• High Throughput Higher throughput can be achieved through co-
operation by adopting adaptive resource allocation techniques such
as rate adaption and power allocation according to channel condi-
tions.

• Lower interference and Extended Coverage Interference can
be reduced if the cooperative network is deployed, together with
some cognitive frequency management techniques. If the system is
not interference-limited, the cooperation can extend the the network
coverage without having to introduce cognitive frequency manage-
ment.

• Adaptability to Network Condition According to the channel
conditions and interference, the cooperative communication system
can adaptively select different relays, change cooperation strategies,
and allocate resources available for transmission in the network.

A simple three-nodes relay system model, shown in Fig. 2.8, is de-
scribed as an example of the cooperative communication. During the time
when the source node communicates directly with the destination node via
the source-destination (S-D) channel, the broadcasted signals can be nat-
urally overheard by the relay node via the source-relay (S-R) channel. The
received signals at the relay are processed according to certain strategies,
and then forwarded to the destination through relay-destination (R-D)

S

R

D

Figure 2.8: A simple three nodes one-way relay model.
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channel during the next time slot. Finally, two copies of the original in-
formation will arrive at the destination node through the S-D and R-D
channels, yielding the diversity gain.

The overheard signals at the relay node can be processed by different
relay protocols before being forwarded to the destination. In this sub-
section, three popular relay strategies are introduced, as follows:

• Amplify-and-Forward
The amplify-and-forward (AF) is one of the simplest relay proto-
cols from the perspective of signal processing complexity. Basically,
the relay node only scales the received signals and then directly re-
transmit the amplified version to the destination. Finally, two copies
of the signals coming from the source and the relay are combined
at the destination for achieving spatial diversity. However, in AF,
the CSI knowledge of S-R channel is needed in order to select the
scaling factor [19] for optimal combining. It has to be noted that
noise component will also be amplified in AF, and the final detection
would become problematic if the quality of the S-R channel is low.
In this dissertation, AF is out of the focus and will not be discussed
further in detail.

• Compressed-and-Forward
With the compressed-and-forward (CF) relay strategy, the received
signal at the relay is quantized and compressed before being for-
warded to the destination (this technique is also known as estimate-
and-forward or quantize-and-forward). It is obvious that the re-
ceived signals at the relay and the destination are correlated, since
they are noisy versions of the same signals broadcasted from the
source. Hence, the relay node can compress the received signals
by utilizing the correlation and re-transmit them to the destination
(source coding is applied with the side information from the desti-
nation, such as Wyner-Ziv coding) [20] [21].

• Decode-and-Forward
The decode-and-forward (DF) strategy has been applied into most
of the practical distributed coding systems because of its excellent
performance [22]- [23]. In DF, the relay node performs decoding
of the received signals in order to recover the original information
sequences. After that, the recovered bits are re-encoded again and
forwarded to the destination. Due to the imperfect S-R channel, the
decoded bit sequences at the relay may contain some errors, which
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may cause significant performance loss if they are forwarded to the
destination. Therefore, it is common that the relay only forwards
the correctly decoded sequences, which is referred to as the selective
DF (S-DF). Nowadays, the DF is widely implemented in practical
systems [24] with powerful coding schemes, such as Turbo codes [22]
[25] and/or low density parity check (LDPC) codes [26] [23]to avoid
such scenario.

2.5 Distributed Source Coding

With traditional centralized source coding strategy, the redundancy of
the source information is compressed by a single encoder or multiple-
encoders that work jointly. However, due to many limitations such as
physical separation of the nodes and network topology, the cooperation
between different encoders is not always feasible, which has led to the
research direction to the distributed source coding technique (DSC). The
DSC deals with correlated source information compression at separated
nodes which do not communicate with each other. The theoretical lossless
compression bound of two separated sources was first proposed in [27] by
David Slepian and Jack Keil Wolf in 1973. It has been proven that, as long
as the joint decoder at the receiver side can fully exploit the knowledge of
the source correlation, DSC can achieve the same compression rate as an
optimal single encoder that jointly encode the source.

The concept of DSC can be well implemented into relay system where
the source and relay are regarded as separated transmitting nodes. For
instance, with the DF scheme, the re-constructed information sequence
to be forwarded to the destination from the relay is highly correlated
with the original data sequence sent from the source node, even though
some errors may be contained in the re-constructed sequence due to the
imperfect S-R channel. At the destination side, both signals transmitted
from the source and the relay are processed by one joint decoder, where
the correlation knowledge is exploited to improve the system performance.
The practical applications of this mechanism, such as distributed Turbo
code and distributed LDPC code can be seen in [25], [6] and [26].

2.6 Summary

In this chapter, some conceptional bases are briefly reviewed, such as
AWGN and Rayleigh channel models, AWGN channel capacity and out-
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age probabilities. Moreover, the Turbo principles, BICM techniques and
cooperative communication structures are introduced, as well as the dis-
tributed source coding. The preliminary studies will be used in the main
part of this dissertation.
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Chapter 3

DACC-Assisted Relay System
with BICM-ID Allowing
Intra-link Errors

Cooperative communication systems, especially the classical relaying tech-
niques, have been well studied in the past decades. In the conventional
S-DF assumption, if the relay can not perfectly recover the received bit
sequence, it will stop forwarding the sequence to the destination to avoid
error propagation. In [6], the author proposed a very simple doped accu-
mulator (DACC) assisted relay model allowing S-R link (intra-link) errors
with BPSK modulation. This system enables the relay to always forward
the re-constructed bit sequences, regardless of it contains errors or not.

In this chapter, we propose an extended work of [6] for higher or-
der modulations with the BICM-ID technique. First of all, the relay
system structure is presented, and the three location scenarios as well.
We provide the transmission strategies and coding/decoding algorithms
of the proposed system in detail. Convergence behavior analysis using
the EXIT charts is also provided. The system performances in terms of
BER and frame-error-rate (FER) are then evaluated through simulations
over AWGN and block Rayleigh fading channels. In addition, the influ-
ences of different relay locations are also studied. Finally, it is shown that
by assuming error free transmission for the intra-link, the proposed re-
lay topology is logically equivalent to an automatic repeat request (ARQ)
scheme. The throughput performance of the ARQ technique is also eval-
uated in this chapter.
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3.1 System Model

In this section, a very simple wireless one-way relay system is proposed,
which consists of three basic components, a source node, a relay node and
a destination node. Transmission protocols of the proposed relay system is
described as follows. During the first time slot, the original information bit
sequence b1 is broadcasted to both the relay and the destination nodes. At
the relay, the original information sequence is first re-constructed by either
performing channel decoding or only extracting the systematic part of the
coded bits. In the second time slot, the re-constructed bit sequence b2,
which may contain some errors, is interleaved, re-encoded and forwarded
to the destination node.

S R D

S R D

S

R

D

Location A

Location B

Location C

d3 =d1/4

d2 =d1/4d3 =3d1/4

d2 = 3d1/4
d1

d2 =d1
d3 =d1

Figure 3.1: System model with different relay location scenarios. d1 de-
notes the distance of the direct S-D channel.

Three relay location scenarios are considered in this chapter, as shown
in Fig. 3.1. Generally, we can allocate the relay node closer to the source
node (Location A) or closer to the destination (Location B), or the three
components to keep the same distance from each other (Location C). In
this dissertation, the subscripts •1, •2, and •3 are used to indicate the
S-D, R-D and S-R channels, respectively. The geometric gain of the S-R
channel with regard to the S-D channel can be defined as [28]

G3 =

(
d1
d3

)α

, (3.1)

where the path-loss exponent α is assumed to be 3.52 [29] in the simu-
lations presented in Section 3.4. It is straightforward to derive the geo-
metric gain of the R-D channel G2 in the same way. Moreover, without
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loss of generality, the geometric gain of the S-D channel, G1, is fixed to
one. Therefore, the received signals yi (i=1, 2, 3) at the relay and the
destination node can be expressed as:

y1 =
√
G1 · h1 · s1 + n1, (3.2)

y2 =
√
G2 · h2 · s2 + n2, (3.3)

y3 =
√
G3 · h3 · s1 + n3, (3.4)

where s1 and s2 represent the signal vectors transmitted from the source
and the relay, respectively. ni represents the zero-mean AWGN noise
vector of the three channels with the variance σ2

n per dimension. The
fading channel gain, hi, is assumed to be one in the AWGN channel,
and thereby the instantaneous received SNR is determined by the noise
variation σ2

n and the geometric gains Gi. However, in fading channels, hi

becomes time-varying. The average received SNRs via different channels
for each location scenario are evaluated as follows: given the path-loss
parameter α equal to 3.52 [29], we have Γ3 = Γ1 + 21.19 and Γ2 = Γ1 +
4.4 in Location A; Γ3 = Γ1 + 4.4 and Γ2= Γ1 + 21.19 in Location B; Γ1

= Γ2 = Γ3 in Location C, where the unit is in dB.

3.2 Decoding Schemes

The block diagram of the proposed relay transmission system is shown in
Fig. 3.2. In this system, since the relay does not aim to perfectly eliminate
the intra-link errors, we do not need strong codes: only memory-1 half
rate (Rc = 1/2) systematic non-recursive convolutional code (SNRCC)
with generator polynomial (3,2)8 is adopted for both encoders C1 and C2.
At the source node, the original information sequence b1 is first encoded
by C1. Then, the encoded bit sequences are interleaved by a random
interleaver Π1 and doped-accumulated by a DACC (with a doping rate
Pd1). Then, the outputs of DACC are mapped onto symbols s1 according
to the specified BICM method, and broadcasted to both the relay and the
destination nodes during the first time slot.

According to our proposed relay strategy, the broadcasted signal ar-
rived at the relay node is first fed to the demapper, followed by the decoder
DACC−1 of DACC. The extrinsic LLR output from DACC−1 is fed to the
de-interleaver Π−1

1 . One of the choices is that, the relay aims to recover the
original information bit sequence b1 by performing fully iterative decod-
ing/detection between demapper-plus-DACC−1 and the decoder D1 of C1,
and make hard decisions on the output of the decoder. However, instead
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Figure 3.2: Structure of the proposed Slepian-Wolf relay system.
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of performing the fully iterative decoding/detection between demapper-
plus-DACC−1 and D1, only one round of Viterbi decoding (referred to as
one-round-Viterbi DF in the following sections) or even only extracting
the systematic bits (referred to as EF) may result in similar performance
at the destination. With this technique, we can significantly reduce the
complexity due to performing iteratively the Bahl, Cocke, Jelinek and
Raviv (BCJR) algorithm for a posteriori decoding of DACC and channel
code C1.

With our technique, the sequence b2 that may contain some errors
is still allowed to be forwarded to the destination, which eliminates the
error-free transmission requirement over the intra-link. In this case, the
complexity of the relay can be further reduced. After that, the recovered
bit sequence b2 is again random interleaved by Π0, channel encoded by
C2, interleaved by a random interleaver Π2 and fed to DACC (with doping
ratio Pd2). The purpose of the use of Π0 is such that the interleaved
sequence Π0(b2) is made statistically independent of b1. Finally, the bit
sequence is mapped into s2, and transmitted to the destination during the
second time slot.

At the destination, detection processes for the signals y1 and y2 re-
ceived during the first and second time slots, respectively, are first per-
formed independently as shown in Fig. 3.2. At this stage, fully iterative
docoding/detection is adopted between demapper-plus-DACC−1 and Di,
which is referred to as horizontal iterations (HIs) [6]. After each round
of HI, the extrinsic systematic LLRs obtained from the two decoders D1

and D2 are further exchanged between them, of which process is referred
to as vertical iterations (VIs), where the extrinsic systematic LLR is up-
dated by the function fc as detailed in sub-section 3.2.3. By utilizing the
function fc, the extrinsic systematic LLRs, forwarded by the relay, help
the decoder eliminate the errors in the original bit sequence b1 by exploit-
ing the correlation knowledge between the source and the relay. Finally,
the detection of b1 can be completed by making hard decisions of the a
posteriori LLRs of the uncoded (systematic) bits outputs from D1.

3.2.1 Doped Accumulator

The doped accumulator has the same structure as the memory-1 half rate
systematic recursive convolutional code (SRCC), as shown in Fig. 3.3.

The output of DACC is a mixture of systematic (input) bits and the
coded bits, where only every Pd-th (Pd is referred to as the doping ratio)
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Doping ratio: Pd
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Figure 3.3: System model of Memory-1 doped accumulator.
.

of the systematic bits is replaced by the corresponding coded one, and
the process is terminated within each frame. For instance, let a short
sequence s1s2s3s4s5s6 be the input of DACC and c1c2c3c4c5c6 denote the
coded sequence accordingly. If Pd is set at 2, the final output of DACC
will be s1a2s3a4s5a6. It should be noted that DACC itself does not change
the overall code rate because the rate of DACC is one. The purpose of
using DACC is to reshape the EXIT curve of the demapper and keep the
convergence tunnel open.

3.2.2 BICM-ID Demapper

As stated in Section 2.3, further improvement of decoding performance can
be expected using the BICM-ID technique with the help of a priori LLR
fed back from the decoder [30] over BICM. Also, as described in Section
2.3, non-Gray mapping, rather than Gray mapping, should achieve better
performance of BICM-ID. The extrinsic LLRs of v-th bit of symbol s after
the demapper can be expressed as [31]

Le (sv) = ln
Pr (sv = 1 | y)
Pr (sv = 0 | y)

= ln

∑
sϵS1

{
exp

{
− |y−his|2

2σ2
n

}∏M
w ̸=v exp (swLa (sw))

}
∑

sϵS0

{
exp

{
− |y−his|2

2σ2
n

}∏M
w ̸=v exp (swLa (sw))

} , (3.5)

where S1 (S0) denote the sets of mapping pattern having the v-th bit being
one (zero), respectively. M represents the number of the bits per symbol
and La(sw) represents the LLRs fed back from the decoder corresponding
to the bit in the w-th position of the patterns. The output extrinsic LLRs
of the demapper are then forwarded to the decoder DACC−1 of DACC.
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Figure 3.4: EXIT chart of the BICM-ID demapper, SNR = 2 dB.

Comparisons of the EXIT curves are shown in Fig. 3.4 between Gray
mapping and non-Gray mapping using QPSK, assuming the SNR of the
direct transmission being 2 dB. It is found that with Gray mapping, the
EXIT curve is entirely flat regardless of the a priori information, which
means that the feedback from the decoder does not help the demapper im-
prove performance through the iterative process. By using non-Gray map-
ping, obviously, the righthand side of the EXIT curve rises up as the given
a priori information increases, but still it can not achieve (1,1) mutual in-
formation point. However, the EXIT curve of demapper-plus-DACC−1

changes the shape of its EXIT curve and it finally reaches a point very
close to the (1,1) mutual information point, which can be well matched
with the EXIT curve of the decoder of convolutional codes. Therefore,
the error floor is completely avoided (or at least reduced to a very small
level) by this technique.
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3.2.3 LLR Updating Function

As described above, our technique can improve the performance of the
distributed relay system by utilizing the correlation knowledge between
the source and the relay. The recovered information bits at the relay node
may contain some errors, but they are still correlated with the original
information. The correlation value is denoted by the error probability pe
of the intra-link, which can be estimated by using the a posteriori LLRs
of the uncoded (systematic) bits, Lu

p,D1 and Lu
p,D2

1 output from the two
decoders D1 and D2, as [6]:

p̃e =
1

N

N∑
n=1

eL
u
p,D1 + eL

u
p,D2(

1 + eL
u
p,D1

)(
1 + eL

u
p,D2

) , (3.6)

where N denotes the number of the a posteriori LLR pairs from the two
decoders with sufficient reliability. Specifically, only the LLRs with their
absolute values greater than a given threshold can be chosen. The thresh-
old is set at 1 in our simulations, due to that the memory-1 code in our
system is not strong [6].

With the error probability pe, we can straightforwardly derive (3.7) [32]
as follows:

Pr(b2 = 0) = (1− pe)Pr(b1 = 0) + pePr(b1 = 1),

Pr(b2 = 1) = (1− pe)Pr(b1 = 1) + pePr(b1 = 0). (3.7)

Based on the relationship in (3.7), the two decoders D1 and D2 ex-
change the LLRs updated by exploiting pe, through the LLR updating
function fc [33], which can be defined as follows:

fc(x) = ln
(1− pe) · exp (x) + pe
(1− pe) + pe · exp (x)

, (3.8)

where the input value x represents the interleaved and/or de-interleaved
extrinsic LLRs of the uncoded bits, Lu

e,D1
and Lu

e,D2
, output from the two

decodersD1 andD2, respectively. The outputs of fc are the updated LLRs
by exploiting pe as the correlation knowledge of the intra-link. Specifically,
the extrinsic information of one decoder is fed to the other one as the a

1In the dissertation, Lu
∗ and Lc

∗ denote LLRs of uncoded and coded bits, respectively,
while L∗

a,Di
, L∗

p,Di
and L∗

e,Di
represent the a priori, a posteriori and extrinsic LLRs of

channel decoder Di, respectively.
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priori information, and the VI operations at the destination node can be
expressed as:

Lu
a,D1

= fc
{
Π−1

0

(
Lu
e,D2

)}
, (3.9)

Lu
a,D2

= fc
{
Π0

(
Lu
e,D1

)}
. (3.10)

3.3 EXIT Chart and Convergence Analysis

The three-dimensional (3D) EXIT analysis is provided in this section to
evaluate the convergence behavior of the proposed relay system [33]. In
this dissertation, we only focus on the decoder D1 because the final target
of the relay system is to successfully retrieve the original information bit
sequence b1. As shown in Fig. 3.2, the a priori LLRs of the uncoded bits
Lu
a,D1

(the updated version of Lu
e,D2

) and the coded bits Lc
a,D1

are exploited
in D1. Hence,

Ice,D1
= T c

D1
(Lc

a,D1
, Lu

e,D2
, pe), (3.11)

where Ice,D1
denotes the extrinsic mutual information between the extrinsic

LLR output Lc
e,D1

of D1, and the channel-coded bits by C1. L
u
e,D2

denotes
extrinsic LLR of the uncoded bits, output from D2, and it is fed to D1 as
its a priori information Lu

a,D1
with which the correlation knowledge can

well be utilized at the destination.
The 3D EXIT chart can be used to examine the influence of the source-

relay correlation. Fig. 3.5 shows that when the intra-link error probability
pe is small (pe = 0.02), indicating that the source and relay are highly
correlated, Iue,D2

has a significant influence on T c
D1
(·). However, when pe is

large (pe = 0.25), Ice,D1
does not increases much even when Iue,D2

becomes
large, which can be clearly seen in Fig. 3.6. In other words, with small
pe values, the impact of D2 has to be deeply examined since the decoder
D2 can provides significant help when the source and relay are highly
correlated. When pe approximates 0.5, the EXIT analysis for the decoder
D1 reduces to the two-dimensional case, since the effect of Lu

e,D2
tends to

be negligible.
The convergency behaviors of the proposed relay system are presented

in Figs. 3.7 to 3.10 for Locations B and C, with modulation schemes of
QPSK and 8PSK. We plot extrinsic mutual information of the output of
the decoder D1, which is equivalent to the a priori mutual information
of the input of demapper-plus-DACC−1 in 3D EXIT charts. The trajec-
tories of the mutual information were obtained through simulations, by
measuring the exchange of the LLRs between D1 and the demapper-plus-
DACC−1, and the results are also plotted in Figs. 3.7 to 3.10. It is found
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Figure 3.5: 3D EXIT chart, pe = 0.02, Γ1 = -4.5 dB, Location A, QPSK.
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Figure 3.6: 3D EXIT chart, pe = 0.25, Γ1 = -4.5 dB, Location A, QPSK.
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Figure 3.7: 3D EXIT chart and trajectory of the proposed system, Loca-
tion B, QPSK, Γ1 = -0.5 dB.
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Figure 3.8: 3D EXIT chart and trajectory of the proposed system, Loca-
tion C, QPSK, Γ1 = 1.2 dB.
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Figure 3.9: 3D EXIT chart and trajectory of the proposed system, Loca-
tion B, 8PSK, Γ1 = 2.9 dB.
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Figure 3.10: 3D EXIT chart and trajectory of the proposed system, Lo-
cation C, 8PSK, Γ1 = 4.5 dB.

30



that with our technique, if the SNR values are larger than the threshold
at which the two EXIT surfaces open, the trajectory goes between the
two surfaces and can finally reach a point very close to the (1,1,1) mutual
information point. Based on the 3D EXIT chart analysis, the average
SNR of S-D channel Γ1 required for keeping convergence tunnel opening
in the Locations A, B and C are around -4.6 dB, -0.5 dB and 1.2 dB for
QPSK, and -2.4 dB, 2.9 dB and 4.5 dB for 8PSK. It should be noticed that
the doping ratio of DACC also has the significant impact on the EXIT
behaviour. In this dissertation, the optimal doping ratios were found by
a brute-force search (the gap between the two EXIT surfaces with all the
possible doping ratio values were tested, and the best pairs of Pd1 and Pd2

yielding the smallest threshold), which are found to be Pd1 = Pd2 = 5, 5,
3 for QPSK and = 4, 2, 8 for 8PSK, in scenarios A, B and C, respectively.

3.4 Simulation Results

Figs. 3.12 and 3.13 show results of the simulations conducted to evalute
the BER performances of the proposed relay system with QPSK and 8PSK
modulations in AWGN channels, respectively, where the frame length of
the transmitted information was set at 10000 bits. Based on the EXIT
analysis, 30 horizontal iterations were performed at the destination node
and meanwhile 5 vertical iterations took place between the two decoders
D1 and D2 during each horizontal iteration, totalling 150 iterations.

It is clearly seen that Turbo cliff can be achieved in our proposed relay
system over AWGN channels. Fig. 3.12 shows that when performing the
channel decoding at the relay node using QPSK modulation, the BER
performance in Location A is much better than that of the other cases.
However, the Location C scenario has the worst BER performance, due
to the fact that no geometric gain is achieved when the three nodes are
equally separated, compared to the other two scenarios. Actually, the
BER performance of the whole system is affected by both the S-D and the
R-D channels. There will be an optimal point between the source and the
relay yielding the lowest error rate, which will be discussed in Chapter 5.

Fig. 3.12 also presents the BER curves by using EF relay strategy,
where only the systematic part of the coded bits are extracted at the
relay, without performing channel decoding. According to Fig. 3.11, the
intra-link BER performances with the EF scheme are shown to be worse
than that with the one-round-Viterbi DF scheme (only one round Viterbi
decoding takes place for the both DACC−1 and D1 at the relay; no fully
iterative decoding between them is performed, as stated in Section 3.2)
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for both QPSK and 8PSK modulations. However, it can be clearly seen
in Fig. 3.12 that the EF scheme can achieve very close BER performance
as that with the one-round-Viterbi DF strategy using our proposed relay
system, especially in Location A. The reason is that, when the relay node
is approaching the source, intra-link becomes very strong and therefore
both one-round-Viterbi DF and EF schemes can almost fully recover the
original bit sequence at the relay. However, when relay is close to the
destination node as in Location B, a certain gap appears between BER
curves of the system with the one-round-Viterbi DF and EF schemes. The
reason is because, for example, when Γ1 is around 0 dB (Γ2 becomes 4.4
dB), the intra-link BER difference between the one-round-Viterbi DF and
EF schemes becomes larger, and still roughly around 1 dB BER difference
remains at the destination. In the case of Location C, the BER gap
between one-round-Viterbi DF and EF is much less than that of Location
B. This is because in Location C, when the Γ1 is around 1.2 dB (Γ2 =
Γ3), one-round-Viterbi DF and EF schemes still achieve very similar intra-
link BERs as shown in Fig. 3.11, and hence the difference does not have
significant impact on the system performance as a whole. In this sense,
the EF scheme also achieves good performance, while the relay complexity
can be further reduced. Similarly, the BER performances for the 8PSK
modulation scheme are presented in Fig. 3.13 in AWGN channels.

Finally, the FER performance in block Rayleigh fading channels using
QPSK and 8PSK modulation schemes are shown in Fig. 3.14 and Fig. 3.15.
The interleaver lengths are set at 2400 bits for the both QPSK and 8PSK
cases. The doping ratios of the DACCs are set at the same as in the AWGN
channel’s cases for Locations A, B and C. Comparisons are provided be-
tween our proposed Slepian-Wolf relay system and the conventional S-DF
scheme. For the S-DF scheme, only the error-free re-constructed data
sequences are forwarded from the relay to the destination. The FER per-
formances can be seen in Fig. 3.14, where the point-to-point transmission
with the same transmission parameters are also shown for comparison.
Clearly, in Location B and Location C, there are around 1-2 dB gains
with our proposed system over the S-DF system. However, this improve-
ment becomes very small in Location A. The reason is that, when relay is
very close to the source as in Location A, the intra-link error probability
becomes almost 0 due to the large geometric gain, and therefore almost
all the re-constructed sequences have no errors, and hence are forwarded
to the destination with S-DF, which is almost equivalent to our proposed
Slepian-Wolf relay system.
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Figure 3.12: BER performances of the proposed system, QPSK.
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Figure 3.13: BER performances of the proposed system, 8PSK.
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3.5 Relationship to ARQ Technique

If the intra-link of our propsed relay system is assumed to be error free,
it is logically equivalent to a simple Automatic Repeat Request (ARQ)
scheme, where the R-D channel corresponds to the re-transmission: no
LLR updating by the fc function is needed because pe = 0 in this case.
If the transmitter is acknowledged, indicating that the frame is correctly
detected, it continues to transmit the next data frame. However, if er-
rors are detected in the current frame, re-transmission is invoked. Unlike
the conventional ARQ scheme, with our proposed scheme, the frame to
be re-transmitted is first input to a random interleaver before being re-
transmitted, which is equivalent to the case when relay perfectly recovers
the source bits and interleaves them before re-encoding. The FER for
the first and second transmission are denoted by P1 and P2, respectively.
Finally, if both transmissions fail, the receiver works exactly the same as
our proposed relay system, where the two received frames are connected
by VI and HI. Let the error probability of this stage be denoted by P3.
Obviously, P3 << P1 and P3 << P2. Assuming selective repeat ARQ, the
average throughput Tave is given by

Tave = Rc [(1− P1) + 0.5P1 (1− P2) + 0.5P1P2 (1− P1P2P3)]

= Rc [1− 0.5P1 (1 + P2P3)] , (3.12)

where Rc denotes the per-transmission normalized spectrum efficiency of
the transmission chain, including the channel coding rate and modulation
multiplicity. QPSK is used as the modulation scheme and half rare con-
volutional code, specified in Section 3.2, is used, hence Rc = 1. 10000
frames were transmitted and the frame length was set at 4000. It can
be seen in Fig. 3.16 that the FER curves of P1 and P2 are almost the
same, because the first and second transmissions use the same transmis-
sion parameters. By performing HI and VI decoding processes, errors
are significantly reduced, and hence the P3 value is dramatically reduced.
The average throughput curve of the system is presented in Fig. 3.17. It
is found that when SNR is around -2.5 dB, the average throughput sud-
denly increases and exhibits again a flat shape, when -2.5<SNR<2 (dB).
At this stage, errors are significantly reduced by utilizing the correlated
frames received from the first and second transmissions. Tave = 0.5 indi-
cates the per-transmission normalized spectrum efficiency assumed in the
simulation (=1) divided by the total transmission times (=2). After the
SNR reaches 2 dB, the curve again rises, and with SNR≥ 3 dB, Tave = 1,
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Figure 3.16: FER of the average throughput of the ARQ scheme using
QPSK in AWGN channel.

which indicates that errors are all removed by decoding the received frame
transmitted at the first transmission. Average throughput with the con-
ventional ARQ that does not perform VI is also plotted in Fig. 3.17. It is
found that with the conventional ARQ, the flat part of -2.5<SNR<2 (dB)
diminishes.

3.6 Summary

The main objective of this chapter has been to propose a one-way relay
system allowing intra-link errors with higher order modulations, in order
to achieve higher spectrum efficiency.

First of all, a simple relay system model was proposed for the coopera-
tive transmission over AWGN and block fading channels, which combines
the BICM-ID technique with higher order modulation. The novelty of
the proposed structure lies in the fact that the relay allows intra-link er-
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Figure 3.17: The average throughput of the ARQ scheme using QPSK in
AWGN channel.

rors, remaining in the re-constructed information bit sequence. Instead of
discarding the frame containing some errors after re-construction, which
is the case of the conventional S-DF scheme, the frame containing errors
are interleaved, re-encoded, and forwarded to the destination. The intra-
link error probability is utilized as the correlation knowledge between the
information sequence transmitted from the source and relay nodes. The
correlation can be estimated and exploited at the destination via vertical
iterations between the two decoders. It has been shown in the 3D EXIT
charts that, the EXIT surface of demapper-plus-DACC−1 exhibits excel-
lent matching with that of a memory-1 systematic convolutional code with
the help of vertical iterations.

The proposed system does not require heavy decoding process at the
relay, since only one-round-Viterbi-DF, is performed for DACC−1 and D1.
To further reduce the complexity of the relay, even simply extracting the
systematic part of the coded bits recovered by the DACC−1 without per-
forming channel decoding, EF, does not lead to significant performance
loss at the destination. It is found from the BER simulation results that
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very similar performances can be achieved with the two decoding tech-
niques at the relay described above, especially in Location A and Location
C. This observation implies the superiority of the correlation exploiting
method used in the proposed system. Thereby, excellent BER perfor-
mances can be achieved without requiring high computational complexity
at the relay.

Finally, the relationship between the proposed relay system and an
ARQ technique was set up based on the relay system described in this
chapter. In contrast with conventional ARQ strategies, the re-transmitted
information bit sequence has to be interleaved before being encoded. The
advantages of the proposed ARQ structure over the conventional ARQ
that does not perform VI have been shown in terms of the throughput
efficiency.
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Chapter 4

Theoretical Outage
Probability Analysis of
Slepian-Wolf Relay System

In the previous chapter, we analyzed the performance of a Slepian-Wolf
relay system exploiting correlation knowledge between source and relay.
However, no theoretical bound has been provided so far. The primary goal
of this chapter is to derive the theoretical outage probability of the corre-
lated source transmission system based on a distributed coding technique
over block Rayleigh fading channels. As mentioned above, throughout this
dissertation, a simple one-way relay system is considered in the framework
of two correlated source transmission.

First of all, the Slepian-Wolf theorem is introduced in detail as our the-
oretical framework. Two cases of the relay system model are considered
in this chapter: in Case 1, the intra-link error is modeled by a bit-flipping
method and the error probability pe is assumed to be constant; in Case 2
the intra-link is also assumed to suffer from block Rayleigh fading and pe
is assumed to be represented by the Hamming distortion, where the rate
distortion function is used to describe the pe value, given the instanta-
neous SNR of the intra-link. We define the theoretical outage probability
of the proposed systems over block Rayleigh fading channels in both the
two cases, based on the Slepian-Wolf theorem. Then, the mathematical
expressions of the outage probabilities are derived as the main part of
this chapter. Moreover, the asymptotic properties of the outage curves
in Case 1 are mathematically proven, which are shown to be consistent
with simulation results, for the practical system investigated in the pre-
vious chapter. The impact of the relay location on outage performance is
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not theoretically investigated, because in practice, pe depends on the relay
location, however, in Case 1, it is used as a parameter indicating the intra-
link error probability. The relay location is taken into account only in the
simulations conducted to verify the consistency between the theoretical
outage and FER performance results. In Case 2, the theoretical outage
performances are presented considering the impact of different relay loca-
tion scenarios. This is made possible because pe is obtained theoretically
as a function of the instantaneous SNR of the intra-link.

4.1 Slepian-Wolf Theorem

Slepian-Wolf theorem is well known when dealing with lossless compres-
sion of correlated sources with high efficiency. In the example of a dis-
tributed source coding model shown in Fig. 4.1, the physically isolated
data sequences b1 and b2 are separately compressed by their own single
encoders. At the receiver side, the two correlated data streams (with their
rate after compression being R1 and R2, respectively) are jointly decoded
by a single decoder. According to the contribution made by David Slepian
and Jack K. Wolf in [27], it has been proven that by exploiting the correla-
tion knowledge of data streams at the destination, the distributed source
coding can achieve the same rate after compression as the optimum single
encoder which compresses the sources jointly.

Encoder 1

Encoder 2

Joint

Decoder

1
b

2
b

1
b
~

2
b
~

at rate R1  

at rate R2  

Figure 4.1: Block diagram of Slepian-Wolf coding.

According to the Slepian-Wolf theorem [27], if R1 and R2 satisfy the
following three inequalities, the transmitted data can be recovered with
arbitrary low error probability.

R1 > H(b1 | b2), (4.1)

R2 > H(b2 | b1), (4.2)

R1 +R2 > H(b1,b2), (4.3)
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where H(b1 | b2) and H(b2 | b1) denote the conditional entropy of b1 and
b2, given the information of b2 and b1, respectively, andH(b1,b2) denotes
the joint entropy of the correlated information b1 and b2. The admissible
rate region identified by this theorem is shown in Fig. 4.2. When the
rate R1 for transmitting the information stream b1 is equal to its entropy
H(b1), the rate R2 for transmitting the information stream b2 can be less
than its entropyH(b2), but it has to be larger than the conditional entropy
H(b2 | b1), as indicated by the point X1 in Fig. 4.2. Similarly, when b2

is transmitted at the rate H(b2), then b1 can be transmitted at the rate
which is less than H(b1), but should be larger than H(b1 | b2). Since
the binary symmetric source model (Pr(1)=Pr(0)=0.5) is assumed in this
dissertation, H(b1) = H(b2) = 1, H(b1 | b2) = H(b2 | b1) = H(pe),
H(b1,b2) = 1 +H(pe) with H(pe) = −pe log2(pe)− (1− pe) log2(1− pe).

Admissible  

   Region 

H(b1|b2) H(b1) H(b1 , b2)

H(b2)

1

2

H(b1 , b2)

R1

R2

H(b2|b1)
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X
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1

Figure 4.2: Admissible Slepian-Wolf rate region.

4.2 Case 1: Slepian-Wolf Relay with Pa-

rameterized Intra-link

4.2.1 System Model

The proposed one-way relay transmission model of Case 1, as shown in
Fig. 4.3, is the same as the system described in Chapter 3, only with
a difference that neither practical transmission chain nor its related pa-
rameters is considered. In practice, the value of pe depends on many
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parameters, related to the intra-link transmission such as modulation-
and-detection schemes and/or encoding-and-decoding methods. pe does
not have to represent the bit error probability of the real raw intra-link
signal transmission. It represents the error probability of the virtual link
between source and relay node.

The intra-link of this relay system is assumed to be represented by
a simple bit-flipping model [34], where some of the information bits re-
constructed at the relay node are the flipped versions of their correspond-
ing original information bits at the source. Specifically, b1 denotes the
original information bit sequence broadcasted from the source node, while
b2 is the recovered bit sequences at the relay node, regardless of whether
the strategy is one-round-Viterbi DF or EF. Therefore, the model is more
abstract than that described in Chapter 3, because the goal of this chapter
is to derive the outage probability theoretically. b2 = b1 ⊕ e with proba-
bility Pr(e = 1) = pe. The pe value can be estimated by the destination,
block-by-block, as presented by [6], and hence, making an assumption that
pe is known to the destination is reasonable in the theoretical analysis.

source

relay

destination

b1

b2

e
pe ��

� �

)1(Pr

12 beb

block Rayleigh 

fadingvirtual channel

Figure 4.3: System model of the proposed relay system of Case 1.

In this model, both S-D and R-D channels are assumed to suffer from
block Rayleigh fading. Two scenarios, the two channels are temporally
uncorrelated and correlated, are analyzed in the following sub-sections.

4.2.2 Outage Probability Definition

In this sub-section, outage probability of the relay model described above
is defined over block Rayleigh fading channels. The outage probability
definition has been already provided in Sub-section 2.1.4.
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As shown in Fig. 4.2, the entire rate region for the rate pair R1 and
R2 can be divided into 4 parts, with Pj (j = {1, 2, 3, 4}), representing the
probability that the rate pair (R1, R2) falls into Part j . The common ad-
missible rate region for the case of two correlated sources can be expressed
by an unbounded polygon, which corresponds to Part 3 of the rate region
shown in Fig. 4.2. The two correlated bit streams can not be successfully
recovered if the rate pair (R1, R2) does not falls into the admissible region
Part 3. Hence, the outage event happens when R1 and R2 fall outside the
Slepian-Wolf admissible region, with the probability of

Pout,sw =1− P3

=P1 + P2 + P4. (4.4)

However, considering the relay system described before, Part 4 should
also be included in the admissible rate region [35], because in the one-
way Slepian-Wolf relay system investigated in this dissertation, we only
focus on the transmission of the source information b1. The data to be
transmitted from the relay node is actually the erroneous copy of the
original information bit stream, interleaved by Π0 as shown in Fig. 4.3. In
other words, an arbitrary value of R2 is satisfactory as long as R1 is larger
thanH(b1). In this case, the outage event happens when the pair (R1, R2)
falls in Part 1 or Part 2, and the outage probability of the Slepian-Wolf
relay model considered in this dissertation is defined as

Pout =1− P3 − P4,

=P1 + P2. (4.5)

According to Shannon’s source-channel separation theorem, the rela-
tionship between the threshold instantaneous SNR and its corresponding
rate Ri allocated to the source i is given by

Ri =
1

Rci

log(1 + γi), i = 1, 2 (4.6)

where Rc1 and Rc2 represent the spectrum efficiency of the transmission
chain, including the channel coding rate and the modulation multiplicity
of the S-D channel and R-D channel, respectively [34]. According to [36],
the conditions on R1 and R2 to achieve arbitrary low bit error rate are
given by1

P1 =Pr [0 < R1 < H(b1 | b2), R2 > 0]

=Pr
[
0 < γ1 < 2Rc1H(b1|b2) − 1, γ2 > 0

]
. (4.7)

1A Gaussian codebook is assumed for channel coding.
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P2 = Pr [H(b1 | b2) < R1 < H(b1), R1 +R2 < H(b1,b2)]

= Pr
[
2Rc1H(b1|b2) − 1 < γ1 < 2Rc1H(b1) − 1,

0 < γ2 < 2

[
Rc2H(b1,b2)−Rc2

Rc1
log(1+γ1)

]
− 1
]
. (4.8)

4.2.3 Outage Calculation

In this sub-section, the outage probability of the Slepian-Wolf relay system
over block Rayleigh fading channels is derived.

Temporally Uncorrelated Channels

With an assumption that both S-D channel and R-D channel suffer from
statistically uncorrelated (here, independent, because the complex envelop
hi of the Rayleigh fading can be represented by two dimensional Gaussian
random process) block Rayleigh fading, the joint PDF of the instantaneous
SNR can be expressed as p(γ1, γ2) = p(γ1)p(γ2) [37], with

p (γi) =
1

Γi

exp(−γi
Γi

), i = 1, 2 (4.9)

where Γi = GiEs,i ⟨| hi |2⟩ / (2σ2) (i = 1, 2), denoting the normalized aver-
age SNR of S-D channel and R-D channel, respectively, with Es,i being the
per-symbol energy of the signal. Based on (4.7) and (4.8), the probabilities
P1 and P2 can be mathematically derived as follows

P1 =

∫ 2Rc1H(b1|b2)−1

γ1=0

∫ ∞

γ2=0

p (γ1) p (γ2) dγ1dγ2,

=

∫ 2Rc1H(b1|b2)−1

γ1=0

1

Γ1

exp(−γ1
Γ1

)dγ1

= 1− exp

[
−2Rc1H(b1|b2) − 1

Γ1

]
. (4.10)
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and

P2 =

∫ 2Rc1H(b1)−1

γ1=2Rc1H(b1|b2)−1

∫ 2
[Rc2H(b1,b2)−

Rc2
Rc1

log2(1+γ1)]−1

γ2=0

p (γ1) p (γ2) dγ1dγ2

=

∫ 2Rc1H(b1)−1

γ1=2Rc1H(b1|b2)−1

p (γ1)

[
− exp

(
−γ2
Γ2

)]2[Rc2H(b1,b2)−
Rc2
Rc1

log2(1+γ1)]−1

γ2=0

dγ1

=
1

Γ1

∫ 2Rc1H(b1)−1

γ1=2Rc1H(b1|b2)−1

exp

(
−γ1
Γ1

)[
1− exp

(
1

Γ2

− 2Rc2H(b1,b2)

Γ2(1 + γ1)
Rc2
Rc1

)]
dγ1.

(4.11)

Unfortunately, the derivation of an explicit expression of (4.11) may
not be possible. Hence, instead, the trapezoidal numerical integration [38]
method is used to calculate P2 in Section 4 of this chapter.

Correlated Channels

This sub-section derives P1 and P2 taking into account the correlation
ρ = ⟨h1h

∗
2⟩ of the fading variations. According to [37], when S-D channel

and R-D channel are correlated, the signal amplitudes A1 and A2 (Ai =√
Gi ⟨|hi|⟩2Es,i) follow the joint PDF p(A1, A2), as shown in (4.12):

p(A1, A2) =
4A1A2

Pr1Pr2(1− |ρ|2)
I0

[
2 |ρ|A1A2√

Pr1Pr2(1− |ρ|2)

]
exp

[
−

A2
1

Pr1
+

A2
2

Pr2

1− |ρ|2

]
,

(4.12)

where I0(·) is the zero-th order modified Bessel’s function of the first
kind. We define the average SNR Γi = Pri/ (2σ

2) (i = 1, 2), where
Pri =

⟨
GiEs,i |hi|2

⟩
denotes the average received signal power. Since I0(x)

can be expanded into a series I0(x) =
∑∞

n=0
(x/2)2n

(n!)2
, (4.12) can be re-

written as [39]

p(A1, A2) =
4A1A2

Pr1Pr2(1− |ρ|2)
exp

(
−A2

1/Pr1

1− |ρ|2
− A2

2/Pr2

1− |ρ|2

)
∞∑
n=0

1

(n!)2

(
|ρ|A1A2√

Pr1Pr2(1− |ρ|2)

)2n

=
∞∑
n=0

q
(n)
1 q

(n)
2 , (4.13)
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where q
(n)
1 and q

(n)
2 can be expressed as

q
(n)
1 =

2A2n+1
1 |ρ|n

P n+1
r1 (1− |ρ|2)n+1/2

exp

(
−A2

1/Pr1

1− |ρ|2

)(
1

n!

)
, (4.14)

q
(n)
2 =

2A2n+1
2 |ρ|n

P n+1
r2 (1− |ρ|2)n+1/2

exp

(
−A2

2/Pr2

1− |ρ|2

)(
1

n!

)
. (4.15)

Since p(A1, A2) can be factored into a product of two independent
terms, each for its corresponding random variable, it is easy to calculate
P1 and P2 by substituting (4.13)–(4.15) and γi = A2

i / (2σ
2) into (4.10)

and (4.11), with the aid of the trapezoidal methods.

Outage of MRC

For a comparison with our proposed Slepian-Wolf relay system, the outage
probability of the maximum ratio combining (MRC) scheme is derived,
with the assumptions that ρ = 0, Γ1 = Γ2 and pe = 0. The reason why
pe ̸= 0 is not considered is because, even without the interleaver Π0 at the
relay node, a serious error propagation is expected in the case of MRC,
due to the use of DACC. Hence, performing MRC at the destination by
ignoring the intra-link errors even degrades the performance. However,
without DACC, HI can not reach a point in EXIT chart close enough to
the (1,1) mutual information point.

It is well known that the output of the MRC combiner is a weighted
sum of signals received via all the transmission channels. The PDF pγΣ (γ)
of the instantaneous SNR γ in the block Rayleigh channel after the MRC
combining is given by [40]

pγΣ (γ) =
γN−1 exp

(
− γ

Γ

)
ΓN (N − 1)!

, (4.16)

where N denotes the diversity order, and we have assumed each channel
has the same average SNR Γ. The outage probability of MRC is defined as
the probability that the instantaneous SNR after combining is less than a
given threshold. For a fair comparison, the threshold of the transmission
rate is chosen to be Rc1H(b1). Then, the outage probability of the 2nd
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order MRC diversity can be calculated as follows

Pout,mrc =

∫ 2Rc1H(b1)−1

γ=0

pγΣ(γ)dγ1

=

∫ 2Rc1H(b1)−1

γ=0

γ exp
(
− γ

Γ

)
Γ2

dγ

= 1− exp(
1− 2Rc1H(b1)

Γ
)

2∑
k=1

[
(2Rc1H(b1) − 1)/Γ

]k−1

(k − 1)!
. (4.17)

4.2.4 Asymptotic Tendency Analyses

Tendency 1: In the case pe = 0

This sub-section provides the proof of the fact that, when b1 and b2 are
fully correlated (pe = 0), the 2nd order diversity of the outage curves can
be achieved. In this case, we have H (b1 | b2) = 0, H (b1,b2) = 1 and
the value of P1 is always equal to 0 as found from (4.10). Hence, the
outage probability is determined by P2 only. By assuming that the fading
variations of the two channels are statistically independent (ρ = 0) and
Rc1 = Rc2 = 1, the derivation of P2 can be reduced to

P2 =

∫ 1

γ1=0

∫ 2[1−log2(1+γ1)]−1

γ2=0

p(γ1)p(γ2)dγ1dγ2,

=

∫ 1

0

p(γ1)dγ1

[
− exp

(
−γ2
Γ2

)]2[1−log2(1+γ1)]−1

0

=
1

Γ1

∫ 1

0

[
exp(−γ1

Γ1

)− exp

(
−γ1
Γ1

+
1

Γ2

− 2

Γ2 (1 + γ1)

)]
dγ1. (4.18)

By using (4.19) for very small x:

e−x =
∞∑
n=0

(−x)n

n!
≈ 1− x, (4.19)
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(4.18) can be approximated as

P2 ≈
1

Γ1

∫ 1

0

[(
1− γ1

Γ1

)
−
(
1− γ1

Γ1

+
1

Γ2

− 2

Γ2 (1 + γ1)

)]
dγ1

=
1

Γ1

∫ 1

0

[
− 1

Γ2

+
2

Γ2 (1 + γ1)

]
dγ1

=
1

Γ1

[
2 ln (1 + γ1)− γ1

Γ2

]1
0

=
2 ln 2− 1

Γ1Γ2

. (4.20)

Obviously, the final result shows that with pe = 0, the outage proba-
bility curve is inversely proportional to the product of Γ1 and Γ2, which
achieves the 2nd order diversity.

Tendency 2: Slepian-Wolf Relay Versus MRC

In this sub-section, the proof of the advantage of the Slepian-Wolf relay
system over MRC is presented, assuming that Γ1 = Γ2, pe = 0, ρ = 0
and Rc1 = Rc2 = 1 for both the schemes. Then, (4.11) and (4.17) can be
further reduced to

P2 =
1

Γ1

∫ 1

γ1=0

{
exp

(
−γ1
Γ1

)
− exp

[
1

Γ1

(
1− γ1 −

2

1 + γ1

)]}
dγ1,

(4.21)

and

Pout,mrc =
1

Γ1

∫ 1

γ1=0

γ1
Γ1

exp

(
−γ1
Γ1

)
dγ1. (4.22)

To prove that Pout,mrc − P2 > 0, we define Pgap = Pout,mrc − P2

Pgap =
1

Γ1

∫ 1

γ1=0

{
exp

[
1

Γ1

(
1− γ1 −

2

1 + γ1

)]
+ (

γ1
Γ1

− 1) exp

(
−γ1
Γ1

)}
dγ1

=
1

Γ1

{∫ 1

γ1=0

exp

[
1

Γ1

(
1− γ1 −

2

1 + γ1

)]
dγ1 − exp(− 1

Γ1

)

}
. (4.23)

Let y1(x) = exp
(
1− x− 2

1+x

)
. It is found that y1(x) > −1 within the

range of [0, 1] if y1(x) is concave, since y1(x) > min {y1(0), y1(1)} = −1,
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according to the property of the concave function. y1(x) can be proven to
be concave by showing that

y1(x)
′′ = exp(1− x− 2

1 + x
)

[
2

(1 + x)2
− 1

]2
−

4 exp(1− x− 2
1+x

)

(1 + x)3
< 0.

(4.24)

By ignoring the common exponential terms in (4.24), because they are
positive, it is found that giving a proof to (4.24) is equivalent to proving

that y2(x) =
[
2− (1 + x)2

]2 − 4 (1 + x) < 0. Let t = 1 + x (t ∈ [1, 2]).

Then, y2(t) = (2− t2)
2−4t = t4−4t2−4t+4. The second order derivative

of y2(t) can be expressed as

y2(t)
′′ = 12t2 − 8. (4.25)

Obviously, y2(t)
′′ > 0 within the range of [1, 2]. Therefore y2(t) is

convex, and y2(t) < max {y2(1), y2(2)} = −3. Hence, y2(t) < 0, which is
equivalent to y1(x)

′′ < 0. Now y1(x) is proven to be concave, and conse-
quently Pgap is proven to be positive. As a result, Slepian-Wolf relaying
yields a lower outage probability than MRC, if pe = 0.

Tendency 3: In the case pe ̸= 0

When b1 and b2 are not fully correlated (pe ̸= 0), the asymptotic tendency
of the outage curve is proven to converge into that of the 1st order diversity.
With ρ = 0, when Γ1 → ∞ and Γ2 → ∞, P2 → 0 according to (4.8).
Therefore only P1 dominates the outage probability. Assuming Rc1 = 1,
(4.7) can be approximated by using (4.19), as

P1 =1− exp

[
−2H(b1|b2) − 1

Γ1

]
≈2H(b1|b2) − 1

Γ1

. (4.26)

Obviously, when the average SNRs Γ1 and Γ2 become large, the value of
P1 is inversely proportional to Γ1 and hence the outage curve converges
to the 1st order diversity.

Tendency 4: Correlated channel variation

When the fading variation correlation ρ ̸= 0, regardless of the value of
the bit flipping probability pe, increasing the average SNRs Γ1 and Γ2, or
equivalently increasing Pr1 and Pr2 yields [39]:
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2 |ρ|A1A2√
Pr1Pr2(1− |ρ|2)

≈ 0 (Pr1 → ∞, Pr2 → ∞) (4.27)

Hence, with I0(0) → 1, (4.12) can be approximated as

p(A1, A2) ≈
4A1A2

Pr1Pr2(1− |ρ|2)
exp

(
−A2

1/Pr1

1− |ρ|2
− A2

2/Pr2

1− |ρ|2

)
=

2A1

Pr1

√
1− |ρ|2

exp

(
− A2

1

Pr1(1− |ρ|2)

)
2A2

Pr2

√
1− |ρ|2

exp

(
− A2

2

Pr2(1− |ρ|2)

)
=p(A′

1)p(A
′
2), (4.28)

where A′
1 = A1

√
1− |ρ|2 and A′

2 = A2

√
1− |ρ|2, with P ′

r1 = Pr1(1 −

|ρ|2) and P ′
r2 = Pr2(1 − |ρ|2). Obviously, p(A′

i) =
2A′

i

P ′
ri
exp

(
−A′

i
2

P ′
ri

)
, which

corresponds to the well-known PDF of the Rayleigh-distributed signal
amplitude [40]. Hence, with Pr1 → ∞ and Pr2 → ∞ (equivalently, P ′

r1 →
∞ and P ′

r2 → ∞ ), the asymptotic property of the outage probability
exhibits the same tendency as in the case of independent channels, which
indicates that the tendency of the diversity order only depends on the
source correlation.

4.2.5 Numerical Results

In this section, the numerical results of the theoretical outage probability
calculation and the FER performance of the BICM-ID based Slepian-Wolf
relay system obtained through simulations are presented. In the simula-
tions for the BICM-ID based Slepian-Wolf relay system, we use the same
transmission chain parameters, as those used in the previous chapter, i.e.,
the half rate non-recursive systematic convolutional code with generator
polynomials (3,2)8 for both C1 and C2, and with DACC, non-Gray QPSK
used for both S-D channel and R-D channel. Hence, the coefficients Rci

(i = 1, 2) representing channel coding rate and modulation multiplicity is
equal to one (= 1

2
×2) in theoretical calculations of the outage probability.

The random interleaver length was 4000 and the doping ratio Pd1 and Pd2

are set at 4. The LLR threshold for (3.6) was set to one, as in [6], to select
the reliable LLRs output from D1 and D2.
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Figure 4.4: The theoretical outage probability of the Slepian-Wolf relay
system.
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Fig. 4.4 shows the theoretical outage probabilities of the proposed
Slepian-Wolf relay system, in the case ρ = 0 and average SNRs Γ1 = Γ2.
It is found that, only when b1 and b2 are fully correlated (pe = 0), the 2nd
order diversity can be achieved, which is consistent to the asymptotic anal-
ysis of Tendency 1 presented in sub-section 4.2.4. Moreover, it should be
noticed that with pe = 0 the Slepian-Wolf relay system can achieve slightly
better outage performance than that with MRC, which is also consistent
to the mathematical proof of Tendency 2 provided in Sub-section 4.2.4.
The superiority of signal combining by the Slepian-Wolf system over MRC
is also used in the framework of Hybrid-ARQ system in [41]; the reason
for the superiority is assessed by making comparison between combining
before decoding (CBD) and combining after decoding (CAD) [41]. In the
case pe ̸= 0, the diversity order of the outage curves always plateaus at
one as the average SNR increases. This asymptotic tendency agrees with
the mathematical proof of Tendency 3. When b1 and b2 are completely
independent (pe = 0.5), obviously, the outage curves of the Slepian-Wolf
relay is the same as that without diversity.

Fig. 4.5 demonstrates the FER performance of the BICM-ID based
Slepian-Wolf relay system for ρ = 0, where the theoretical outage curve is
also plotted for comparison. It is found that the FER and the theoretical
outage curves exhibit the same decay, however, there is a 2–3 dB gap
in average SNR between them. This is because the BICM-ID technique
used in this example does not achieve close-capacity performance. This
indicates that there is a possibility that the gap can further be reduced
by using very strong, close-capacity achieving techniques [16] [42].

Fig. 4.6 shows the impact of the relay location on the outage proba-
bility, by assuming that the relay location is in a line between source and
destination nodes, where dr = d3/d1 is the relay distance ratio. According
to (3.1), Γ2 = Γ1 + 10 log10

[
(d1/d2)

3.52] (dB). Because of the very sta-
ble intra-link assumption that we made in the theoretical analysis, in the
simulation for the impact evaluation of the relay location, we assume an
AWGN source-relay channel. The received average SNR ΓR at the relay
is given by ΓR = Γ1 + 10 log10

[
(d1/(d1 − d2))

3.52] (dB). We assume the
Slepian-Wolf relaying technique presented in the previous chapter, where
the coding and modulation parameters are exactly the same as that de-
scribed in the previous section.2 The only difference from the technique
presented in the previous section is that in the simulation, the intra-link
signal detection process is also included, where only systematic part is

2In practice, the pe value depends on the transmission techniques and their related
parameters.
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extracted (no decoding for C1 is performed after the Viterbi decoding of
DACC), and the extracted sequence was compared to the actually trans-
mitted sequence to identify the pe value. The obtained pe value is then
substituted into the equations presented in the previous chapters.

The SNR values were calculated at different locations using the equa-
tion shown above, and then we obtain pe values corresponding to the SNR
at each relay location. With the fixed pe value obtained via the method-
ology described above, we evaluate the FER performance via simulations,
where S-D channel and R-D channel are assumed to suffer from statisti-
cally independent block Rayleigh fading. The FER curves are shown in
Fig. 4.6 for Γ1 = 3 dB. The semi-theoretical outage curve is also shown
where only pe with the intra-link was obtained by the simulation, and the
result is substituted to the theoretical expressions.

Interestingly, it is found in Fig. 4.6 that there is an optimal relay
location between the source and the destination. If the relay node is
either too close to the source or to the destination, the FER performances
become worse than that at the optimal location. In fact, there are two
factors that improve the FER/outage performance: one is the correlation
exploitation, and the other is the energy of each channel. At the optimal
point, the effect of combining the information through VI are maximized.
It is also found that there is a gap between the FER simulation result
and theoretical outage curve, because the BICM-ID relay system assumed
in the simulation does not achieve close-capacity performance as stated
before.

Fig. 4.7 shows the theoretical outage curves in the presence of fading
correlation ρ between S-D channel and R-D channel while the source bits
b1 and b2 are fully correlated (pe = 0). Obviously, the larger the fading
correlation, the larger the outage probability. The 2nd order diversity can
asymptotically be achieved with arbitrary value of |ρ| ≠ 1 by increasing
the average SNRs, which is consistent to the asymptotic tendency analysis
provided in Sub-section 4.2.4.

Duality consideration

In this part, the duality of source and channel correlations is investigated
[39]. As an example, the intra-link error probability pe is set at 0.01 which
indicates that b1 and b2 are not fully correlated. It can be clearly seen
in Fig. 4.8 that three outage cavers differ within a certain SNR range for
different channel correlation factors ρ (=0, 0.8, 0.99). It should be noted
that, they can not achieve the 2nd order diversity as the average SNRs
further increase, the proof of which can be seen in Tendency 4.
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Figure 4.7: The theoretical outage probability when fading of the two
channels is correlated and pe = 0.
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Figure 4.8: Outage probabilities in the duality of source-channel correla-
tion.
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As observed before, when Γ1 → ∞, Γ2 → ∞ and |ρ| = 0, the outage
probability yields the equivalent diversity order 1 asymptotically, as far
as pe ̸= 0. On the other hand, when pe = 0, the equivalent diversity
order converges into two, so far as |ρ| ̸= 1. This duality can easily be
understood by considering that when Γ1 → ∞, Γ2 → ∞, only either
the source bits transmitted from the two transmitters being different, or
the complex fading envelops of the two channels having different values
determine the diversity order.

4.3 Case 2: Slepian-Wolf Relay with Rate

Distortion Function

4.3.1 System Model

In this section, the same relay structure is examined, as described above.
However, instead of parameterizing the intra-link errors by a bit flipping
model, the assumption made in this section is more practical, in the sense
that the intra-link is also suffering from block Rayleigh fading as in the
other two channels.

4.3.2 Outage Probability Definition

In Case 1, the intra-link bit error probability pe is used as a constant pa-
rameter for outage probability calculation. However, in the block Rayleigh
fading assumption used in Case 2, pe also varies according to the intra-
link fading variation. Specifically, the intra-link behavior can be classified
into two scenarios. In the case when intra-link SNR can support the rate
R3 > H(b1) = 1, the transmission is assumed to be lossless and therefore
pe = 0. However, if pe ̸= 0, the intra-link transmission is lossy and R3 is
expressed by a rate distortion function RD(D) (0 ≤ RD(D) < 1). With
Shannon’s source-channel separation theorem,

Rc3RD(D) 6 C3(γ3), (4.29)

where Rc3 (the same with Rc1) denotes the spectrum efficiency of the intra-
link, including channel coding and modulation multiplicity, and C3(γ3)
is the channel capacity of the intra-link. RD(D) is the rate-distortion
function of the source (with Hamming distortion measure, the distor-
tion level D is equal to the intra-link probability pe). According to [13],
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RD(D) = RD(pe) = H(b1) −H(pe) defines the minimum rate after com-
pression that allows the received sequences to be re-constructed with a
distortion no larger than D. Therefore, it is straightforward to obtain the
relationship between the intra-link SNRs and pe value which is shown in
Fig. 4.9.3

−2 −1 0 1
10

−5

10
−4

10
−3

10
−2

10
−1

Intra−link SNR(dB)

B
E

R

 

 

theoretical p
e

Figure 4.9: Theoretical BER of intra-link with rate distortion function.

The rate distortion function is introduced in this model for calculating
the outage probability of the proposed relay system. Consequently, the
rate constrains are given by [43]:

R1 > H(b1 | b2),

R2 > H(b2 | b1),

R1 +R2 > H(b1,b2)

= 1 +H(pe)

= 1 +H

[
R−1

D

(
C3(γ3)

Rc3

)]
.

(4.30)

(4.30) can be understood from the viewpoint of the Slepian-Wolf rate
region presented in Fig. 4.10, the principle of which was explained in

3The outage happens mostly when SNR is low, and hence the Gaussian capacity
and the constellation constrained capacity are almost the same in the small SNR range.
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the previous section. According to the value of R3, we divide the rate
constrains into two ranges: 1) R3 ≥ 1 (pe = 0), implying that perfect
decoding is achieved at the relay. The outage event happens when R1

and R2 are within Part 1 shown in Fig. 4.10(a) with a probability P1; 2)
0 6 R3 < 1 (0 < pe 6 0.5), which is expressed by the rate distortion
function RD(D) indicating that decoding at the relay is imperfect. The
outage event occurs when R1 and R2 are within Part 2 and Part 3 shown
in Fig. 4.10(b) with probabilities P2 and P3, respectively. Hence, the total
outage probability of the relay system can be defined as

Pout = P1 + P2 + P3. (4.31)

The constrains on the rate R3 can be converted into the instantaneous
SNR constrains as follows:

P1 =Pr [0 < R1 < H(b1), 0 < R2 < H(b1,b2), R3 ≥ 1]

=Pr
[
0 < γ1 < 2Rc1H(b1) − 1, 0 < γ2 < 2

Rc2H(b1,b2)−Rc2
Rc1

log(1+γ1) − 1,

γ3 > 2R1R3 − 1
]
, (4.32)

P2 =Pr [0 < R1 < H(b1 | b2), R2 > 0, 0 ≤ R3 < 1]

=Pr
[
0 < γ1 < 2Rc1H(b1|b2) − 1, γ2 > 0, 0 < γsr < 2R1RD(pe) − 1

]
,

(4.33)

P3 =Pr [H(b1 | b2) < R1 < H(b1), 0 < R2 < H(b1,b2)−R1, 0 ≤ R3 < 1]

=Pr
[
2Rc1H(b1|b2) − 1 < γ1 < 2Rc1H(b1) − 1,

0 < γ2 < 2
Rc2H(b1,b2)−Rc2

Rc1
log(1+γ1) − 1, 0 < γ3 < 2R1RD(pe) − 1

]
,

(4.34)

where γ3 represents the instantaneous SNR of the intra-link.

4.3.3 Outage Probability Calculation

By assuming independent block Rayleigh fading scenario, the PDF of the
instantaneous SNR with the intra-link is given by p (γ3) =

1
Γ3

exp(− γ3
Γ3
),

63



H(b2)

H(b1)

1

R2

R1

(a) In the case of lossless transmis-
sion of the Intra-link.

H(b2 |b1)

H(b1 |b2)

H(b2)

H(b2 ,b1)

H(b1) H(b1 ,b2)

2

3

R2

R1

(b) In the case of lossy transmission of
the Intra-link.

Figure 4.10: Slepian-Wolf region of the proposed relay system in Case 2.

where Γ3 is the average SNR of the intra-link. The PDFs for the other
channels are given by (4.9). P1, P2 and P3 are then calculated as

P1 =

∫ 1

γ1=0

∫ 21−log2(1+γ1)−1

γ2=0

∫ ∞

γ3=1

p(γ1)p(γ2)p(γ3)dγ1dγ2dγ3

=

∫ ∞

γ3=1

p(γ3)dγ3

∫ 1

γ1=0

p(γ1)dγ1

[
− exp

(
−γ2
Γ2

)]21−log2(1+γ1)−1

γ2=0

=

∫ ∞

γ3=1

p(γ3)dγ3

∫ 1

γ1=0

p(γ1)

[
1− exp

(
−21−log2(1+γ1) − 1

Γ2

)]
dγ1

=
1

Γ1

exp

(
− 1

Γ3

)∫ 1

γ1=0

exp

(
−γ1
Γ1

)[
1− exp

(
−21−log2(1+γ1) − 1

Γ2

)]
dγ1,

(4.35)
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P2 =

∫ 2H(pe)−1

γ1=0

∫ ∞

γ2=0

∫ 1

γ3=0

p(γ1)p(γ2)p(γ3)dγ1dγ2dγ3

=

∫ 1

γ3=0

p(γ3)dγ3

∫ 2H(pe)−1

γ1=0

1

Γ1

exp

(
−γ1
Γ1

)
dγ1

=

∫ 1

γ3=0

1

Γ3

exp

(
−γ3
Γ3

)[
1− exp

(
−2H(pe) − 1

Γ1

)]
dγ3

=
1

Γ3

∫ 1

γ3=0

exp

(
−γ3
Γ3

)[
1− exp

(
−21−log2(1+γ3) − 1

Γ1

)]
dγ3, (4.36)

P3 =

∫ 1

γ1=2H(pe)−1

∫ 21+H(pe)−log2(1+γ1)−1

γ2=0

∫ 1

γ3=0

p(γ1)p(γ2)p(γ3)dγ1dγ2dγ3

=

∫ 1

γ1=2H(pe)−1

∫ 22−log2(1+γ3)−log2(1+γ1)−1

γ2=0

∫ 1

γ3=0

p(γ1)p(γ2)p(γ3)dγ1dγ2dγ3

=

∫ 1

γ1=2H(pe)−1

∫ 1

γ3=0

p(γ1)p(γ3)dγ1dγ3

[
− exp

(
−γ2
Γ2

)]22−log2(1+γ3)−log2(1+γ1)−1

0

=
1

Γ1

1

Γ3

∫ 1

γ1=21−log(1+γ3)−1

∫ 1

γ3=0

exp

(
−γ1
Γ1

)
exp

(
−γ3
Γ3

)
[
1− exp

(
−22−log2(1+γ3)−log2(1+γ1) − 1

Γ2

)]
dγ1dγ3. (4.37)

It may be difficult to derive explicit expressions of (4.35), (4.36) and (4.37),
therefore, the outage probability is calculated using a numerical technique.

4.3.4 Numerical Results

In this sub-section, theoretical outage probabilities of the Slepian-Wolf
relay system in Case 2 are provided. Specifically, different relay location
scenarios are considered for comparison, and the relay is assumed to move
only in the line between the source and the destination nodes.

By fixing the average SNR of S-D channel Γ1 to 3 dB as an example,
the outage probabilities over different dr values are presented in Fig. 4.11,
where dr = dsr/dsd(0 < dr < 1), denoting the distance ratio of the S-R
and the S-D channel. The geometric gains are calculated according to
(3.1) with the path-loss factor set at 3.52. It is clear that the outage
probabilities change with different relay location scenarios, given a fixed
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average SNR of the S-D channel. Theoretically, the optimal distance ratio
yielding the lowest outage probability is found to be 0.5, which indicates
that the relay is placed exactly at the midpoint between the source and
the relay nodes. Moreover, the outage probability increases symmetrically
when relay node moves towards to either the source and the destination
side.

Since the frame found to contain some errors at the relay are still for-
warded, the optimal distance ratio is identified as a point where the both
S-R and R-D channels equally make influence to the outage probability.
More specifically, the conditions of the S-R channel determines the pe
value at the relay, while the condition of the R-D channel determines the
accuracy of detecting b2 at the destination.

The FER obtained as the simulation results of the proposed practi-
cal system using BICM-ID as described in Chapter 3, are also provided,
where the intra-link also suffers from block Rayleigh fading, and the pe
value corresponding to instantaneous SNR was obtained by simulating
the decoding/detection process at the relay. It can be observed that the
optimal distance ratio is not exactly 0.5 in the practical system, and is
slightly smaller than 0.5 (around 0.4). The theoretical analysis assumes
capacity-achieving code, however, in practice, the S-R transmission is ob-
viously not capacity-achieving, and therefore the error probability pe is
worse than the theoretical one. As a consequence, the accuracy of the
recovered b2 also decreases even though with the fixed R-D channel gain.
In order to compensate the this problem, the relay node has to be moved
slightly closer to the source to acquire higher geometric gain, yielding the
lowest outage, where the influence of the S-R and R-D channels qualities
are properly balanced. This indicates that the influence of the correlation
pe is more significant than that of the R-D channel quality. It is the reason
why the optimal relay distance ratio is found to be slightly smaller than
0.5 in the FER simulation for the practical system. In addition, the gap
between theoretical outage and the FER obtained by the simulation is
found to be larger when the relay is moving towards the destination side.

Finally, both the theoretical outage probability and the FER simula-
tion results versus the average SNRs Γ1 of S-D channel are presented in
Fig. 4.12, considering the relay distance ratio dr being 0.2, 0.4 and 0.6 for
comparisons. Clearly, the theoretical outage probability curves with dr
= 0.4 and dr = 0.6 overlap with each other and hence symmetric, which
follows the observation of Fig. 4.11. For the FER obtained by the sim-
ulation, it is found that among those scenarios considered, the scenario
with dr = 0.4 achieves the best performance among the three examples,
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Figure 4.11: Comparisons of theoretical outage probabilities and simulated
FER results over different relay distance ratios in Case 2, Γ1 = 3 dB.

while dr = 0.6 indicates the worst. This observation is consistent to the
investigation described above.

4.4 Summary

In this chapter, we have theoretically analyzed the outage probability and
its asymptotic properties of a simple one-way Slepian-Wolf relay system
in two cases, where the source-relay correlation is exploited in the joint
decoding process at the destination node. In both cases, the outage prob-
abilities have been calculated by a set of integrals corresponding to the
admissible rate region with respect to the PDF of the instantaneous SNRs
of the transmission channels, identified by the Slepian-Wolf theorem.

In Case 1, the intra-link error is modeled by a bit-flipping probability
pe, which is regarded as a constant parameter, virtually representing the
intra-link quality. This assumption is reasonable because the intra-link
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quality depends on many factors related to practical transmission designs.
It has been found through the asymptotic tendency analysis that the 2nd
order diversity can be achieved only when the information bit sequences
transmitted from the source and the relay are fully correlated. Otherwise,
the diversity order asymptotically converges into one as the average SNRs
of S-D and/or R-D channels increase. Moreover, when pe = 0, the outage
probability of the Slepian-Wolf relay system is found to be lower than
the case where the signals received via the two channels are maximum-
ratio-combined before decoding. A mathematical proof of this discovery
has been provided. It has to be noted that this proof is only for the case
where the two channels suffer from independent block Rayleigh fading with
the same average SNR. However, this discovery is commonly expected to
hold with the arbitrary distance ratio d2/d1, and/or for correlated fading
variation, considering the physical meaning, as stated in [41], which is still
an open hypothesis.

Furthermore, the correlation ρ of the fading variations [39] of S-D and
R-D channels were also taken into account, together with the correlation
between the original bit sequence b1 at the source and re-constructed
sequence b2 at the relay. It has been found that the diversity order of
outage probability curves is only determined by the correlation between
b1 and b2, and is independent of the channel variation correlation, so far
as |ρ| < 1.

We evaluated the FER performance of the BICM-ID based Slepian-
Wolf relay system, where the intra-link error pe was obtained by the sim-
ulation. The FER performance results were then compared to the theo-
retical outage probability for ρ = 0. It has been found that the decay of
FER and outage curves are consistent with each other, however, with a
2-3 dB loss in average SNR from the theoretical result. This is because the
BICM-ID technique used in this example does not achieve close-capacity
performance. There is a possibility that the gap can be reduced by uti-
lizing very strong, close-capacity achieving code.4 Interestingly, we also
found that with pe ̸= 0, the decay of the outage curves with different ρ
values all asymptotically converges to that with 1st order diversity. Con-
versely, with pe = 0, the decay of the outage curve converges to the 2nd
order diversity, so far as the fading correlation |ρ| < 1. It can be concluded
that the source and the channel correlations are dual with each other.

In Case 2, instead of fixing the intra-link error probability pe value as

4It should be noted that with the BICM-ID structure, very strong, capacity-
achieving code should not necessarily require high computational burden, as shown
in [44].
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a parameter, it is represented by the Hamming distortion supported by
the capacity of the channel, given the instantaneous SNR. With this as-
sumption, it is made possible to evaluate the impact of the block Rayleigh
fading experienced by the intra-link, as well as the S-D and R-D channels.
Therefore, one more integral has to be added in the outage calculations,
as presented in this chapter. By comparing the theoretical results in dif-
ferent relay location scenarios, it is found that the outage performances
are symmetric with respect to the midpoint of the S-D channel, and this
midpoint also indicates the optimal relay position that achieves the lowest
outage probability. However, the FER simulation results conducted as-
suming Slepian-Wolf relay system using BICM-ID, presented in Chapter
3, exhibit that the optimal relay location is slightly closer to the source
from the midpoint. This is because the codes used in our simulation are
not capacity achieving, while the theoretical derivation is based on the use
of capacity achieving codes.
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Chapter 5

Optimal Power allocation

In future wireless communication systems, tremendously massive mobile
devices will be involved, which results in an increasing consumption of
transmit power. However, the battery life of mobile devices is still a cru-
cial bottleneck of wireless networks. Therefore, it is quite reasonable that
optimal power allocation is sought for, in order to improve the transmis-
sion efficiency of the network, as a whole. In this chapter, we present
optimal power allocation schemes for the relay models in the two cases as
described in Chapter 4.

In Case 1, the intra-link quality is parameterized by the fixed channel
BER for simplicity while the other channels are assumed to suffer from
block Rayleigh fading. A closed-form expression of the outage probability
derived in the previous chapter is approximated by setting the average
SNRs of S-D and R-D channels being sufficiently large while keeping the
allocated power ratio to each transmit node (the source and the relay)
constant. Then, it is shown that our optimal power allocation scheme can
be formulated as a convex optimization problem. This chapter presents
solutions to the optimization problem, and the numerical results as well.

In addition, optimal power allocation is determined in Case 2, where
it is assumed that the intra-link also suffers from block Rayleigh fading,
and the error probability pe describes the Hamming distortion given by
the inverse rate-distortion function. Comparisons are made between with
equal power allocation and with the optimized power for different relay
location scenarios.
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5.1 Problem Setup

In this section, we aim to set up an optimal power allocation problem
for the Slepian-Wolf relay system described in Chapter 4. Specifically,
assuming that the total transmit power ET for each transmit node is fixed,
the allocated power for the source and the relay are represented by E1 and
E2, respectively. Let k (0 < k < 1) denote the transmit power ratio. Then,
E1 and E2 are given by

E1 = ETk,

E2 = ET(1− k). (5.1)

Obviously, according to (5.1), 100k percent of the total power is given
to the source node, while the rest is to the relay. Our targets are 1)
Minimizing the entire outage performance while keeping the total power
ET fixed; 2) Minimizing the total transmit power Et while fixing the outage
probability.

5.2 Case 1: Slepian-Wolf Relay with Bit-

flipping Intra-link Error Model

The system assumption here is the same as the one described in Chapter
4.2, where the intra-link error is represented by a bit-flipping model. Even
though the intra-link error probability pe may, in practice, vary as the
power allocation changes, we assume that pe is kept constant. The physical
meaning of this assumption can be understood by either (1) the obtained
power allocation is optimized, and as the result of the optimization, the
specific pe value is yielded, or (2) the relay location is changeable such that
the pe value does not vary with different power allocations to the source
and relay.

5.2.1 Closed-form Expression of Outage Probability

In this section, we assume the spectrum efficiency Rc1 and Rc2 are fixed to
1 (corresponding to the case where, for example, rate 1/2 channel codes
are used with QPSK modulation). According to Chapter 4.2, Pout can be
mathematically expressed by

72



Pout =1− exp

(
− 1

Γ1

)
−

exp
(

1
Γ2

)
Γ1

∫ 1

2H(pe)−1

exp

(
−γ1
Γ1

− 21+H(pe)

Γ2(1 + γ1)

)
dγ1.

(5.2)

Based on (5.2), by bringing the average SNRs Γ1 and Γ2 to infinity
while keeping their ratio k fixed, the closed-form expression of the outage
can then be obtained, by invoking the Taylor expansion approximation
e−x ≈ 1− x for a very small x, as:

Pout ≈
1−M1

Γ1

+
M2

Γ1
2 +

M3 −M1

Γ1Γ2

+
M2

Γ1
2Γ2

+
M3

Γ1Γ2
2 , (5.3)

where the three constants are defined as

M1 = 2− 2H(pe),

M2 = 2H(pe) − 22H(pe)−1,

M3 = 21+H(pe)
[
ln 2− ln 2(2H(pe))

]
. (5.4)

5.2.2 Optimal Power Allocation

First of all, the geometrical gains of both S-D and R-D channels are as-
sumed to be 1 without loss of generality with the system model described
in Section 4.2. By normalizing the noise variance σ2

n of both S-D and R-D
channels to unity, E1 and E2 are equivalent to their corresponding average
SNRs Γ1 and Γ2, respectively, and ΓT = ET/σ

2
n is the transmit average

SNR. Notice that the last two terms in (5.3) are negligible with high SNRs,
then, the closed-form expression of Pout(k,ET) can be re-written as

Pout(k,ET) ≈
1−M1

ETk
+

M2

E2
Tk

2
+

M3 −M1

ET
2k(1− k)

. (5.5)

In Fig. 5.1, the outage probability are shown over the entire range of k
given different pe values, by using the numerical calculation according to
(5.2) and the approximated method as in (5.5), respectively. It is found
that, the outage curves obtained using the both two methods match with
each other very well, especially in the range when k > 0.5, which indicates
that the approximation is accurate. Moreover, (5.5) can be proven to be
a convex function [45], of which proof is detailed in Appendix A.
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Figure 5.1: Comparison of outage curves obtained by using the numerical
calculation (5.2) and approximation method (5.5), when ET/σ

2
n = 35 dB.

74



Total power fixed

The goal of this part is to minimize the outage probability while keeping
the total power ET fixed. The convex problem can be formulated as

minimize Pout(k,ET)
subject to k − 1 < 0

−k < 0.
(5.6)

By using a convex optimization toolbox in Matlab, the optimal values
of k can be found, and the results are shown in Table 5.1, which compares
the cases pe = 0.1 and 0.01. It is found that the larger the pe value, the
more transmit power should be allocated to the source node in order to
improve the quality of the S-D channel. On the other hand, the optimal
k value changes according to the total transmit power ET. According to
Table 5.1, the optimal power ratio k becomes larger as the total power ET

is increasing.

Table 5.1: Optimal power ratio k, ET fixed, Case 1.

ET(dB)
optimal k
(pe = 0.1)

optimal k
(pe = 0.01)

20 0.893 0.778
22 0.915 0.817
24 0.933 0.851
26 0.947 0.879
28 0.958 0.902
30 0.967 0.921

The comparisons of outage probability curves between equal and opti-
mal power allocation schemes are shown in Fig. 5.2, both using theoretical
calculations. It is clearly found that in both scenarios when pe = 0.1 and
pe = 0.01, by properly selecting the k value listed in Table 5.1, roughly 2
dB gain can be achieved in terms of the transmit SNR, compared to the
case without optimization (only equal power power allocation is adopted).

Fig. 5.3 presents the simulation results for the FER evaluation with
and without optimal power allocation, where we employed the same trans-
mission chain and its related parameters as those used in the Slepian-Wolf
relay system with BICM-ID presented in Section 4.2. It is found that, by
selecting the optimal k values, the Slepian-Wolf relay system can achieve
roughly 2 dB gain compared with the cases with equal power allocation.
This tendency is consistent with the theoretical analysis demonstrated in
Fig. 5.2.
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Outage Probability Requirement Fixed

The goal of this sub-section is to minimize the total transmit power ET

while keeping the outage probability fixed. We formulate the problem in
the following way to find the minimum power as well as its corresponding
k, given the outage probability requirement Cout:

minimize ET + 0k
subject to Pout(k,ET)− Cout 6 0

k − 1 < 0
−k < 0
−ΓT < 0

(5.7)

This problem is proved to be convex, which is detailed in Appendix
A. The Karush-Kuhn-Tucker (KKT) conditions [45] corresponding to this
problem is shown in Appendix B.

Table 5.2: Optimized total power and k, Pout fixed, Case 1.

Pout requirement
required ΓT

(equal power)
required ΓT

(optimized)
Gain

0.01
(pe=0.1)

19 dB
17.21 dB
(k=0.85)

1.79 dB

0.001
(pe=0.01)

21 dB
19.79 dB
(k=0.8)

1.21 dB

As shown in Table 5.2, for the Slepian-Wolf relay system with equal
power allocation scheme, we need 19 dB total power, when pe = 0.1, in
order to achieve the outage probability Pout = 0.01. However, by using
the optimal k = 0.85 obtained as the solution to the optimization prob-
lem, it can be reduced to 17.21 dB. Fig. 5.4 shows the theoretical outage
curves obtained by using a numerical technique [38], without using the
high average SNR assumption. For equal power allocation, the only se-
lectable k value is 0.5, while for optimal power allocation, the optimal k
yielding the smallest outage probability varies. It can be clearly seen that
the optimal k values corresponding to pe and outage requirements of 0.01
and 0.001 are exactly consistent to the values obtained as the solution to
the optimization problem.
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5.3 Case 2: Slepian-Wolf Relay with Rayleigh-

Fading Intra-link

In this section, the optimal power allocation is performed in a more prac-
tical case, where the intra-link, as well as the S-D and R-D channels, are
all suffering from block Rayleigh fading. In this case, the intra-link error
probability pe will no longer be fixed, but changes according to the fading
variation, as described in Section 4.3 [43]. In other words, depending on
the power allocated to the source, the pe value also changes given a certain
relay location scenario.

5.3.1 Total Transmit Power Fixed

In this sub-section, the relay location scenarios with dr = 0.25, 0.5 and
0.75 are considered, which means that the relay moves in the line between
the source and destination nodes. The geometric gains of S-R, S-D and
R-D channels are all calculated according to (3.1). Furthermore, by nor-
malizing the AWGN noise variance σ2

n of each channel to 1, the average
SNRs of each channel (Γ1 Γ2 and Γ3) are equal to the multiplication of
transmit power and the geometric gain, where k is still used to represent
the transmit power ratio, according to (5.1).

Based on the numerical calculations for (4.32), (4.33) and (4.34), the
outage probabilities over the entire range of k with different relay distance
ratios are shown in Fig. 5.5, with ET/σ

2
n = 16 dB. An interesting observa-

tion is that, when relay is close to the source node (dr=0.25), the optimal
transmit power ratio yielding the lowest outage probability is around 0.5.
In other words, the total transmit power is mostly equally allocated to
both source and relay nodes (As emphasized in the previous chapter, the
influence should be equally shared by the two channels at the optimal
point. Hence, the optimal allocation differ as the relay location changes.).
If the relay node is moved towards the destination (dr =0.75), more trans-
mit power has to be allocated to the source node to achieve the lowest
outage probability.

Table 5.3: Optimal transmit power ratio k, different relay distance ratios,
Case 2.
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Figure 5.5: Theoretical outage probabilities versus the power ratio k in
different relay locations in Case 2. ET/σ
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dr optimal k
0.1 0.500
0.2 0.502
0.3 0.520
0.4 0.574
0.5 0.666
0.6 0.774
0.7 0.871
0.8 0.943
0.9 0.985

In Table 5.3, the optimal transmit power ratio k obtained by the nu-
merical outage calculation is listed in different relay distance scenarios,
for the ET/σ

2
n = 16 dB. By substituting the obtained k value into the the-

oretical outage expressions, it can be clearly seen in Fig. 5.6 that, lower
outage probabilities can be achieved when the relay is approaching the
destination (as indicated by the green line), compared with the scenario
with equal power allocation (by the red line). However, the decrease in the
outage becomes smaller and even invisible as the relay is moving towards
the source node. This observation can be understood as follows: when
the relay node is located near the source, sufficiently small intra-link error
can be easily achieved, and therefore it is reasonable to reach the low-
est outage probability with equal power allocation, for the relay location.
However, in the case when relay is located near the destination node, the
intra-link error becomes large which leads to more significant impact on
the convergence of the decoding/detection process at the destination, and
hence, more power is needed for the transmitter at the source to enhance
the intra-link transmission.

5.3.2 Outage Requirement Fixed

This sub-section examines how much total transmit power can be saved
given a fixed outage probability requirement, by using our power allocation
scheme. Table 5.4(a) shows for the relay distance ratio of 0.6, the required
total transmit power with equal and optimal power allocations for outage
requirements, Pout =0.00001, 0.0001 and 0.001. Table 5.4(b) shows for
dr = 0.7.

Table 5.4: Optimal k values, Pout fixed, Case 2
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(a) Optimal k values, dr =0.6

Pout requirement
required ET

(equal power)
required ET

(optimized)
Gain

0.001 12.45 dB
11.35 dB
(k=0.774)

1.1 dB

0.0001 17.45 dB
16.40 dB
(k=0.774)

1.05 dB

0.00001 22.50 dB
21.42 dB
(k=0.774)

1.08 dB

(b) Optimal k values, dr =0.7

Pout requirement
required ET

(equal power)
required ET

(optimized)
Gain

0.001 13.25 dB
11.47 dB
(k=0.871)

1.88 dB

0.0001 18.30 dB
16.42 dB
(k=0.872)

1.88 dB

0.00001 23.31 dB
21.44 dB
(k=0.872)

1.87 dB

According to Tables 5.4(a) and 5.4(b), it is clearly seen that given the
relay location, the transmit power gains with the optimal power allocation
over the equal power allocation are almost the same, independently of the
outage requirements. Moreover, as shown in Fig. 5.7 and Fig. 5.8, it
is found that the optimal k stays almost unchanged, regardless of relay
location scenarios.

5.4 Summary

In this chapter, we proposed optimal power allocation schemes for the
Slepian-Wolf relay system in two cases. In Case 1, by deriving the closed-
form of the outage expression assuming high average SNR, the power
allocation is found to be formulated by a convex optimization problem.
Roughly 2 dB SNR gain can be achieved by selecting the optimal power
allocation ratios compared to the case of equal power allocation. The
results obtained by solving the convex optimization is almost the same as
the power allocation ratios obtained by evaluating the outage probabilities
shown in the previous chapter, by using a numerical technique.

Furthermore, the optimal power allocation is also analysed in Case 2
for different relay location scenarios. It is found that when the relay node
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is very close to the source, lowest outage probability can be achieved by
equally allocating the transmit power. When the relay is moving towards
the destination node, more power should be allocated to the source in
order to achieve the lowest outage probability.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

In this dissertation, we have intensively investigated the cooperative com-
munication system which exploits the source correlation from the view-
point of the Slepian-Wolf theorem. The main contributions of this research
are that both the practical coding/decoding strategies and the theoretical
bases, including outage bound derivations and power optimization tech-
niques have been identified. In particular, a simple one-way relay model
using DF relaying scheme allowing intra-link errors has been investigated.
It has been shown that the classic three-node relay model can be regarded
as a simple distributed coding structure, where the original information
sequence at the source node and the decoded sequence at the relay node
are highly correlated. Our technique aims to best exploit the correlation
of the two bit sequences which are independently encoded and transmitted
to the destination, in order to improve the system performance.

First of all in Chapter 3, a DACC-assisted Slepian-Wolf relay system
is proposed with BICM-ID technique for QPSK and 8PSK modulations.
In our proposed DF strategy, the re-constructed bit sequence obtained, as
the decoding result at the relay, is always interleaved, re-encoded, and for-
warded to the destination, regardless of whether or not the re-constructed
sequence contains some errors. The interleaver converts the relay model
into a form of distributed Turbo code structure. At the destination side,
the intra-link error probability, representing as the source-relay correla-
tion, is utilized at the destination via an LLR updating function. There-
fore, heavy decoding load at the relay is not needed, even we can just ex-
tract the information part of the coded bit sequence, instead of performing
fully iterative decoding of the channel codes. It has also been shown that
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the EXIT curve of the BICM-ID demapper-plus-DACC−1 matches very
well with that of the decoder of convolutional codes. Parameters used
in the transmission chain including inner/outer codes and doping ratios
of DACC are chosen based on EXIT chart analysis. Furthermore, the
relationship of system model described above to an ARQ system was in-
vestigated. A series of simulations were conducted to evaluate the system
performance of the proposed system in both AWGN and block Rayleigh
fading channels, where account is taken of the different relay location sce-
narios.

According to the Slepian-Wolf theorem, for distributed source coding,
the rate after the source coding of each single transmission chain can be
further reduced by exploiting the correlation knowledge in joint decoding
process. As a core contribution of this dissertation, the one-way relay
system allowing intra-link errors is formulated where the framework is
the Slepian-Wolf theorem. Specifically, the outage probability of such a
system model has been formulated by a set of integrals over the admissi-
ble Slepian-Wolf rate region with respect to the PDF of the instantaneous
SNR of the each transmission channel. Two cases were considered to evalu-
ate the outage probability. In Case 1, the intra-link error is parameterized
by a bit-flipping model, with a flipping probability pe indicating the cor-
relation between the original information sequence and the reconstructed
bit sequence at the relay. It has been found that the 2nd order diversity
of the outage curves can be achieved only when the two bit sequences
are fully correlated (pe = 0). Otherwise it will asymptotically converge
to the 1st diversity, regardless of the correlation of the fading variations.
In Case 2, by introducing the rate distortion function with the Hamming
distortion measure, the intra-link transmission error probability is derived
where pe is no longer a constant. With this technique, the optimal relay
location, indicating the lowest outage performance, is found to be at the
midpoint between the source and destination.

Based on the theoretical framework of the outage probability deriva-
tion, we provided optimal power allocation schemes aiming at (1) minimiz-
ing the outage probability while keeping the total transmit power fixed,
and (2) minimizing the total transmit power while keeping the outage
requirement fixed. In Case 1, an asymptotic closed-form expression of
the outage probability is derived. The optimal power allocation scheme
is formulated by a convex optimization problem. The simulation results
have shown that with the optimal transmit power allocation, the system
can reduce 2 dB of the total transmit power compared with equal power
allocation. In Case 2, when the relay is very close to source node, the op-
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timal transmit power ratio, which achieves the lowest outage probability,
is found to be around 0.5. However, when the relay is moving towards the
destination side, more transmit power has to be allocated to the source in
order to achieve the lowest outage performance.

Although the system structure considered in this dissertation is sim-
ple, the techniques and theoretical formulations can be straightforwardly
extended to more complex topologies for future wireless cooperative net-
works having many network nodes.

6.2 Future Work

Based on the achievements of this dissertation, we can provide several
directions as the future work.

• The outage probabilities of the system with more than two correlated
sources have to be considered. In that case, the admissible Slepian-
Wolf rate region is more complex, and hence outage derivation is
expected to be more complicated.

• It is also interesting to investigate the asymptotic tendency of outage
curves with a increased number of correlated sources.

• The transmission strategy proposed in this dissertation can be changed
to a multiple access channel model (MAC), so that the MAC region
should also be considered in the outage calculation.

• Power allocation considering the transmission over temporally cor-
related channels has to be identified.

• We can also apply our methodology to a more complicated wireless
mesh network (WMN), from the viewpoint of lossy correlated source
coding exemplified by the Chief Executive Officer (CEO) problem.
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Appendix A

Convexity Proof

The convexity of the approximated outage probability expression (5.5) is
proven in Appendix A. It is clear to see that (5.5) is composed of three
terms. If each of the three terms can be proven to be convex, (5.5) is
also convex because it is a sum of the convex terms. The Hessian matrix
of the first term 1−M1

kET
can be calculated as

H
[
1−M1

kET

]
=

1−M1

k3E3
T

[
2E2

T kET

kET 2k2

]
. (A.1)

Since 1 −M1 = 2H(pe) − 1 ≥ 0, the eigenvalues of the Hessian matrix in

(A.1) are calculated as λ1,2 = 0.51−M1

k3E3
T

(√
k2 + E2

T −
√
k2 + E2

T − 3k2E2
T

)
,

which are clearly non-negative. Therefore, the Hessian matrix of
[
1−M1

kET

]
is positive semi-definite and hence its convexity has been proven.

The Hessian matrix of the second term M2

k2E2
T
can be calculated as

H
[
M2

k2ET

]
=

2M2

k4E4
T

[
3E2

T 2kET

2kET 3k2

]
. (A.2)

Since M2 = 2H(p) − 22H(p)=1 ≥ 0, the eigenvalues of the Hessian matrix in

(A.3) are obtained as λ1,2 =
M2

k4E4
T

(√
6k2 + 3E2

T −
√

6k2 + 3E2
T − 56k2E2

T

)
,

which are clearly non-negative. Therefore, the Hessian matrix of M2

k2E2
T
is

positive semi-definite and hence its convexity has been proven.
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The Hessian matrix of the third M3−M1

E2
T k(k−1)

can be calculated as

H
[

M3 −M1

ET
2k(1− k)

]
=

2(M3 −M1)

k3(1− k)3ET
4

[
k2ET

2 − kET
2 + ET

2 kET − kET

kET − kET 3k4 − 6k3 + 3k2

]
, (A.3)

Letting m(k) = 3k2(k − 1)2 + ET
2(k2 + 1 − k) and n(k) = 3k4 − 9k3 +

11k2−7k+2, the eigenvalues are λ1,2 =
M3−M1

k3(1−k)3E4
T

(
m−

√
m2 − 4k2E2

Tn
)
.

For 0 < k < 1, obviously, m(k) > 0. Since n(k)
′′
= 36k2 − 54k + 22 > 0,

n(k)
′
is proven to be monotonically increasing until the boundary n(k)

′
<

n(k = 1) = 0, and furthermore n(k)
′
< 0 indicates n(k) is monotonically

decreasing until the boundary n(k) > n(k = 1) = 0. This proves the
non-negativity of n(k).

Now, let y = M3−M1 = 2x [2 ln 2− 2 ln(2x) + 1]−2, where x = H(pe)
with 0 ≤ x ≤ 1. Due to the fact that

y
′′
= 2x ln 2 [ln 2 (2 ln 2− 2 ln 2x + 1)− 4]

< 2x ln 2
[
ln 2

(
2 ln 2− 2 ln 20 + 1

)
− 4
]

< 0, (A.4)

y is concave and M3 −M1 > min(y(0), y(1)) = 0. Therefore, the Hessian
matrix of M3−M1

E2
T k(k−1)

is proven to be positive semi-definite and hence its

convexity has been proven.
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Appendix B

KKT Condition

The KKT condition for the optimization problem presented in Section 5.2
is summarized below:

Pout(k,ET)−Mout 6 0
k − 1 < 0
−k < 0
−ET < 0
λ1 ≥ 0

1 + λ1
∂Pout(k,ET)

∂ET
= 0

λ1
∂Pout(k,ET)

∂k
= 0

(B.1)

The formulation and notations are all consistent to [45], where f0 = ET +
0k, f1 = Pout(k,ET)−Mout, f2 = k − 1, f3 = −k, f4 = −ET and they are
all differentiable.
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