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Abstract

In 1984 A. Shamir [3] formulated the general idea of identity-based cryptosystem which

is an asymmetric system employing users' identities instead of public keys, giving an

example for ID-based signature system, and conceptual model for an ID-based encryption

scheme. In this case, ID means information which is well-known to everyone. By using

this system, we can solve the several problems which exist in public key cryptosystems

such as management or procurement of the users' public keys.

In ID-based systems, there exit identity-based key distribution systems which are

called ID-KDS for short. These systems have some advantages because they can be

used not only for key distribution but also for authentication. In 1989, E.Okamoto and

K.Tanaka [8] proposed a new ID-KDS which is based on the Di�e-Hellman key exchange

scheme for key sharing, and which includes RSA-based authentication against imperson-

ation. Besides this ID-KDS, there are many useful schemes [8] - [12].

These systems are e�cient schemes for implementation, but they have certain draw-

backs at the stage in which the center revoke a user's secret information and give a new

one. That is, if a user's secret information is made public for some reasons, the center

must discard the user's ID and adopt a di�erent one. When it comes to implement ID-

KDS, it is preferable that the center adopts one uniform ID such as a user's name, an

e-mail address, a social security number, and so on. However, usual system is needed

to make a �le which contains several pieces of ID for one user. Therefore, these systems

impose a burden on the users and lose the advantages of ID-based systems.

To solve these problems, we propose the following concept. That is, even after the

center has revoked a user's secret information, the center generates a new one without

any change of ID. This means that it keeps the one-to-one correspondence between users

and ID's. Therefore, we must generate several pieces of secret information for a piece of

ID. In this thesis, we realize this concept by modifying the Okamoto-Tanaka key exchange

scheme [8].

In this thesis we study the following themes:

1. We propose a new concept of identity-based cryptosystem and call this system

\Identity-based fault-tolerant key distribution system".

2. To realize above concept, we propose a concrete scheme by modifying the Okamoto-

Tanaka key exchange scheme.

3. We study the security of the proposed scheme by using reduction of functions.

4. We consider the applications of the proposed concept to expand it into other key

management.
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Chapter 1

Introduction

1.1 Preface

Cryptography is a strategy of information protection that dates back four thousand years.

It is an ancient art that is taken on new signi�cance in today's information society.

Through the ages, cryptography has protected communications while they were being

transmitted through hostile environments - usually involving war or diplomacy. Especially,

cryptography in World War II owed its biggest boom to the scienti�c mobilization. The

world's �rst digital computers were built to crack codes at that time.

In 1949 the publication by C. E. Shannon of the paper, \Communication Theory of Se-

cret Systems", ushered in the era of scienti�c secret key cryptography. Shannon provided

a theory of secrecy systems almost as comprehensive as the theory of communications.

In 1977 Data Encryption Standard (DES) was published by National Bureau of Stan-

dards. The whole idea of a \standard" in cryptography is certainly revolutionary. Before

the publication of DES, there apparently were no publications containing a complete

algorithm for practical cryptographic usage.

The real breakthrough of the cryptography came with the publication in 1976 by

W.Di�e and M.E.Hellman of their work \New Directions in Cryptography" [1]. In this

paper, they proposed the concept of public key cryptography and showed that secret com-

munication is possible without an exchange of secret key in advance, while usual symmet-

ric cryptosystem was required for such preparations. Their splendid idea was to use two

di�erent keys, a public key for encryption and a private key for decryption. Based on this

asymmetry, they further proposed the concept of digital signatures. Here, the private key

is used to sign a message and the public key is used to verify a signature. However, they

did not provide realizations of the new concepts, but they proposed a protocol that allows
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two entities to share a common secret key only by exchanging information in public.

The concept of public key cryptography inspired many researchers, and it soon became

a fast-growing and fascinating research theme. In the following years, although many re-

alization of public key encryption and digital signature schemes were proposed, most

notable one was RSA scheme. This scheme was introduced by three inventors R.L.Rivest,

A.Shamir and L.Adleman who published the paper \A method for obtaining digital sig-

natures and public key cryptosystems" [2] in 1978. This scheme was the �rst practical

public-key encryption and digital signature schemes. Based on these primitives, more

complex systems such as digital payment schemes or voting schemes were devised.

On the other hand, there are several problems in public key cryptosystems. That is,

each user must have a �le which contains users' public keys, and if one user wants to send

a message to another, procurement of users' public keys is very costly.

To solve these problems, in 1984 A.Shamir [3] formulated the general idea of identity-

based cryptosystem which is an asymmetric system employing users' identities instead of

public keys, giving an example for ID-based signature system, and conceptual model for

an ID-based encryption scheme. In this case, ID means information which is well-known to

everyone. In ID-based systems, there are identity-based key distribution systems which

are called ID-KDS for short. These systems have some advantages because they can

be used not only for key distribution but also for authentication. In 1989, E.Okamoto

and K.Tanaka [8] proposed a new ID-KDS which is based on the Di�e-Hellman key

exchange scheme for key sharing, and which includes RSA-based authentication against

impersonation.

In these days as a remarkable characteristic of modern cryptography, cryptography has

been used for network security. Especially Internet which is a sort of network system, has

enabled us to communicate with each other on networks which reach around the world.

However, it has caused some problems such as wiretapping, forgery and impersonation,

which have been getting terribly serious. Since the progress of cryptosystem is necessary to

realize a secure communication, it is preferable that communication systems give users less

burden and more secure environment. These things can establish practical infrastructures

for network communications.

To solve these problems, we can adopt the technique of ID-KDS. Regarding this sys-

tem, many useful schemes [8] - [12] are proposed up to now. These systems are e�cient

schemes for implementation, but they have certain drawbacks at the stage in which the

center revokes and renews a user's secret information. That is, when the center revokes a
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user's secret information on the assumption that it is public for some reasons, the center

must discard the user's ID and use the di�erent one. To determine the ID information,

it is preferable that the center adopts one uniform ID such as a user's name, an e-mail

address, or a social security number. In these systems, the user need to make a �le which

contains several pieces of ID for one user. Therefore, these systems impose a burden on

users and lose the advantages of ID-based systems.

The concept of our proposal is as follows: Even after the center has revoked a user's

secret information, the center generates a new one without any change of ID. This means

that it keeps the one-to-one correspondence between users and ID's. Therefore, we must

generate several pieces of secret information for a piece of ID. In this paper, we realize

this concept by modifying the Okamoto-Tanaka key exchange scheme [8].

1.2 Thesis Outline

Our thesis is organized as follows.

Chapter 2 summarizes the public-key cryptosystem and shows several famous encryp-

tion and signature schemes.

Chapter 3 examines several aspects of the key management. One aspect is the im-

portance of the keys employed by secure algorithms and methods. Another aspect is

authorized key management methods.

Chapter 4 shows the overview of Turing machine at �rst, and indicates mathemati-

cally precise de�nitions for complexity classes, reductions and functions to break several

protocols. This chapter also shows the ordering among di�culty of functions and �-

nally, indicates reductions among functions. Each theorem in this chapter was proved by

M.Mambo and H.Shizuya [17].

Chapter 5 shows a new concept of identity-based cryptosystem and proposes a new

identity-based key distribution system. Security considerations of our proposed scheme are

studied by using reductions among functions. The conceptual structure of our proposed

scheme is also discussed.
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Chapter 2

Public-Key Cryptosystems

Public-key cryptography provides a radical departure from all that has gone before. For

one thing, public-key algorithms are based on mathematical functions rather than on

substitution and permutation. But more important, public-key cryptography is asym-

metric, involving the use of two separate keys, in contrast to the symmetric conventional

encryption, which uses only one key.

The idea behind a \public-key" system is that it might be possible to �nd a cryptosys-

tem which it is computationally infeasible to determine the decryption rule D

K

even by

using the encryption rule E

K

. If so, then the E

K

could be made public by publishing

it in a directory (hence we call this \public-key" system). the advantage of a public-key

system is that Alice (or anyone else) can send an encrypted message to Bob (without the

prior communication of a secret key) by using the public encryption rule E

K

. Bob will

be the only person that can decrypt the ciphertext, using his secret decryption rule D

K

.

2.1 Applications of Public-Key Cryptosystems

In broad terms, we can classify the use of public-key cryptosystems into three categories:

1. Encryption/Decryption : The sender encrypts a message with the recipient's public

key.

2. Digital Signature : The sender \signs" a message with its private key. Signing is

achieved by a cryptographic algorithm applied to the message or to a small block

of data that is bound in some way to the message.

3. Key exchange : Two sides cooperate to exchange a session key. Several quite di�erent

approaches are possible, involving the private key(s) of one or both parties.

Some algorithms are suitable for all three applications, whereas others can only be used

for one or two of these applications.
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2.2 Requirement for Public-Key Cryptography

We show algorithms which public-key cryptography must ful�ll:

1. It is computationally easy for Bob to generate a pair (PK

B

; SK

B

), where PK

B

is

a public key and SK

B

is a secret key.

2. It is computationally easy for a sender Alice who know the public key PK

B

and the

message M which is encrypted by Alice to generate the corresponding ciphertext

C = E

PK

B

(M):

3. It is computationally easy for the receiver Bob to decrypt the resulting ciphertext

C using the private key to recover the original message

M = D

SK

B

(C) = D

SK

B

[E

PK

B

(M)]:

4. It is computationally infeasible for an opponent who know the public key PK

B

to

determinate the secret key SK

B

.

5. It is computationally infeasible for an opponent who know the public key PK

B

and

a ciphertext C to recover the original message M .

We can add a sixth requirement that, although useful, is not necessary for all public-

key applications:

6. The encryption and decryption functions can be applied in either order

M = E

PK

B

[D

SK

B

(M)]:

There are formidable requirements, as evidenced by the fact that only one of such

algorithm has received widespread acceptance in over a quarter-century since the concept

of public-key cryptography was proposed.

Before elaborating on why the requirements are so formidable, let us �rst recast them.

The requirements boil down to the need for a trapdoor one-way function. \one-way

function" is one that maps a domain into a range such that every function value is easy

whereas the calculation of the inverse is infeasible:

Y = f(X) easy:

X = f

�1

(Y ) infeasible:

Generally, \easy" is de�ned to mean a problem that can be solved in polynomial time

as a function of input size. Thus, if the length of the input is n bits, then the time cost to

compute the function is proportional to n

a

, where a is a �xed constant. Next, the term

\infeasible" is a much fuzzier concept. In general, we can say a problem is infeasible if the

e�ort to solve it grows faster than polynomial time as a function of input size. For example,

5



if the length of the input is n bits and the time to compute the function is proposition

to 2

n

, it is considered infeasible. Unfortunately, it is di�cult to determine if a particular

algorithm exhibits this complexity. Furthermore, traditional notions of computational

complexity focus on the worst-case of average-case complexity of an algorithm. These

measures are worthless for cryptography, which requires that it be infeasible to invert a

function for virtually all inputs, not for the worst case or even average case.

We now turn to the de�nition of a \trapdoor one way function", which, like the one-

way function, is easy to calculate in one direction and infeasible to calculate in the other

direction unless certain additional information is known. With the additional information,

the inverse can be calculated in polynomial time. We can summarize as follows: A

trapdoor one-way function is a family of invertible functions f

K

, such that,

Y = f

K

(X) easy, if K and X are known.

X = f

�1

K

(Y ) easy, if K and Y are known.

X = f

�1

K

(Y ) infeasible, if Y is known but K is not known.

Thus, the development of a practical public-key scheme depends on discovery of a suitable

trapdoor one-way function.

2.3 Encryption Schemes

We show two famous encryption schemes, such as the RSA and ElGamal encryption

schemes. For preparation, we assume:

1. Alice generates several keys.

2. Bob encrypts a message m and makes a cipher text c for Alice.

3. Alice decrypts the cipher text c and get the message m.

Let h be a collision-resident hash function such as

h : f0; 1g

�

7! f0; 1g

t�1

;

where t is the security parameter.

2.3.1 RSA Encryption Scheme

Key generation

Alice picks two large primes p and q, and computes n, �(n), where n = pq and

�(n) = lcm (p� 1; q � 1). Alice selects e 2 Z

�

�(n)

and computes d satis�es ed = 1

(mod �(n)). In this case, Alice's public key is (n; e) and secret key is (p; q; d).

Encryption

6



Bob computes

c = m

e

(mod n)

and sends c to Alice.

Decryption

Alice computes

m = c

d

(mod n):

She can get the message m since

c

d

= (m

e

)

d

= m

ed

= m (mod n):

2.3.2 ElGamal Encryption Scheme

Key generation

Alice picks a large prime p and a generator g of Z

�

p

. Alice selects a random integer

x 2 Z

�

p�1

and computes y = g

x

(mod p). In this case, Alice's public key is (p; g; y)

and secret key is x.

Encryption

Bob picks a random integer k 2 Z

p�1

computes

c

1

= g

k

(mod p);

c

2

= m � y

k

(mod p);

and sends (c

1

; c

2

) to Alice.

Decryption

Alice computes

m =

c

2

c

x

1

(mod p):

She gets the message m since

c

2

c

x

1

=

m�y

k

(g

k

)

x

=

m�(g

x

)

k

g

kx

= m (mod p):

7



2.4 Digital Signature Schemes

We show two famous signature schemes, such as the RSA and ElGamal Signature schemes.

For preparation, we assume:

1. Alice generates several keys.

2. Alice signs a message m and makes a signature s.

3. Bob veri�es the signature s.

Let h be a collision-resident hash function such as

h : f0; 1g

�

7! f0; 1g

t�1

;

where t is the security parameter.

2.4.1 RSA Signature Scheme

Key generation

Alice picks two large primes p and q, and computes n, �(n), where n = pq and

�(n) = lcm (p� 1; q � 1). Alice selects e 2 Z

�

�(n)

and computes d satis�es ed = 1

(mod �(n)). Alice publishes (n; e) and keeps (p; q; d) secret. In this case, Alice's

signature key is (p; q; d) and certi�cation key is (n; e).

Signature generation

Alice computes

s = h(m)

d

(mod n);

and sends (m; s) to Bob.

Signature veri�cation

Bob con�rms whether the following veri�cation holds:

h(m)

?

= s

e

(mod n):

If it is true, Bob accepts the signature. Otherwise, Bob rejects it.

2.4.2 ElGamal Signature Scheme

Key generation

Alice picks a large prime p, and a generator g of Z

�

p

. Alice selects a random integer

x 2 Z

�

p�1

and computes y = g

x

(mod p). In this case, Alice's signature key is

(p; g; y) and certi�cation key is x.

8



Signature generation

Alice picks an integer k 2 Z

�

p�1

, computes

r = g

k

(mod p);

s = k

�1

(h(m)� xr) (mod p� 1);

and sends (m; r; s) to Bob.

Signature veri�cation

Bob con�rms whether the following veri�cation holds:

g

h(m)

?

= y

r

r

s

(mod n):

If it is true, Bob accepts the signature. Otherwise, Bob rejects it.

9



Chapter 3

Key Establishment Protocols

3.1 General Aspects of Key Management

Since the security of many cryptographic algorithms and methods depends to a large

extent on the secrecy of the key, the key must be kept secret, no matter how ingenious

and safe the algorithm may be. Whoever has access to the key, can also access the

information, assume someone else's identity, etc. This applies not only to symmetrical

systems, which require unconditional secrecy of all keys, but also to asymmetrical systems,

which are based on both public and secret keys.

These problems are considered in \key management". In general, a key management

system must not only prevent intruders from obtaining a key, but in addition, it must

avoid unauthorized use of keys, deliberate modi�cation and other forms of manipulation of

keys, etc. It is desirable to be able to detect any situation in which this occurs. Naturally,

once the reliability of a key is impaired, its use must be terminated immediately.

3.2 Key Management Techniques

3.2.1 Problems with Symmetric Key Cryptography

We assume the system which n users involve symmetric-key techniques. If each pair of

users may potentially need to communicate securely, then each pair must share a distinct

secret key. In this case, each party must have n � 1 secret keys; the overall number of

keys in the system, which may need to be centrally backed up, is then n(n � 1)=2, or

approximately n

2

. As the size of a system increases, this number becomes unacceptably

large.

For systems based on symmetric-key techniques, the solution is to use centralized

key servers with a trusted third party at the center or hub of communications. These

methods diminish the n

2

key distribution problem, at the cost of the requirement of an

on-line trusted server, and additional communications with it. Public-key techniques give

an alternate solution.
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3.2.2 Key Distribution Models

Point-to-point communications and \centralized key management", are examples of simple

key distribution (communications) models. As an example of the centralized key manage-

ment models, we indicate \key distribution center" model. These models are described

below, where K

XY

denotes a key shared by X and Y.

1. point-to-point mechanisms: These involve two parties communicating directly.

2. key distribution centers (KDCs): KDCs are used to distribute keys between users

which share distinct keys with the KDC, but not with each other. A basic KDC

protocols as follows. Upon request from Alice to share a key with Bob, the Center

generates or otherwise acquires a keyK, then sends it encrypted underK

AC

to Alice,

along with a copy of K (for Bob) encrypted under K

BC

. Alternatively, Center may

communicate K (secured under K

BC

) to Bob directly.

Note that centralized key management involving third parties (KDCs in this case)

o�ers the advantage of key-storage e�ciency: each party need maintain only one long-term

secret key with the trusted third party (rather than one for each potential communications

partner). Potential disadvantage include: vulnerability to loss of overall system security

if the central node is compromised (providing an attractive target to adversaries); a

performance bottleneck if the central node becomes overloaded; loss of service if the

central node fails (a critical reliability point); and the requirement of an on-line trusted

server.

3.3 Point-to-Point Key Management

3.3.1 Key Distribution for Symmetric Algorithms

The use of a key distribution center imposes the requirement that the KDC be trusted

and be protected from subversion. This requirement can be avoided if key distribution is

fully decentralized. Although full decentralization is not practical for larger networks, it

may be useful with in a local context.

A decentralized approach requires that each end system be able to communicate in a

secure manner with all potential partner end systems for purposes of session key distribu-

tion. Therefore, there need to be as many as n(n� 1)=2 master keys for a con�guration

with n end systems.

A session key may be established with the following sequence of steps;

1. Alice issues a request to be for a session key. The message includes the identity

of Alice and Bob and a unique identi�er N

1

for this transaction, which we refer to

as a \nonce". The nonce may be a timestamp, a counter, or a random number;

the minimum requirement is that it di�er with each request. Also, to prevent

masquerade, it is desirable for it to be di�cult for an opponent to guess the nonce.

Thus, a random number is a good choice for a nonce.
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2. Bob responds with a message that is encrypted using the shared master key. The

response includes the session key selected by Bob, an identi�er of Bob, the value

f(N

1

), and another nonce, N

2

.

3. Using the new session key, Alice returns f(N

2

) to Bob.

Although each mode must maintain at most (n � 1) master keys, as many session

keys as required may be generated and used. Since the message transferred using

the master key are short, cryptanalysis is di�erent. As before, session keys are used

for only a limited time to protect them.
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Figure 3.1: Point-to-point key management.

3.3.2 Di�e-Hellman Key Exchange Scheme and Its Attack

Di�e-Hellman key exchange scheme provide the �rst practical solution to the key distri-

bution problem allowing two parties, never having met in advance or shared key material,

to establish a shared secret key by exchanging messages over an open channel. Though

this scheme have several kinds of models, we show the basic one.

Protocol

Preparation phase

An appropriate a large prime p, and a generator g of Z

�

p

are select and published. Here,

(p; g) serves as the users' public key.

Common key generation phase

Alice selects a random integer a 2 Z

�

p�1

,computes

y

A

= g

a

(mod p);

12



and sends y

A

to Bob. Similarly, Bob selects a random integer b 2 Z

�

p�1

, computes

y

B

= g

b

(mod p);

and sends y

A

to Alice. Next, Alice computes

K

A

= y

a

B

(mod p):

Similarly Bob computes

K

B

= y

b

A

(mod p):

K

A

and K

B

serve as a common key since

K

A

= y

b

A

= (g

a

)

b

= g

ab

= K

B

(mod p)

Attack Strategy

Unfortunately, the basic type of the Di�e-Hellman scheme is vulnerable to an active

adversary who uses an \intruder-in-the-middle" attack. We show the example by using

this attack.

We assume Alice and Bob have private keys a and b,respectively and Carol creates a

0

and b

0

. Carol intercepts Alice's exponential and replaces it by g

a

0

. Similarly, she intercepts

Bob's exponential and replaces it by g

b

0

. Alice forms session key K

A

= g

ab

0

, while Bob

forms session key K

B

= g

a

0

b

. Carol is able to both these keys. When Alice subsequently

sends a message to Bob encrypted under K

A

, Carol deciphers it, re-enciphers under K

B

,

and forwards it to B. Similarly Carol deciphers message encrypted by Bob for Alice under

K

B

and re-enciphers them under K

A

. Alice and Bob believe they communicate securely,

while Carol reads all tra�c.

$OLFH &DURO %RE

DJ 
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Figure 3.2: Intruder-in-the-middle attack.

To prevent this attack, it is essential for Alice and Bob to make sure that they are

exchanging messages with each other and not with Carol. Before exchanging keys, Alice

and Bob might carry out a separate protocol to establish each other's identity, for example

13



by using one of the identi�cation. But this o�ers no protection against an intruder-in the

middle attack if Carol simply remains inactive until after Alice and Bob have proved their

identities to each other. Hence, the key agreement protocol should itself authenticate the

participants' identities at the same time as the key is being established. Such a protocol

will be called \authenticated key agreement".

3.4 Centralized Key Management

3.4.1 Key Agreement for Symmetric Algorithm

We show a typical symmetric model illustrated in Figure 3.3. This model assumes that

each user shares a unique master key with the key distribution center(KDC).

Let us assume that user Alice wishes to establish a logical connection with Bob and

require a one-time session key to protect the data transmitted over connection. Alice has

a secret key K

A

known only for itself and the KDC; similarly, Bob shares the master key

K

B

with the KDC. The following steps occur:

1. Alice issues a request to the KDC for a session key to protect a logical connection

to Bob. The message includes the identity both Alice and Bob, and a nonce N

1

2. The KDC responds with a message encrypted by using K

A

. Therefore, Alice is the

only one who can successfully receive the message, and Alice knows that it originated

at the KDC. The message includes two items instead for Alice:

{ The one-time session key K

s

which is used for the session;

{ The original request message, including the nonce, to enable Alice to match

this response with the appropriate request.

Therefore, Alice can verify that its original request was not altered before reception

be the KDC, and because of the nonce, that this is not a replay of some previous

request. In addition, the message includes two items intended for Bob:

{ The one-time session key K

s

which is used for the session;

{ An identi�er of Alice :ID

A

.

These last two items are encrypted with the master key that the KDC shares with

Bob. They are to be sent to Bob to establish the connection and prove Alice's

identity.

3. Alice stores the session key for use in the upcoming session and forwards to Bob the

information that originated at the KDC for Bob, namely, E

K

B

[K

s

jjID

A

]. Because

this information is encrypted with K

B

, it is protected from eavesdropping. Bob now

knows the session key (K

s

), knows that the other party is Alice (from ID

A

), and

that the information originated at the KDC(because it is encrypted using E

K

B

).

14
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Figure 3.3: Authenticated key distribution system.

At this point, a session key has been securely delivered to Alice and Bob, and they may

begin their protected exchange. However, two additional steps are desirable:

4. Using the newly minted session key for encryption, Bob sends a nonce, N

2

, to Alice.

5. Also using K

s

, Alice responds with f(N

2

), where it is a function that performs some

transformation on N

2

.

These steps assure Bob that the original message it received (step 3) has not a replay.

Note that actual key distribution involves only step 1 through 3 but that step 4 and

5, as well as 3, perform an authentication function.

3.4.2 Public-Key Certi�cates

Public-key certi�cates are a vehicle by which public keys may be stored, distributed or

forwarded over unsecured media without danger of undetectable manipulation. The ob-

jective is to make one entity's public key available to others such that its authenticity(i.e.,

its status as the true public key of that entity) and validity are veri�able.

The \Certi�cation Authority"(CA) is a trusted third party whose signature on the

certi�cate vouches for the public key bound to the subject entity. The signi�cance of this

binding (e.g., what the key may be used for) must be provided by additional means, such

as an attribute certi�cate or policy statement. Within the certi�cate, the string which

identi�es the subject entity must be a unique name within the system (distinguished

name), which the CA typically associates with a real-world entity. The CA requires its

own signature key pair, the authentic public key of which is made available to each party

upon registering as an authorized system user. This CA public key allows any system

user, though certi�cate acquisition and veri�cation, to transitively acquire trust in the

authenticity of the public key in any certi�cate signed by that CA.
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Creation of public-key certi�cates

Before creating a public-key certi�cate for Alice, the certi�cation authority should take

appropriate measures (relative to the security level required), typically non-cryptographic

in nature, to verify the claimed identity of Alice and the fact that public key to be certi�ed

is actually that of Alice. Two cases may be distinguished:

1. trusted party creates key pair. The trusted party creates a public-key pair, assign

it to a speci�c entity, and includes the public key and the identity of that entity

in the certi�cate. The entity obtains a copy of the corresponding private key over

a secure (authenticate and private) channel after providing its identity. All parties

subsequently using this certi�cate essentially delegate trust to this prior veri�cation

of identity by the trusted party.

2. entity creates own key pair. The entity creates its own public-key pair, and securely

transfers the public key to the trusted party in a manner which preserves authentic-

ity(e.g., over a trusted channel, or in person). Upon veri�cation of the authenticity

(source) of the public key, the trusted party creates the public-key certi�cate as

above.

Use and Veri�cation of public-key certi�cates

The overall process whereby Bob uses a public-key certi�cate to obtain the authentic

public key of Alice may be summarized as follows:

1. (One time) acquire the authentic public-key of the certi�cation authority.

2. Obtain an identifying string which uniquely identi�es the intended party Alice.

3. Acquire over some unsecured channel (e.g. from a central public database of cer-

ti�cates, or from Alice directly), a public-key certi�cate corresponding to subject

entity Alice and agreeing with the previous identifying string.

4. (a) Verify the current date and time against the validity period (id any) in the

certi�cate, relying on a local trusted time/day-clock;

(b) Verify the current validity of the CA's public key itself;

(c) Verify the signature on Alice's certi�cate, using the CA's public key;

(d) Verify that the certi�cate has not been revoked.

5. If all checks succeed, accept the public key in the certi�cate as Alice's authentic key.
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3.5 Identity-Based Cryptosystem

3.5.1 Basic Idea and Analysis

An identity-based cryptographic system, which was proposed by A.Shamir [3], is an asym-

metric system wherein an entity's public identi�cation information (unique name) plays

the role of its public key. This system is used as input by a trusted center T to compute

the entity's corresponding private key.

In usual public-key cryptosystems, every user has a key-pair (s; P ), where s is a secret

key, only known to this user and P is a public key which anybody may know. By de�nition,

public keys need not be protected for con�dentiality; on the contrary, they have to be as

made as public as possible. But this \publicity" becomes drawback toward active attacks,

such as the substitution of a \false" public key to a \true" one in a directory. Therefore

besides key-pair (s; P ), we must include his identi�cation string I and \guarantee" G that

P is really the public key of user I, and not the one of an imposer I.

When we adopt the Identity-based systems, the public key is equivalent to the identity.

i.e. P = I. And guarantee is equivalent to the secret key itself. i.e. G = s. Since there is

no certi�cate to store and to check, this system has good properties.

After computing the entity's private key, T transfers the entity's private key to the

entity over a secure (authentic and private) cannel. This private key is computed from

not only the entity's identity information, but must also be a function of some privileged

information known only to T (T 's private key). This is necessary to prevent forgery and

impersonation - it is essential that only T be able to create valid private keys corresponding

to give identi�cation information. Corresponding (authentic) publicly available system

data must be incorporated in the cryptographic transformations of the ID-based system,

analogous to the certi�cation authority public key in certi�cate-based systems.

3.5.2 Okamoto-Tanaka Key Exchange Scheme

This section summarizes the ID-KDS which was proposed by E.Okamoto and K.Tanaka [8].

This scheme consists of the following three phases.

Preparation phase

A trusted center picks two primes p and q, and makes n, g and e public, where n = pq, g

is a generator of both Z

�

p

and Z

�

q

, and e 2 Z

�

�(n)

. The Carmichael function of n is given by

�(n) = lcm (p� 1; q � 1). Let d 2 Z

�

�(n)

be the secret key of the center satisfying ed = 1

(mod �(n)).
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Figure 3.4: Okamoto-Tanaka key exchange scheme.

User's participation phase

Let ID

i

be the user i's (i = A;B;C; . . .) identity information. Let s

i

be the secret key of

the user i satisfying

s

i

= ID

�d

i

(mod n):

The center then publishes (e; n; g; ID

i

) and delivers s

i

to each user i through a secure

channel or by using an IC card.

Common key generation phase

We assume here that two users Alice and Bob want to share a common-key. First, Alice

generates a random number r

A

, computes

x

A

= s

A

� g

r

A

(mod n);

and sends it to Bob. Similarly, Bob generates a random number r

B

, computes

x

B

= s

B

� g

r

B

(mod n);

and sends it to Alice. Next, Alice computes

WK

AB

= (ID

B

� x

e

B

)

r

A

(mod n):

Similarly, Bob computes

WK

BA

= (ID

A

� x

e

A

)

r

B

(mod n):
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WK

AB

and WK

BA

serve as a common key since

WK

AB

= (ID

B

� x

e

B

)

r

A

= (ID

B

� (s

B

� g

r

B

)

e

)

r

A

= (ID

B

� (ID

�d

B

)

e

� g

r

B

e

)

r

A

= g

er

A

r

B

=WK

BA

(mod n):
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Chapter 4

Computational Complexity Theory

4.1 Complexity Issues in Cryptography

One very important observation is that a public-key cryptosystem can never provide

unconditional security. Consequently, it is important to study the computational security

of public-key systems.

Certainly a minimal expectation of a public-key cryptoystem is that this system cannot

be cracked in polynomial time. If this condition is satis�ed, then every polynomial time-

bounded algorithm there exits in�nitely many messages whose codes the algorithm, cannot

crack. This leaves open possibility that there exists some algorithm, and in�nitely many

messages whose codes this algorithm can crack in polynomial time. For a public-key

cryptoystem to be secure, it must be the case that ciphertexts cannot be cracked for most

messages.

4.2 Turing Machine

We show a simple, yet powerful computing device called \Turing machine", which was

invited by A.Turing. A Turing machine consists of two major components, a tape and a

control unit. The \Tape" is a sequence of cells that extends to in�nity in both directions.

Each cell contains a symbol from a �nite alphabet. There is a tape head that reads from a

cell and writes into the same cell. The \control unit" contains a �nite set of instructions,

and it executes these instructions as follows: Each instruction causes the tape head to

read the symbol from a cell, to write a symbol into the same cell, and either to move the

tape head to an adjacent cell or to leave it at the same cell.

Each instruction of a Turing machine can be represented as a 5-tuple consisting of the

following �ve parts:

1. The Turing machine state.

2. A tape symbol read from the current tape cell.
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Figure 4.1: Overview of Turing machine.

3. A tape symbol to write into the current tape cell.

4. A direction for the tape head to move.

5. The next machine state.

We'll agree to let the letters L, S and R mean \move left one cell,", \stay at the

current cell" and \move right one cell," respectively. For example, suppose we have the

following instruction:

< i; a; b; L; j > :

The instruction is interpreted as follows:

If the current state of the machine is i, and if the symbol in the current tape cell is

a, then write b into current tape cell, move left one cell, and goto state j.

The tape is used much like the memory in a modern computer, to store the input, to

store data needed during execution, we need to make a few more assumptions:

1. An input string is represented on the tape by placing the letters of the string in

contiguous tape cells. All other cells of the tape contain the blank symbol.

2. The tape head is positioned at the leftmost cell of the input string unless speci�ed

otherwise.

3. There is one \start state".

4. There is one \halt state".

The execution of a Turing machine stops when it enters the Halt state or when it

enters a tate for which there is no valid move. For example, if a Turing machine enters

state j and reads a in the current cell, but there is no instruction of the form < i; a; . . . >,

then the machine in state i.
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We say that an input string is \accepted" by a Turing machine if the machine enters

the Halt state. Otherwise, the input string is \rejected". There are two ways to reject an

input string: Either the machine stops by entering a state other than the Halt state from

which there is no move, or the machine runs forever. The Turing machine is the set of all

input strings accepted by the machine.

It's easy to see that Turing machines can solve all the problem that \Pushdown au-

tomatons" which mean a �nite automaton with a stack, can solve because a stack can

be maintained on some portion of the tape. In fact, a Turing machine can maintain any

number of stacks on the tape by allocating some space on the tape for each stack.

4.3 Complexity Classes

We �rst de�ne the following de�nition.

De�nition 4.3.1 [Polynomial-Time Algorithm] An algorithm whose worst-case run-

ning time function is of the form O(n

k

), where n is the input size and k is a constant, is

called an polynomial-time algorithm.

Roughly speaking, polynomial-time algorithms can be equipped with \good" or \ef-

�cient" algorithms. When considering polynomial-time complexity, the degree of the

polynomial is signi�cant. For example, even though an algorithm with a running time

of O(n

ln lnn

), n being the input size, is asymptotically slower that an algorithm with a

running time of O(n

100

), the former algorithm may be faster in practice for smaller value

of n, especially if the contains hidden by the big-O notion are smaller. Furthermore, in

cryptography, average-case complexity is more important than worst-case complexity {

a necessary condition for an encryption scheme to be considered secure is that the cor-

responding cryptanalysis problem is di�cult on average (or better yet, always di�cult),

and not just for some isolated cases.

With respect to the complexity class, we show the following de�nition:

De�nition 4.3.2 [Complexity Class P] The set of all decision problems that are

solvable in polynomial time is called the complexity class P.

The computational tasks that need to get solved in practice are not all of the kind

that take a \yes" or \no" answer. For example, we say need to �nd a satisfying truth

assignment of a Boolean expression, not just to tell whether the expression is satis�able;

in the traveling salesman problem we want the optimal tour, not just whether a tour

within a given budget exists; and so on. We call such problems requiring an answer more

elaborate than \yes" or \no", \function problems". We can show the following de�nition

which is associated with this problems.

De�nition 4.3.3 [Complexity Class FP] The class of all function problems in P is

called the complexity class FP.
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4.4 Ordering among Di�culty of Functions

We show the methods of reductions among functions at �rst. These reductions are de�ned

in the same way as the reductions among languages over some �nite alphabet.

We de�ne the function Q

1

to solve the program P

1

, and the function q

2

to solve the

program P

2

, respectively. If one adopt P

1

as a subroutine, and can construct polynomial

time computable program P

2

, then we say \Q

2

reduces to Q

1

".

We show the instruction in graphical as follows:

RXWSXWLQSXW 370
3�

3�

Figure 4.2: Querying an oracle.

In Figure 4.2, PTM means \Polynomial-time Turing Machine". With respect to re-

ductions, there exist some classi�cations. At �rst, we de�ne \polynomial-time many-one

reducibility" as follows:

De�nition 4.4.1 [Polynomial-Time Many-One Reducibility] For functions F and

G, if there exists a pair of polynomial-time computable function (h

1

; h

2

) such that F (x) =

h

1

(G(h

2

(x))), then we say \F reduces to G with respect to the polynomial-time many-one

reducibility", and write as F �

FP

m

G. If the converse reduction also holds, we say \F is

equivalent to G with respect to the polynomial-time many-one reducibility", and write as

F �

FP

m

G.

In short, De�nition 4.4.1 means that PTM is allowed to ask (only) one question to a

oracle G, and on input the answer (G(h

2

(x)) which the oracle G generate, outputs the

value h

1

(G(h

2

(x))) by using the function h

2

. For simplicity, we show the �gure as follows:

Proposition 4.4.2 Binary relation F �

FP

m

G is re
exive and transitive. That is:

(1) F �

FP

m

F .

(2) If F �

FP

m

G and G �

FP

m

H, then F �

FP

m

H.

Proof.

(1) It is obvious.
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(2) Because of F �

FP

m

G and G �

FP

m

H, there exists two polynomial-time computable

function f and g, and

x 2 F , f(x) 2 G ,and x 2 G, g(x) 2 H

Therefore, x 2 A, g(f(x)) 2 C. This means F �

FP

m

H.

Since Relation F �

FP

m

G is re
exive, symmetric and transitive, this relation is equiv-

alence.

In the case of many-one reducibility, this reduction restricts the question toward oracle

for only one time.

RXWSXW370

RUDFOH*
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Figure 4.3: Many-one reducibility.

Next, we show the following two de�nition which was diminished this restriction.

De�nition 4.4.3 [Polynomial-Time Turing Reducibility] For functions F and G, if

one can construct a polynomial-time oracle Turing machine with access to value of g, which

computes f , we say \F reduces to G with respect to the polynomial-time Turing reducibility

", and write as F �

FP

T

G. Regarding the complexity of such an algorithm, we suppose

that the cost of one calling the oracle is just one step. If the converse reduction also holds,

we say \F is equivalent to G with respect to the polynomial-time Turing reducibility", and

write as F �

FP

T

G.

De�nition 4.4.4 [Expected Polynomial-Time Turing Reducibility] For functions

F and G, if an expected polynomial-time oracle Turing machine with access to values of

g, can compute f , we say \F reduces to G with respect to the expected polynomial-time

Turing reducibility", and write as F �

EFP

T

G. Here we say that a machine M is expected

polynomial-time if there exists an e > 0 such that, for all x 2 f0; 1g, the expectation,

taken over the in�nite bit sequences r, of (t

M

(x; r))

e

is bounded above by jxj, i:e:,

E((t

M

(x; r))

e

) � jxj:

As seen in the de�nitions, if F �

FP

m

G or F �

FP

T

G holds, and if the polynomial-

time algorithm for computing G is discovered, then so is that for computing F . For two

functions F and G, F �

FP

m

G implies F �

FP

T

G, and that F �

FP

T

G implies F �

EFP

T

G.
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4.5 Functions to Break Protocols

We �rst de�ne functions related with the several problems.

De�nition 4.5.1 [Discrete Logarithm Problem] DLP(n; g; y) is a function that on

input n 2 N

>1

, g 2 Z

�

n

, y 2 Z

�

n

, outputs w such that y = g

w

(mod n) and 0 � w < n, if

such an w exists.

De�nition 4.5.2 [Factoring Problem] Factoring(n) is a function that on input n 2

N

>1

, outputs a such that 1 < a < n and ajn, if such an a exists.

Now it is not known whether complexity class FP contains the discrete logarithm

problem or not. the same statement also holds for the factoring problem.

Note that the oracle has no responsibilities when the input is inappropriate. However,

we will assume that on correct inputs the oracle will return an answer within some poly-

nomial time bound. For example, suppose B is an oracle for the function DLP. When

n = pq is not the product of two prime, or g is not a generator of Z

�

n

:

1. A may return a syntactically incorrect answer; in which case we know that either p

or g is a inappropriate.

2. A may fail to give an answer within a given polynomial time bound, and again we

conclude that either n or g is inappropriate. (Here we assume that the time bound

can be computed in polynomial time.)

3. A may return a syntactically correct answer. The answer can be checked to see if it

satis�es the appropriate equivalence, but we cannot conclude that n is the product

of two primes p and q or g is a generator.

Next, we de�ne functions to break the several protocols which are all based on discrete

logarithm problem. We assume that the base g is in Z

�

n

. This assumption includes the

case of g being a primitive root modulo both p and q.

De�nition 4.5.3 [Di�e-Hellman Key Exchange Scheme] DH(n; g; y

A

; y

B

) is a func-

tion that on input n 2 N

>1

, g 2 Z

�

n

, y

A

2 Z

�

n

, y

B

2 Z

�

n

, outputs K 2 Z

�

n

such that K = g

ab

(mod n), where y

A

= g

a

(mod n) and y

B

= g

b

(mod n), if such a K exists.

De�nition 4.5.4 [Okamoto-Tanaka Key Exchange Scheme] OT(n; e; g; ID

A

; ID

B

;

x

A

; x

B

) is a function that on input n 2 N

>1

, e 2 Z

�

�(n)

, g 2 Z

�

n

; ID

A

2 Z

�

n

, ID

B

2 Z

�

n

,

x

A

2 Z

�

n

, x

B

2 Z

�

n

, outputsWK 2 Z

�

n

such thatWK = (ID

B

�x

e

B

)

r

A

= (ID

A

�x

e

A

)

r

B

= g

er

A

r

B

(mod n), where x

A

= g

r

A

� (ID

A

)

�e

�1

(mod n), x

B

= g

r

B

� (ID

B

)

�e

�1

(mod n) and

ee

�1

= e

�1

e = 1 (mod �(n)), if such a WK exists.

Other functions based on several problems are de�ned as follows:
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De�nition 4.5.5 [RSA Public-Key Cryptosystem] RSA(n; e; y) is a function that

on input n 2 N

>1

, e 2 Z

�

�(n)

, y 2 Z

�

n

, outputs x 2 Z

�

n

such that y = x

e

(mod n), if such

an x exists.

De�nition 4.5.6 [ElGamal Public-Key Cryptosystem] EG(n; g; y; C

1

; C

2

) is a func-

tion that on input n 2 N

>1

, g 2 Z

�

n

, y 2 Z

�

n

, C

1

2 Z

�

n

, C

2

2 Z

�

n

, outputs m 2 Z

�

n

such

that m = C

2

=C

x

1

(mod n), where y = g

x

(mod n), if such an m exists.

4.6 Reducibility among Functions

4.6.1 Di�culty of Breaking Key Sharing

With respect to the key sharing of the Okamoto-Tanaka scheme, we indicate the following

theorem.

Theorem 4.6.1 OT �

FP

m

DH.

Proof.

1. OT �

FP

m

DH:

OT(n; e; g; ID

A

; ID

B

; x

A

; x

B

) = DH(n; e; g

e

; ID

A

x

e

A

; ID

B

x

e

B

):

2. DH �

FP

m

OT:

DH(n; g; y

A

; y

B

) = OT(n; 1; g; 1; 1; y

A

; y

B

):

In Theorem 4.6.1, note that as follows:

1. This reduction holds whenever g is in Z

�

n

. Therefore, there is no need for us to

assume that g is a primitive root modulo both p and q. Note that the order of a

subgroup generated by a common primitive root is lcm(p�1; q�1) � '(n)=2, where

' is the Euler totient function.

2. In the proof of DH �

FP

m

OT, we put e = 1 2 Z

�

'(n)

and ID

A

= ID

B

= 1 2 Z

�

n

. If ID

A

and ID

B

must be di�erent from each other, one may pick any two distinct ID

A

and

ID

B

from Z

�

n

, and generate a query to be (n; 1; g; ID

A

; ID

B

; y

A

=ID

A

; y

B

=ID

B

) so

that OT returns WK = g

ab

(mod n). Moreover, if for e such that e = 1 or e =2 Z

�

n

,

OT returns ?, then the reduction algorithm becomes something else. The following

is a probabilistic polynomial-time algorithm that reduces DH to OT.

One may pick any odd e from Z

�

n

n f1g, choose s

A

and s

B

from Z

�

n

, and generate

a query to be (n; e; g; s

e

A

y

A

; s

e

B

; s

�1

A

g; s

�1

B

y

B

). If e is in fact in Z

�

'(n)

n f1g, then OT
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returns a correctWK = g

ab+eb

. This is because s

e

A

A(s

�1

A

g)

e

= y

A

g

e

= y

A

g

e

= g

a+e

=

g

ee

�1

(a+e)

, s

e

B

(s

�1

B

y

B

) = y

e

B

= g

eb

, and so WK = g

ee

�1

(a+e)b

= g

(ab+eb)

. Therefore,

DH(n; g; y

A

; y

B

) = OT(n; e; g; s

e

A

y

A

; s

e

B

; s

�1

A

g; s

�1

A

y

B

)=y

e

B

(mod n);

if e is in Z

�

'(n)

n f1g. On the other hand, if e = 1 or not in Z

�

'(n)

, OT returns ?.

The probability that e picked in such a way is in Z

�

'(n)

is estimated as

� =

'('(n))

'(n)�

n� 1

2

� 1

�

2'('(n))

'(n)

�

2ln(2)'(n)

'(n)ln(2'(n))

�

2ln(2)

ln(2n)

;

where we used an inequality that '(n) � ln(2) � n=ln(2) for a positive integer n.

Thus if e is picked repeatedly for ln(2n)=(2)ln(2)times, one may expect that there

is at least one correct answer other than ? among the values returned from OT. The

expected number of repetition is bounded above by a polynomial in jnj. Therefore

the reduction algorithm runs in expected polynomial time.

Speci�cally, if the modulus n is chosen such that n = pq, p = 2p

0

+ 1, q = 2q

0

+ 1

with p, q, p

0

, q

0

prime, then

� �

2'('(n))

'(n)

= 1�

1

p

0

�

1

p

0

q

0

:

This means that the reduction algorithm works in a deterministic matter with over-

whelming probability.

Next we show that EG is equivalent to DH as follows:

Theorem 4.6.2 EG �

p

m

DH.

Proof.

1. DH �

FP

m

EG:

DH(n; g; y

A

; y

B

) = EG(n; g; y

�1

A

; B; 1);

where y

�1

A

is the inverse of y

A

(mod n). Note that

EG(n; g; y

�1

A

; y

B

; 1) = EG(n; g; g

�a

; g

b

; g

ab�ba

):

2. EG �

FP

m

DH:

EG(n; g; y; C

1

; C

2

) = C

2

=DH(n; g; y; C

1

) (mod n):

Besides this reductions, it is known at present that DH �

FP

m

DLP, RSA �

FP

m

Factoring,

and Factoring �

EFP

m

DLP in [22] and [23].
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4.6.2 Di�culty of Impersonation

We show the security with respect to the impersonation of the Okamoto-Tanaka scheme.

This scheme use the RSA scheme for identi�cation checking. Therefore, it is natural for us

to expect that the security would depend on the RSA. However, Theorem 4.6.1 shows that

breaking the function OT is equivalent to breaking the function DH. This means nothing

about relationship between OT and RSA.

In fact if RSA were a polynomial-time computable function, anyone could break iden-

ti�cation, that is, one could compute s

A

= ID

�e

�1

A

(mod n) by RSA(n; e; 1=ID

A

), and

impersonate Alice or Bob. Therefore, computing s

A

or s

B

from (n; e; ID

A

; ID

B

) reduces

to computing RSA with respect to polynomial-time many-one reducibility. This indicate

the security against impersonation depends on the di�culty of computing RSA. However,

we indicate that even RSA reduces to DH. This implies that impersonation is easier than

breaking.

Theorem 4.6.3 RSA �

FP

m

DH.

Proof.

RSA(n; e; y) = DH(n; y

e

; y; y):

Note that

DH(n; y

e

; y; y) = DH(n; y

e

; y

ed

; y

ed

) = y

ed

2

= y

d

= x (mod n);

where ed = de = 1 (mod '(n)):

4.7 Concluding Remarks on Reductions

As a consequence, we can summarize the reductions related with DLP as follows:

1. RSA �

FP

m

OT �

FP

m

DH �

FP

m

EG �

FP

m

DLP.

2. RSA �

FP

m

Factoring �

FP

T

DLP.

It is not known at present to hold that DH reduces to RSA, DLP reduces to DH, or Factoring

reduces to DH, with respect to some polynomial-time reducibility. These remain as open

questions.
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Chapter 5

Fault-Tolerant Key Distribution

Systems

5.1 Concept and Analysis

5.1.1 Basic Idea

In ID-KDS, many useful schemes [8] - [12] are proposed up to now. These schemes are

e�cient for implementation, but they have certain drawbacks at the stage in which the

center revoke and renew a users secret information. That is, when user's secret information

is made public for some reason, the user must ask for the center to revoke it and get a new

one. When we implement ID-KDS on networks, it is preferable that the center adopts

one uniform ID such as a user's name, an e-mail address, a social security number, and

so on, and never change that ID for any reason. But unfortunately, these schemes cannot

satisfy above condition. To solve these problems, we show the following de�nition.

De�nition 5.1.1 [Fault-Tolerant Key Distribution System] A system which sat-

isfy the following conditions 1-3 is called Fault-Tolerant Key Distribution System.

1. This system is a centralized key management system which exists a certi�cation

authority (CA).

2. This system can generate plural signatures for a message and each signature is

di�erent from another one.

3. If two or more users which take part in this system want to share the common key,

each user can use the signature as authentication.

By using this system, even after a center revoke the user's secret information, the

center can generate a new one without any change of ID. This means there is no need for

the user to make a �le which contains several pieces of ID for one user. Therefore, this

system can diminish the burden of the user in this sense.
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5.1.2 Levels of Trust

In 1991, M.Giraut [20] classi�ed the levels of trust for centralized key management. With

respect to the fault-tolerant key distribution system, we can reconstruct this level as

follows:

1. The authority knows (or can easily compute) user's all secret information. Therefore,

the authority can impersonate any user at any time without detected.

2. The authority does not know(or cannot easily compute) user's secret information.

Nevertheless, the authority can still impersonate a user by generating false guaran-

tees.

3. Even after the authority generates the false guarantees, the impersonation of the

authority can be detective.

Ideally, the level 3 is the most desirable one. However in this case, we need another

authority which guarantee a user's secret information. Therefore, when it comes to im-

plement the centralized key management system, we must consider this problem.

5.2 Proposed Scheme

This section shows our proposed scheme. There are three kinds of protocols, and each

protocol has one or several phase(s) in this scheme.

5.2.1 Key Sharing Protocol

In this section, we discuss the key sharing protocol by which two users can agree on a

common key. This protocol consists of the following three phases.

Preparation phase

A trusted center picks two primes p and q, and makes n, g and e public, where n = pq, g

is a generator of both Z

�

p

and Z

�

q

, and e 2 Z

�

�(n)

. The Carmichael function of n is given by

�(n) = lcm (p� 1; q � 1). Let d 2 Z

�

�(n)

be the secret key of the center satisfying ed = 1

(mod �(n)).

User's participation phase

Let ID

i

be the user i's (i = A;B;C; . . .) identity information. Let f be a one-way hash

function which maps from ID

i

to the following m-dimensional vector(ID-vector) v

i

, as

v

i

= f(ID

i

) = (v

i0

; v

i1

; v

i2

; . . . ; v

i(m�1)

);

where v

ij

6= v

ij

0

if j 6= j

0

for all j, and v

ij

2 Z

n

, (0 � j � m� 1).
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Figure 5.1: Proposed scheme.

The center generates m random numbers k

i0

; k

i1

; k

i2

; . . . ; k

i(m�1)

(Let k

i

be (k

i0

; k

i1

;

k

i2

; . . . ; k

i(m�1)

)), and then computes �

i

, �

i

, and �

i

as follows:

�

i

= k

i

� v

i

=

m�1

X

t=0

k

it

v

it

(mod �(n));

�

i

�

i

= 1 (mod �(n)); and

�

i

= (x

i1

; x

i2

; x

i3

; . . . ; x

i(m�1)

);

where

x

ij

= ID

�d�

i

k

ij

i

(mod n);

for each j; (1 � j � m� 1).

Let h be a one-way hash function which computes h

i

and the center computes s

i0

, i.e.

h

i

= h(x

i1

; x

i2

; x

i3

; . . . ; x

i(m�1)

); and

s

i0

= (h

i

� ID

�

i

k

i0

i

)

�d

:

The center then publishes (e; n; g; ID

i

; f; h) and delivers (s

i0

; �

i

) to each user i. With

respect to s

i0

, it must be delivered through a secure channel or by using an IC card.

Common key generation phase

We assume here that two users Alice and Bob want to share a common-key. First, Alice

generates a random number r

A

and computes

x

A0

= g

r

A

� s

A0

(mod n):
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We de�ne

x

A

= (x

A0

; x

A1

; x

A2

; . . . ; x

A(m�1)

);

and Alice sends it to Bob. Similarly, Bob generates a random number r

B

and computes

x

B0

= g

r

B

� s

B0

(mod n):

We de�ne

x

B

= (x

B0

; x

B1

; x

B2

; . . . ; x

B(m�1)

);

and Bob sends it to Alice. Then Alice computes

WK

AB

=

�

ID

B

� h

v

B0

B

�

m�1

Y

t=0

(x

Bt

)

ev

Bt

�

v

A0

r

A

(mod n):

Similarly, Bob computes

WK

BA

=

�

ID

A

� h

v

A0

A

�

m�1

Y

t=0

(x

At

)

ev

At

�

v

B0

r

B

(mod n):

WK

AB

and WK

BA

serve as a common key since

WK

AB

=

�

ID

B

� h

v

B0

B

�

m�1

Y

t=0

(x

Bt

)

ev

Bt

�

v

A0

r

A

=

�

ID

B

� h

v

B0

B

� (g

v

B0

er

B

� h

�edv

B0

B

)

�

m�1

Y

t=0

(ID

�d�

B

k

Bt

B

)

ev

Bt

�

v

A0

r

A

=

�

ID

B

ID

B

�ed�

B

(

P

m�1

t=0

v

At

k

At

)

�h

v

B0

A

� h

�edv

B0

A

� g

v

B0

er

B

�

v

A0

r

A

= g

c

AB

er

A

r

B

=WK

BA

(mod n);

where c

AB

:= v

A0

� v

B0

.

5.2.2 Revocation and Renewal Protocol

In this section, we discuss the revocation and renewal protocol for a speci�c user's infor-

mation. This protocol consists of the following two phases.

Revocation phase for user's secret information

When the center revokes the secret information for a speci�c user i, the center sends the

following information related with the user i to all users:

- i : the speci�c user which has been revoked, and

- h

i

: the value of a hash function h which is computed from �

i

.
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Renewal phase for user's secret information

The center newly generates m random numbers k

0

i0

; k

0

i1

; k

0

i2

; . . . ; k

0

i(m�1)

(Let k

0

i

be (k

0

i0

;

k

0

i1

; k

0

i2

; . . . ; k

0

i(m�1)

)), k

ij

6= k

0

ij

, for each j, (0 � j � m � 1), and then computes �

0

i

,

�

0

i

, �

0

i

, h

0

i

, and s

0

i0

as follows:

�

0

i

= k

0

i

� v

i

=

m�1

X

t=0

k

0

it

v

it

(mod �(n));

�

0

i

�

0

i

= 1 (mod �(n));

�

0

i

= (x

0

i1

; x

0

i2

; x

0

i3

; . . . ; x

0

i(m�1)

);

where

x

0

ij

= ID

�d�

0

i

k

0

ij

i

(mod n);

for each j; (1 � j � m� 1) ,

h

0

i

= h(x

0

i1

; x

0

i2

; x

0

i3

; . . . ; x

0

i(m�1)

); and

s

0

i0

= (h

0

i

ID

�

0

i

k

0

i0

i

)

�d

:

Note that the center computes �

0

i

by using ID-vector v

i

. This means that even after

the center has revoked a secret information s

i0

, the center generates a new one s

0

i0

without

any change of ID. This is the concept of our proposed scheme.

The center then delivers (s

0

i0

; �

0

i

) to the speci�c user i. With respect to s

0

i0

, it must

be delivered through a secure channel or by using an IC card.

5.2.3 New Key Sharing Protocol

In this section, we discuss the new key sharing protocol. If the center has executed the

revocation and the renewal protocol in Sect.5.2.2, the user must include the following

phases' protocol in the common key generation phase given in Sect.5.2.1. This protocol

consists of the following phase.

New common key generation phase

We assume the center has already revoked Alice's information s

A0

and �

A

the center

delivers s

0

A0

and �

0

A

to the user Alice. Hence Alice send x

A

to Bob by using s

0

A0

and

�

0

A

.

When Bob gets x

i

from Alice, Bob con�rms whether the following veri�cation holds:

h

A

?

6= h

0

A

(mod n):

If it is true, Bob goes to the next step. Otherwise, Bob stops the protocol.
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5.3 Security Considerations

As shown in Sect.3.5.2 and 5.2, the original scheme and the proposed one are of the same

form. Hence these schemes are basically of the same type as the Di�e-Hellman scheme

over Z

n

. An additional operation for verifying the identity is based on RSA. Therefore,

it is natural to conjecture that the security should be related to the security of Di�e-

Hellman and that of RSA. In fact, it is obvious that if both Di�e-Hellman and RSA were

easy to break, then so would be the original and the proposed schemes. Here, we consider

the security by using polynomial-time reductions.

5.3.1 Functions to Break Protocols

We �rst de�ne the function PROPOSAL to break the proposed key sharing schemes. We

assume that the base g is just in Z

�

n

. This assumption includes the case of g being a

primitive root modulo both p and q, de�ned in the original and the proposed scheme.

De�nition 5.3.1 PROPOSAL(n; e; g; h

A

; h

B

; ID

A

; ID

B

; v

A

; v

B

; x

A

;x

B

) is a function that

on input n 2 N

>1

, e 2 Z

�

�(n)

, g 2 Z

�

n

, h

A

2 Z

�

n

, h

B

2 Z

�

n

, ID

A

2 Z

�

n

, ID

B

2 Z

�

n

,

v

Aj

2 Z

n

; v

Bj

2 Z

n

, x

Aj

2 Z

�

n

, x

Bj

2 Z

�

n

, outputs WK 2 Z

�

n

such that

WK =

�

ID

B

� h

v

B0

B

�

Q

m�1

t=0

(x

Bt

)

ev

Bt

�

v

A0

r

A

=

�

ID

A

� h

v

A0

A

�

Q

m�1

t=0

(x

At

)

ev

At

�

v

B0

r

B

= g

c

AB

er

A

r

B

(mod n);

where

c

AB

= v

A0

� v

B0

;

h

A

= h(x

A1

; x

A2

; x

A3

; . . . ; x

A(m�1)

);

h

B

= h(x

B1

; x

B2

; x

B3

; . . . ; x

B(m�1)

);

Q

m�1

t=0

(x

At

)

v

At

= (h

v

A0

A

� ID

A

)

�e

�1

(mod n);

Q

m�1

t=0

(x

Bt

)

v

Bt

= (h

v

B0

B

� ID

B

)

�e

�1

(mod n); and

ee

�1

= e

�1

e = 1 (mod �(n));

if such a WK exists.

5.3.2 Di�culty of Breaking Key Sharing

We prove the following theorem.

Theorem 5.3.2 DH �

FP

m

PROPOSAL.

Proof.

1. DH �

FP

m

PROPOSAL

DH(n; g; A;B) = PROPOSAL(n; 1; g; 1; 1; 1; 1; 1

r

A

;1

r

B

;1

a

A

;1

b

B

);
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where 1

r

A

, 1

r

B

, 1

a

A

, and 1

b

B

are the m-dimensional vectors de�ned as

1

r

A

= (1; r

A1

; r

A2

. . . ; r

A(m�1)

);

1

r

B

= (1; r

B1

; r

B2

. . . ; r

B(m�1)

);

1

a

A

= (g

a

; 1; 1 . . . ; 1); and

1

b

B

= (g

b

; 1; 1 . . . ; 1);

with r

Aj

; r

Bj

2

R

Z

n

, for each j; (1 � j � m� 1).

2. PROPOSAL �

FP

m

DH

Q

x

ev

A

A

and

Q

x

ev

B

B

are de�ned as

Q

x

ev

A

A

=

Q

m�1

t=0

(x

At

)

ev

At

=

�

g

er

A

�h

�1

�

v

A0

� ID

��

A

(

P

m�1

t=0

k

At

v

At

)

A

= g

v

A0

er

A

� h

�v

A0

� ID

�1

A

; and

Q

x

ev

B

B

=

Q

m�1

t=0

(x

Bt

)

ev

Bt

= g

v

B0

er

B

� h

�v

B0

� ID

�1

B

:

Note that m is a constant number. Thus both

Q

x

ev

A

A

and

Q

x

ev

B

B

are feasibly

computable.

Therefore,

PROPOSAL(n; e; g; h

A

; h

B

; ID

A

; ID

B

;v

A

;v

B

;x

A

;x

B

)

= DH(n; g

e

; ID

A

� h

v

A0

A

�

Q

x

ev

A

A

; ID

B

� h

v

B0

B

�

Q

x

ev

B

B

)

(= g

c

AB

er

A

r

B

):

5.3.3 Di�culty of Impersonation

In our proposed scheme, RSA is used only for identi�cation checking. In fact, if RSA were

a polynomial-time computable function, anyone could break the identi�cation. Therefore,

computing s

A0

or s

B0

from the public information as (n ; e ; g ; h

A

; h

B

; ID

A

; ID

B

; v

A

;v

B

; x

A

; x

B

) reduces to computing RSA with respect to the polynomial-time many-one

reducibility. In other words, the security against impersonation depends on the di�culty

of computing RSA. However, it is not known whether the converse reduction also holds

at present. The same statement holds for the original scheme.

In order to certify the security against impersonation, we must show that a shared key

cannot be forged, even if collusion among users would be allowed, under the assumption

that it is very di�cult to factor n.

Here, we will show two considerable attacks and examine the security for them. We

assume that the attacker Carol tries to impersonate Alice, and computes a common key
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between Carol and Bob.

Attack 1

Carol generates a random number r

A

0

and m random numbers k

A

0

0

; k

A

0

1

; k

A

0

2

; . . . ; k

A

0

(m�1)

(Let k

A

0

be (k

A

0

0

; k

A

0

1

; k

A

0

2

; . . . ; k

A

0

(m�1)

)), and computes

x

A

0

= (x

A

0

0

; x

A

0

1

; x

A

0

2

; . . . ; x

A

0

(m�1)

);

where

x

A

0

j

= g

k

A

0

j

(mod n);

for each j; (0 � j � m� 1), and sends it to Bob. Next, Carol gets x

B

from Bob.

Carol and Bob compute

WK

A

0

B

=

�

ID

B

� h

v

B0

B

�

m�1

Y

t=0

(x

Bt

)

ev

Bt

�

v

A0

r

A

0

(mod n);

WK

BA

0

=

�

ID

A

� h

v

A0

A

0

�

m�1

Y

t=0

(x

A

0

t

)

ev

At

�

v

B0

r

B

(mod n);

respectively. But Carol can not get a common key since WK

A

0

B

6=WK

BA

0

.

Attack 2

We suppose the center has revoked Alice's secret information s

A0

, and Carol knows

(s

A0

; �

A

). Then Carol computes

(h

v

A0

A

� ID

A

)

�d

= s

v

A0

A0

�

m�1

Y

t=1

(x

At

)

v

At

(mod n);

by using (s

A0

; �

A

). Carol generates a random number r

A

0

and computes

x

A

0

0

= g

r

A

0

� (h

v

A0

A

� ID

A

)

�d

(mod n):

We de�ne

x

A

0

= (x

A

0

0

; x

A1

; x

A2

; . . . ; x

A(m�1)

);

and sends it to Bob. Next, Carol gets x

B

from Bob.

Carol and Bob compute

WK

A

0

B

=

�

ID

B

� h

v

B0

B

�

m�1

Y

t=0

(x

Bt

)

ev

Bt

�

v

A0

r

A

0

(mod n);
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WK

BA

0

=

�

ID

A

� h

v

A0

A

0

�

m�1

Y

t=0

(x

A

0

t

)

ev

At

�

v

B0

r

B

(mod n);

respectively. But Carol can not get a common key since WK

A

0

B

6=WK

BA

0

.

We can not �nd any other e�ective attacks against impersonate with respect to the

proposed scheme.

5.4 Conceptual Analysis of the Proposed Scheme

In the original scheme, the center computes the user's secret information including the

digital signature, which is based on a ID information. Furthermore, in the proposed

scheme the center computes the value �

i

by using both the ID vector v

i

and the m-

dimensional vector k

i

which consists ofm random numbers. From �

i

, the center computes

�

i

which is the inverse of �

i

on the exponent, and the m-dimensional vector ((ID

�

i

k

A0

i

)

�d

; �

i

). Note that each value of this vector is signed digitally.

Then the center computes h

i

from �

i

, signs this value digitally such as h

�d

i

, and delivers

s

i0

(= h

�d

i

� (ID

�

i

k

A0

i

)

�d

) as a secret information of each user. Therefore, each user does not

know the values of h

�d

i

and ID

�d

i

.

The user's secret information works as authentication of each user. Therefore, by

generating new random numbers, the center can newly generate several pieces of secret

information for each user. This property enables the center to revoke and renew the user's

secret information.

Both the original and the proposed schemes have several advantages as follows:

1: There is no need for the user to change n for the modulo, although the RSA cryp-

tosystem does not have this property.

2: The user can obtain a di�erent work key in each distribution.

Moreover, the proposed scheme has the following additional advantages:

3: The center can revoke and renew a user's secret information without any change of

ID.

4: After the center has revoked a speci�c user's information, the other users do not

need to change their secret information.

5: The revoked information can be distributed to all users within a constant time which

does not depend on total numbers of users.
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Figure 5.2: Example of group communication system.

5.5 Applications to Other Key Management Schemes

Note that our proposed scheme can generate several pieces of secret information for a

piece of ID. In this section, we show two systems which apply this property.

5.5.1 Group Communication Using Conference Key

Conference keymeans a generalization of two-party key establishment to provide three

or more parties with a shared key. Note that despite super�cial resemblance, confer-

ence keying protocols di�er from dynamic secret sharing schemes in fundamental aspects.

General requirements for conference key include that distinct groups recover distinct keys

(session keys).

Figure 5.2 shows a example which apply our proposed scheme. In this case, we assume:

1. There exist three groups X , Y and Z.

2. Each group has several users.

3. Each user want to communicate with all the users which belong to a group.

In this case, the center generates several pieces of user's secret information S

li

(l =

X;Y; Z and i = A;B;C; . . .) which contain \group ID"-based signatures. Next, the center

delivers it for each user. Note that each user's secret information has distinct value.

If user A want to communicate with all the users which belong to group Y , A only to

makes a conference key by using his/her secret information s

XA

. This system is pro�table

because one user can communicate with plural users.
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Figure 5.3: Example of broadcast communication system.

5.5.2 Revocation of Speci�c User Using Broadcast Communi-

cation

When a authority enables users of a (typically large) privileged subset to share a key

by broadcasting one or more messages, the process resembles pre-positioned secret sharing

and is called Broadcast Communication.

Figure 5.3 shows a example which apply our proposed scheme. In this case, we assume:

1. There exists a organization X which contains a center and plural users.

2. Each user already has a secret information s

Xi

(i = A;B;C; . . .) and a common key

K which are generated by the center.

3. s

Xi

contains \organization ID"-based authentication. Each s

Xi

has distinct value.

4. The center want to revoke a common key K and renew a new one to all members

except for a speci�ed user A.

In this case, the center broadcast a same information Z

X

which can revoke only A's

common key.Note that each user's secret information s

Xi

contains a \organization ID"-

based authentication and each information is distinct value. By using this di�erence, the

center enable all users except for A to give a new common key.

If this system realizes as above, it is pro�table because no e�cient system is proposed

until now.
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Chapter 6

Conclusion

Today, network security is at unprecedented risk. Although Internet has enabled us to

communicate with each other on networks which reach around the world, it caused some

problems such as wiretapping, forgery, impersonation, and so on. Unfortunately these

problems have getting terribly serious.

As the motivation for this work, we want to propose a practical scheme which gives the

user less burden and more secure environment. Such schemes are necessary to realize a

secure communication and establish the ideal infrastructures for network communication.

The major contribution of this thesis is to propose a new concept of identity-based

cryptosystem which we call this system \Identity-based fault-tolerant key distribution sys-

tem" and have showed an actual scheme by modifying the Okamoto-Tanaka key exchange

scheme [8].

This system can generate several pieces of secret information for one ID. This means

that it keeps one-to-one correspondence between users and ID's. This property enables

the center to generate a new secret information even after the center has revoked one.

Next, we have studied the security of our proposed scheme using the reduction among

functions. We have shown the breaking of our proposed scheme is equivalent to breaking

the Di�e-Hellman key exchange scheme, and the security against impersonation depends

on the di�culty of computing the RSA encryption scheme. This is the same as original

one.

Finally, we have considered the application of the proposed concept to expand it into

other key management.
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