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ABSTRACT

Keywords: cloud computing, proofs of retrievability, secret sharing
scheme, network coding, Slepian-Wolf coding.

Since amount of data is increasing exponentially, data storage and manage-
ment become burdensome tasks of the data owner. To reduce the burdens
for the data owners, the concept of remote storage known as cloud has been
proposed. A cloud is considered as a service through which the clients can
use to publish, access, manage and share their data remotely and easily
from anywhere via the Internet. Although data outsourcing reduces stor-
age burden for the client, this method still has a problem that the service
provider is typically not fully trusted. Thus, this model introduces numer-
ous interesting research challenges: (i) data privacy, (ii) data availability
and (iii) data integrity. Data confidentiality consists of the two research
approaches: the cryptographic approach and the information-theoretic ap-
proach. In this study, we focus on integrity, availability and information-
theoretic confidentiality. We choose the information-theoretic approach
because our security analysis derives purely from information theory. Our
goal is to construct a practical and secure cloud system. Based on this
goal, we are interested in two research directions: Proof Of Retrievability
(POR) and Secret Sharing Scheme (SSS).

The POR has been proposed to allow the client to check whether his/her
data stored in the servers is available, intact and is always retrievable.
Based on the POR protocol, four common techniques are used: replication,
erasure coding, ORAM and network coding. In this study, we focus on
the network coding because: it achieve better storage cost compared with
replication, and better computation and communication costs compared
with erasure coding and ORAM. Although many network coding-based
PORs have been proposed, the efficiency and practicality have not been
addressed simultaneously.

The SSS is a method for protecting distributed file systems against data
leakage and data loss. In this scheme, the secret is encoded into a number
of shares. The shares are then distributed among a group of participants



where each participant holds a share of the secret. The secret can be
only reconstructed when a sufficient number of shares are reconstituted.
Although many SSSs are introduced, they have not achieved an optimal
share size and have not supported the share repair feature.

In this dissertation, we propose three schemes, named the MD-POR
(Multi-client and Direct repair for POR), DD-POR (Dynamic operation
and Direct repair for POR) and SW-SSS (Slepian-Wolf coding-based SSS).

The MD-POR is our main proposed POR which has the following con-
tributions: (i) The scheme can support direct repair feature. This means
that if a corrupted server is detected, the healthy servers are required to
provide their coded blocks directly to the new server. The new server can
verify the provided coded blocks and can compute the new coded blocks
for itself without disturbing the client. This mechanism can reduce the
communication cost and the burden for the client; (ii) Multiple clients
who own different secret keys can participant in the system. Their data
are mixed together without losing the data confidentiality of individual
clients; (iii) The scheme is constructed using symmetric key setting for the
efficiency; and (iv) The scheme support public authentication. This means
that not only the client but also any entity who has a given information
can check the cloud servers while learning nothing about the secret key
of each client. We employ a Third Party Auditor (TPA) on behalf of the
clients to check the servers periodically. By delegating the responsibility
of checking the servers to the TPA, the clients are free of the burden of
checking the servers.

The DD-POR scheme is an improvement of the MD-POR scheme. Con-
cretely, this scheme can support dynamic operations unlike the MD-POR
scheme. The client not only can read the data but also can modify, insert,
and delete the data. However, the DD-POR scheme is a partial improve-
ment of the MD-POR scheme because in this DD-POR scheme, we can
only deal with a single client instead of multiple clients as the MD-POR
scheme. Furthermore, the DD-POR does not deal with the public authen-
tication as the MD-POR scheme. The DD-POR scheme has the following
contributions: (i) This scheme can support direct repair feature like the
MD-POR scheme. When a server is corrupted, the healthy servers will
provide their coded blocks and tags directly to the new server without



sending them back to the client. Then, the new server can check them,
and can compute the new coded blocks and the tags for itself; (ii) Unlike
the MD-POR the client not only can check and retrieve the data, but also
can perform dynamic operations such as modification, insertion and dele-
tion on the data stored in the servers; and (iii) The scheme is constructed
using symmetric key setting for the efficiency.

The SW-SSS scheme, we show that the Slepian-Wolf Coding, which is
used to compress a data stream in a network, can be applied to the SSS to
achieve the following advantages:(i) The shares are constructed using the
XOR for fast computation; (ii) The parameter can be chosen arbitrarily;
(iii) The direct share repair is supported; and (iv) The size of a share is
optimized compared with previous schemes.
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Chapter 1

Introduction

1.1 Challenge of Cloud Computing

Since amount of data is increasing exponentially, data storage and data management be-
come troublesome tasks of the data owners. To reduce the burdens for the data owners,
the concept of remote storage known as cloud has been proposed. A cloud is considered
as a service through which the clients (the data owners) can use to publish, access, man-
age and share their data remotely and easily from anywhere via the Internet. Several
examples of clouds which are commonly used are Amazon S3 [1], Storage Request Broker
[2], Google’s BigTable [3], HP Public Cloud [4]; and the mostly recent clouds are Dropbox
[5], Google Drive [6] and iCloud [7].

Although data outsourcing to clouds can reduce the storage and management burdens
for the client, this method still encounters a problem that the service provider may be
typically not fully trusted. Therefore, this method introduces numerous interesting re-
search challenges in data security: (i) data availability, (ii) data integrity and (iii) data
confidentiality.

• Data availability : For any information system to serve its purpose, the data must
be always ready when it is needed. This means that the computing systems used
to store and process the information, the security controls used to protect it, and
the communication channels used to access it must be functioning correctly. High
availability systems aim to remain available at all times, preventing service disrup-
tions due to power outages, hardware failures, system upgrades and denial-of-service
(DOS) attacks such as a flood of incoming messages to the target system essentially
forcing it to shut down.

• Data integrity : Integrity involves maintaining the consistency, accuracy, and trust-
worthiness of data over its entire life cycle. Data must not be changed in transit,
and steps must be taken to ensure that data cannot be altered by unauthorized or
undetected manner. Integrity is violated when the data is actively modified.

• Data confidentiality : The data needs to be prevented from the disclosure to unau-
thorized individuals or systems. The system attempts to enforce confidentiality
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by encrypting the data or by restricting access. Data confidentiality consists of
the two research approaches: the cryptographic approach and the information-
theoretic approach. Compared with the cryptographic confidentiality approach, the
information-theoretic confidentiality approach achieves a security level determined
by thresholds.

In this study, we focus on data availability, data integrity and data information-theoretic
confidentiality. We choose the information-theoretic confidentiality approach because our
security analysis derives purely from information theory.

1.2 Research Goal

Our general goal is to construct a cloud system which is practical, efficient and secure. To
obtain the goal, our research consists of two directions: Proof Of Retrievability (POR)
and Secret Sharing Scheme (SSS).

1.2.1 Proof Of Retrievability (POR)

The POR is important because it has been proposed to help the client check whether
his/her data stored in the cloud servers (‘the servers’ for short) is always available, intact
and retrievable. Based on the POR protocol, the following four techniques can be used:
(i) replication, (ii) erasure coding, (iii) obvious RAM (ORAM) and (iv) network coding.
In this study, we focus on the network coding because it can achieve better storage cost
compared with the replication, and better computation and communication costs com-
pared with the erasure coding and the ORAM. Although many network coding-based
PORs have been proposed, the efficiency and practicality have not been addressed simul-
taneously (We will describe more detail about previous work in Chapter 2). Therefore,
we would like to construct a new network coding-based POR which satisfies the following
two aims:

• The first aim is that our proposed network coding-based POR should be practical.
Concretely:

– The system model should consist of multiple clients, not just a single client
like previous network coding-based PORs. Each client should keep a different
secret key. This is because in many distributed storage systems today such as
Dropbox, each client has a personal data and should compute the authentica-
tion information for that data using his/her own secret key in order to ensure
that data integrity and data confidentiality are satisfied.

– The clients should be able to check and retrieve the data, and also be able
to perform dynamic operations on their data such as modification, deletion
and insertion. This is because in a real cloud system, the dynamic operations
happen very often during the system lifetime.
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• The second aim is that our proposed network coding-based POR should be lightweight.
Concretely:

– The clients should be free of two heaviest tasks: (i) periodically checking the
servers to ensure that the data stored in the servers is available, intact and
retrievability and (ii) repairing the data stored in corrupted servers.

– The system should be constructed using a symmetric key setting which is a
well-known lightweight cryptography rather than an asymmetric key setting.

1.2.2 Secret Sharing Scheme (SSS)

SSS is important because it is a method for protecting distributed file systems against
data leakage and data loss. In this scheme, the secret is encoded into a number of shares.
The shares are then distributed to a group of participants where each participant holds a
share of the secret. The secret can be only reconstructed if and only if a sufficient number
of valid shares are reconstituted. A general SSS consists of two algorithms: (i) share
generation and (ii) secret reconstruction. Although many SSSs have been introduced,
they have not achieved an optimal share size and cannot support the share repair feature
(We will describe more detail about previous work in Chapter 2). Therefore, we would
like to construct a new SSS which satisfies the following two aims:

• The first aim is that our proposed SSS should be lightweight. Concretely:

– The computation costs of the share generation and secret reconstruction algo-
rithms should be reduced as much as possible because in a real system, the
size of the secret is very large; thus, it will affect the computation costs of the
share generation and the secret reconstruction algorithms.

– The bit-size of the shares should be optimized. If the bit-size of the shares is
optimized, the required storage cost for the system will be also optimized.

• The second aim is that our proposed SSS should be practical. Concretely:

– The parameters can be chosen arbitrarily, not strictly constrained as previous
schemes.

– The direct share repair feature should be supported because in a real scenario,
a share which is held by a participant could be corrupted or lost. This share
corruption or share loss will reduce the entropy of the system and will make
the secret reconstruction impossible.
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Figure 1.1: My research map

As depicted in Figure 1.1, we firstly present an overview about my research map. Up to
now, we have some papers and journals. An arrows in Figure 1.1 is used to connect a
prior work to a later work. Our main contributions are the following schemes:

• The MD-POR scheme, which is the main proposed POR.

• The SW-SSS scheme, which is the main proposed SSS.

• The DD-POR scheme, which is the partial improvement of the MD-POR scheme.

• The ND-POR scheme, which is our first proposed POR.

In this thesis, we will introduce these four schemes.

1.3.1 MD-POR: Multi-client and Direct Repair for POR

This MD-POR scheme is our main proposed network-coding POR. To the best of our
knowledge, we are the first to propose a symmetric key setting-based direct repair for
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the POR. Furthermore, our proposed scheme can also support multi-client and public
authentication. Namely, the MD-POR has the following contributions:

• Direct repair : When a corrupted server is detected during the check phase, a number
of healthy servers are required to provide their coded blocks along with the tags di-
rectly to the new server, instead of sending them back to the client. Afterwards, the
new server can verify the coded blocks and the tags it received, and computes new
coded blocks and new tags for itself without disturbing the client. This mechanism
can reduce a lot of the communication cost and the burden for the client.

• Multi-client : To enable multiple clients, our method does not simply duplicate the
process of a single client to multiple parallel processes for multiple clients. Instead,
in our proposed scheme, the data of multiple clients are mixed together without
losing the data confidentiality of individual client. To enable such a multi-client
setting, we employ the inter MAC technique [79] which was proposed for network
scenario. The inter MAC technique allows multiple sources to send their packages
to the network using different secret keys and allows the recipients to verify the
packages they received.

• Symmetric key setting : The MD-POR scheme is constructed based on the symmetric
key setting. We use only secret keys without any public key, unlike an asymmetric
key setting.

• Public authentication: Not only the client but also any entity who is given our ad-
ditional information can check the servers while learning nothing about the secret
keys of the clients. However, there should be a consistent entity who has responsi-
bility to check the servers periodically. Therefore, we employ a Third Party Auditor
(TPA) to check the servers periodically on behalf of the clients. By delegating the
responsibility of checking the servers to the TPA, the clients are free of the burden
of checking the servers. Otherwise, for the non-existence of TPA, the clients have to
periodically check the servers, and the public authentication feature cannot be sup-
ported. The interesting point here is that although the proposed MD-POR scheme
supports the public authentication feature, our method does not use an asymmetric
key setting.

1.3.2 DD-POR: Dynamic Operations and Direct Repair for POR

The DD-POR scheme is a partial improvement of the MD-POR scheme. In this scheme,
we point out that the previous schemes do not consider the dynamic operations. That
is, the client can only perform the data check and data retrieval, but cannot perform the
modification, insertion and deletion. Several PORs have been proposed to deal with the
dynamic operations, e.g, [34, 36, 67, 69–73]. However, all these schemes are based on the
erasure coding, not the network coding. Therefore, our aim on this DD-POR scheme is
that we want to construct a new network coding-based POR which can support both the
direct repair feature and dynamic operations.
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There are two most notable schemes which are mostly related to our aim. The first
one is our proposed MD-POR scheme, which can support the direct repair, but cannot
support the dynamic operations. The second one is the NC-Audit scheme [62], which also
considered the direct repair and dynamic operations. However, when the direct repair
is supported, this scheme cannot prevent the pollution attack which is a common attack
of the network coding. This is because the new server cannot check the provided coded
blocks it receives during the repair phase. In addition, the authors only discuss about the
dynamic operations without clear details. For example, for the modification, the authors
discuss how to update the tag without mentioning how to update the coded blocks which
are related to the modified file block. For the deletion, there is no concrete explanation.
Moreover, the dynamic operations in the scheme have not been completed because for the
insertion, the authors mentioned that the insertion does not work in their scheme.

For this motivation, we propose the DD-POR scheme with the following contributions:

• Direct repair: when a server is corrupted, the healthy servers will provide their
coded blocks and tags directly to the new server without sending them back to the
client. Then, the new server can check them to prevent the pollution attack, and
can compute the new coded blocks and the tags for itself. The client is thus free
from the repair process.

• Dynamic operations: the client not only can check and retrieve the data, but also
can modify, insert and delete the data.

• Symmetric key setting: our scheme does not use any public key as in an asymmetric
key setting. The direct repair feature introduces a challenge that how to let the new
server which is untrusted check and compute the new coded blocks and the tags
without using a public key. Our scheme can address this problem by employing the
inter MAC technique [79].

Note that this proposal is a partial improvement of our first proposed MD-POR scheme.
This is because in this DD-POR scheme, we can only deal with a single client instead
of multiple clients as in the MD-POR scheme. Furthermore, the DD-POR does not deal
with the public authentication as in the MD-POR scheme.

1.3.3 ND-POR: Network Coding and Dispersal Coding for POR

The ND-POR is one of our very first proposed POR scheme in which we started studying
about network coding. The purpose when we propose this scheme is to construct a POR
which can beat the RDC-NC scheme [61] in both security (i.e., small corruption attack)
and efficiency.

In these network coding-based POR schemes, the most notable scheme is the RDC-NC
scheme [61]. It, unlike the other previous schemes, not only focuses on the efficiency,
but also considers how to prevent the three common attacks of the POR: replay attack,
pollution attack and large corruption attack. However, the RDC-NC scheme has some
shortcomings: (i) the corruption check is still inefficient because only one server can be
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checked per challenge and (ii) it cannot prevent another common attack of the POR:
small corruption attack. The small corruption attack is defined in [26,67,105,106]. In this
attack, the adversary tries to corrupt the data with a small data unit to hide data loss
incidents. Protecting against the small corruption attack protects the data itself, not just
the storage resource. Modifying a single bit may destroy an encrypted file or invalidate
authentication information. The difference between the large and small corruption attacks
is that the small corruption attack corrupts at most t-fraction of the file while the large
corruption attack corrupts more than t-fraction of the file, where t is a parameter. These
are described more details in the adversarial model of the ND-POR scheme.

To address the small corruption attack, the common solution is to use the Error-
Correcting Code (ECC) [94], which allows the data to be checked for errors and corrected
even one bit on the fly. The ECC has several types, i.e., Hamming code, Golay code,
Reed-Muller code, Reed-Solomon code, etc. However, our scheme uses the Reed-Solomon
code because the Universal Hash Function can be constructed using the Reed-Solomon
code. Bowers et al. [26] then proposed the dispersal coding using the Reed-Solomon code
in order to prevent the small corruption attack and to ensure the file integrity with high
probability. However, [26] uses the erasure coding instead of the network coding.

The ND-POR scheme has been proposed using the network coding and the dispersal
coding. To the best of our knowledge, the ND-POR scheme is the first POR to apply
both the dispersal coding and the network coding. The ND-POR scheme has the following
contributions:

• Security : The ND-POR scheme, unlike the RDC-NC scheme, can prevent the small
corruption attack.

• Efficiency :

– The RDC-NC scheme allows the client to check one server for each challenge.
Meanwhile, the ND-POR scheme allows the client to check all servers simulta-
neously for each challenge.

– In the RDC-NC scheme, the number of MACs is nαs where n denotes the
number of servers, α denotes the number of coded blocks stored on a server
and s denotes the number of segments in a coded block. In the ND-POR
scheme, the number of MACs is only lα where l denotes some servers out of n
servers (l < n) and is far less than the dominant parameter s.

– In data repair, the RDC-NC scheme uses the network coding to repair the cor-
ruptions. Meanwhile, the ND-POR scheme performs two phases: if the number
of corruptions is smaller than the ECC boundary, the ECC is used to repair
the corruptions; otherwise the network coding is used to repair the corrup-
tions. Thus, the corruptions are repaired with an overwhelming probability.
Furthermore, the ECC uses the parity information on the server itself to repair
without the other healthy servers as the network coding.

The dispersal coding is constructed based on UMAC (MAC obtained from Universal
Hash Function) which is closely related to the network coding-based schemes as indicated
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in [52,104]. Hence, the network coding and the dispersal coding can be suitably combined
together in the ND-POR scheme.

1.3.4 SW-SSS: Slepian-Wolf coding-based SSS

Before presenting the main proposed SW-SSS scheme, we firstly revisit the network coding
based on the XOR [135–139] and show that it can be applied to for SSS to address the
drawbacks of the previous schemes. Concretely, the revisited XOR network coding-based
SSS has the following four advantages:

• The shares are constructed using the XOR for fast computation.

• The parameters (m,n) can be chosen arbitrarily.

• The direct share repair is supported.

• The size of a share is smaller than the size of the secret.

We then show that another coding named the Slepian-Wolf Coding (SWC) [140, 142–
145], which is commonly used to compress a data stream in a network, can be also applied
for SSS to reduce the share size of the revisited XOR network coding-based SSS. We name
our proposed scheme as the SW-SSS. The SW-SSS has the following advantages:

• The share size in the SW-SSS is surprisingly less than the share size in the revisited
XOR network coding-based SSS. In other words, the SW-SSS scheme improves the
fourth advantage of the revisited XOR network coding-based SSS.

• The SW-SSS still satisfies the first three advantages of the revisited XOR network
coding-based SSS.
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Figure 1.2: Thesis Outline

This thesis consists of 7 chapters as depicted in Figure 1.2. In Chapter 2, we discuss
several previous works which are related to our two research directions: POR and SSS.
In Chapter 3, we introduce several preliminaries which are used in our proposed schemes:
POR, network coding, homomorphic MAC, Shamir SSS, Ramp SSS and SWC. In Chapter
4, we describe our proposed MD-POR scheme (Multi-client and Direct repair for POR)
along with its security, efficiency and performance evaluation analyses. In Chapter 5, we
describe our propose DD-POR scheme (Dynamic operation and Direct repair for POR)
along with its security, efficiency and performance evaluation analyses. In Chapter 6, we
describe our proposed ND-POR scheme (Network Coding and Dispersal Coding for POR)
along with its security, efficiency performance evaluation analyses, and numeric example.
In Chapter 7, we describe our proposed SW-SSS scheme (Slepian-Wolf coding-based SSS)
along with its secrecy, efficiency and performance evaluation analyses. Finally, Chapter 8
will summarize this thesis, point out the contributions and suggest for the future research
directions.

16



Chapter 2

Related Work

2.1 POR

2.1.1 State Of The Art

POR. To assist the client in checking whether the data stored in the servers is always
available, intact and retrievable, researchers proposed Provable Data Possession (PDP)
[102,108,109] and Proof of Retrievability (POR) [8–13] which are challenge-response pro-
tocols between a verifier (client) and a prover (cloud server). Both protocols support data
check. However, only the POR can ensure that the data are always retrievable and can
support data repair. Thus, the POR is considered to be a stronger tool. A POR consists
of four phases: (i) keygen, (ii) encode, (iii) check and (iv) repair. Below we generally
review the four phases (we will describe them formally in Section 3.1 in Chapter 3).

• Keygen: The client performs this algorithm to generate a pair of secret key and
public key. In case of symmetric key setting, the public key is set to be null.

• Encode: The client uses his/her secret key to transform an original file to an encoded
file, then stores the encoded file in the server.

• Check: This is the challenge-response protocol which happens as follows:

– Challenge: The client generates a challenge and sends it to the server.

– Respond: The server computes a corresponding response and sends it back to
the client.

– Verify: The client verifies whether the response is valid or not in order to
conclude that the server is corrupted or not.

• Repair: If the server is detected as corrupted during the check phase, the client will
perform this algorithm to repair the data stored in the corrupted server.
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Approaches in POR. Based on the POR protocol, there are two research approaches:

• The first approach is that the data is stored in only a single server. The client can
periodically check data possession at the server and can thus detect data corruption.
However, the drawback of this approach is that when a corruption is detected, the
data repair will not be supported.

• The second approach is that the data is stored redundantly in multiple servers.
When a server is corrupted, the client will use the remaining healthy servers to repair
the data stored in the corrupted server. This approach consists of the following four
techniques: replication, erasure coding, ORAM, and network coding.

– Replication. Replication is a technique which allows the client to store file
replicas (file copies) in the servers. The replication was firstly proposed in
[14–16] and has been applied to distributed storage systems in [17, 18]. The
client can perform periodic server checks. When a corrupted server is detected,
the client will use the replica stored in one of the healthy servers to repair the
data stored in the corrupted server. The drawback of this technique, however,
is that it incurs high storage cost because the client must store a whole file
copy in each server.

– Erasure Coding. Erasure coding was used traditionally in communication sys-
tems [19] and then has been applied in distributed storage systems [20–27] for
optimal data redundancy. Instead of storing file replicas in the server as the
replication, in this technique, the client stores file blocks (parts of the file)
in each server. Thus, the erasure coding can reduce the storage cost of the
replication. However, the drawback of this technique is that to repair a cor-
rupted server, the client must reconstruct the original file before repairing the
corruption. Therefore, the computation cost is increased during data repair.

– ORAM. ORAM was initially introduced for protecting software [28–33]. Re-
cently, the ORAM has been applied to distributed storage systems [34–37].
Basically, this technique is proposed for privacy-preserving the data access
pattern. By using the ORAM structure, the servers cannot obtain the data
access patterns when the client performs the data checks. For the data repair,
the ORAM-based POR embeds the erasure coding to repair corruptions. How-
ever, the drawback of this technique is that the ORAM structure leads to high
storage cost because of its hierarchical storage layout. Moreover, the ORAM
structure leads to high computation cost because of its shuffling procedure
every number of read/write operations.

– Network Coding. Network coding was firstly proposed in the network scenario
[38–50]. To address the drawback of the erasure coding, the network coding
has been applied [51, 60–65] to distributed storage systems to improve the
efficiency in data repair. The client does not need to reconstruct the entire file
before generating new coded blocks as the erasure coding. Instead, the coded
blocks which are collected from the healthy servers can be used to generate new
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coded blocks. Compare with the ORAM, the structure of the network coding
is much simpler with no hierarchical storage, no shuffling procedure and no
the drawback of the erasure coding. Therefore, in this thesis, we focus on the
network coding technique.

Message Authentication Code (MAC) vs. Digital Signature (signature). The
data stored in the servers cannot be checked without additional authentication informa-
tion. The authentication information can be (i) MAC or (ii) digital signature (or just
signature for short).

• A MAC is also called a tag. A MAC protects against message forgery by anyone
who does not know the secret key (which is shared by sender and receiver). A MAC
is used only in a symmetric key setting. The traditional MAC and digital signature
night not be suitable for network coding; thus, new technique called homomorphic
MAC [52–54] has been proposed.

• A (digital) signature is created with a private key, and verified with the correspond-
ing public key of an asymmetric key-pair. Only the holder of the private key can
create this signature, and normally anyone knowing the public key can verify it.
Therefore, the digital signature is used only in an asymmetric key setting. Similar
to the MAC approach, the homomorphic signature [55–59] have been proposed to
combine with the network coding.

In this thesis, we focus on a symmetric key setting for efficiency. We thus use homo-
morphic MAC approach in our proposed schemes.

Network Coding. Because the network coding technique is focused on in this thesis as
we mentioned before, in this part, we introduce several previous works about the network
coding. The network coding was originally proposed in the networks, and then has been
applied to distributed storage systems.

• Network coding in networks: Ahlswede et al. [42] were the first to consider the
problem multicast of an error-free network. In their work, which had its precursor
in earlier work relating to specific network topologies [38–41], the authors showed
that coding at intermediate nodes is in general necessary to achieve the capacity
of a multicast connection in an error-free network and characterized that capacity.
This result generated renewed interest in error-free networks, and it was quickly
strengthened by Li et al. [43] and Koetter et al. [44], who independently showed
that linear codes (i.e., codes where nodes are restricted to performing operations that
are linear over some base finite field) suffice to achieve the capacity of a multicast
connection in an error-free network. Ho et al. [45] then introduced the random linear
network coding as a method for multicast in lossless packet networks and analysed
its properties. The random linear network coding for multicast in lossless packet
networks was further studied in [46–48]. Li et al. [49] proposed a tree structure
data regeneration with the linear network coding to achieve an efficient regeneration
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traffic and bandwidth capacity by using an undirected-weighted maximum spanning
tree and the Prim algorithm. In their paper, the authors analysed the bottleneck
bandwidth that the tree-structured regeneration can achieve, but did not analysed
the constraint of the threshold which is the number of providers. Therefore, the
authors then improved their paper in [50] to present an in-depth analysis of the
general case that the number of providers.

• Network coding in distributed storage systems: Dimakis et al. [51] was the first to
apply the network coding to distributed storage systems and achieve a remarkable
reduction in the communication overhead of the repair component. Acedanski et al.
[60] demonstrated that when the random linear coding is applied to distributed stor-
age system, it performs as well without suffering additional storage space required
at the centralized server before distribution among multiple locations. Further, with
a probability close to one, the minimum number of storage location a downloader
needs to connect to (for reconstructing the entire file), can be very close to the
case where there is complete coordination between the storage locations and the
downloader. Chen et al. [61] presented the RDC-NC scheme (Remote Data Check-
ing for Network Coding-based distributed storage systems) which provides a decent
solution for efficient data repair by recoding encoded blocks on the healthy servers
during the repair procedure. Le et al. [62] introduced the NC-Audit scheme (Audit
for Network Coding storage) for efficient data check and data repair. Furthermore,
the NC-Audit scheme can also prevent data leakage to a Third Party Auditor (TPA)
using a combination of a homomorphic MAC called SpaceMac and a Chosen Plain-
text Attack (CPA)-secure encryption called NCrypt. Cao et al. [63] applied the
Luby Transform (LT) code for reducing the computation cost because the LT code
is a special network code which works in the finite field of order two and only uses
the XOR operations. Chen et al. [64] proposed the NC-Cloud scheme to improve
the cost-effectiveness of repair using the Functional Minimum-Storage Regenerat-
ing (FMSR) code, which lightens the encoding requirement of storage nodes during
repair. The authors then extended their prior work to [65] with more in-depth anal-
ysis and evaluations on their implementable design of FMSR codes. Chen et al.
[66] investigated the intrinsic relationship between secure cloud storage and secure
network coding and proposed a publicly verifiable secure cloud storage protocol in
the standard model.

Overview of RDC-NC scheme. In this part, we briefly describe the RDC-NC scheme
[61] which is a notable previous network coding-based POR proposed by Chen et al. We
will use this scheme to compare with our schemes in later chapters. The notations used
throughout this scheme are given in Table 2.1.

Table 2.1: Notations used in the RDC-NC scheme

Notation Description
C client
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F original file of C
m number of file blocks
n number of servers
α number of coded blocks stored in a server
s number of segments in a coded block
u number of symbols in a coded block
bk file block (k ∈ {1, · · · ,m})
Si server (i ∈ {1, · · · , n})
cij coded block (i ∈ {1, · · · , n}, j ∈ {1, · · · , α})
f pseudo-random function f : {0, 1}∗ × {0, 1}κ → Fq
tijk challenge tag of cij (i ∈ {1, · · · , n}, j ∈ {1, · · · , α}, k ∈ {1, · · · , s})
Tij repair tag of cij (i ∈ {1, · · · , n}, j ∈ {1, · · · , α})
Fq finite field of a prime order q
zij1, · · · , zijm coding coefficients
εij1, · · · , εijm encrypted coefficients
r number of spot checks in the check phase
Sy corrupted server
S ′ new server which is used to replace Sy

We now describe the RDC-NC scheme via each phase of the POR as follows:

Keygen:

1. C divides F into m blocks: F = b1|| · · · bm.

2. C generates the secret key sk = (K1, K2, K3, K4, Kenc), where each of these five keys
is chosen at random from {0, 1}κ.

Encode: For each server ∀i ∈ {1, · · · , n}:

1. C computes values for generating challenge tags and repair tags

• C generates a value δ which will be used for generating the challenge tags:

δ = fK1(i) (2.1)

• C generates u values λ1, · · · , λu which will be used for generating the repair
tag:
∀k ∈ {1, · · · , u}:

λk = fK2(i||k) (2.2)

2. C generates coded blocks and metadata to be stored at server Si:

∀j ∈ {1, · · · , α}:
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• C randomly generates coefficients zk
rand← Fq for ∀k ∈ {1, · · · ,m}.

• C computes coded block:

cij =
m∑
k=1

zkbk (2.3)

Note that the symbols in the vector cij are elements in Fq.
• C views coded block cij as an ordered collection of s segments cij = (cij1, · · · , cijs)

where each segment contains one symbol from Fq, and computes a challenge
tag for each segment:
∀k ∈ {1, · · · , s}:

tijk = fK3(i||j||k||z1|| · · · ||zm) + δcijk mod q. (2.4)

• C views coded block cij as a column vector of u symbols cij = (cij1, · · · , ciju)
where each symbol cijk ∈ Fq, and computes a repair tag for block cij:

Tij = fK4(i||j||z1|| · · · ||zm) +
u∑
k=1

λkcijk mod q. (2.5)

• C then encrypts the coefficients:
∀k ∈ {1, · · · ,m}:

εijk = EncKenc(zijk) (2.6)

3. C sends the following data to the server Si for storage:

∀j ∈ {1, · · · , α}:

• cij: coded block.

• εij1, · · · , εijm: encrypted coefficients.

• tij1, · · · , tijs: challenge tags.

• Tij: repair tag.

C can now delete the file F and stores only the secret key sk.

Check: For each of n servers, C checks possession of each of α coded blocks at each
server by using spot-checking of segments for each coded block. In this process, each server
uses its stored blocks and the corresponding challenge tags to prove data possession.

For each server Si (∀i ∈ {1, · · · , n}):

1. C generates a set of queries to send to each server :

• C generates r pairs (k, vk) (correspond to the segments that are being checked)
where:

– k
rand← {1, · · · , s} (k is the index of the segment).
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– vk
rand← Fq (vk is the corresponding query coefficient).

Let the query Q be the r-element set {(k, vk)}. C sends Q to each server.

2. Si computes a proof of possession for coded block :

∀j ∈ {1, · · · , α}:

• Si computes the proof:

tij =
∑

(k,vk)∈Q

vktijk mod q (2.7)

ρij =
∑

(k,vk)∈Q

vkcijk mod q (2.8)

• Si sends to C:
– The proof of possession (tij, ρij).

– The encrypted coefficients (εi11, · · · , εi1m, εi21, · · · , εi2m, · · · , εiα1, · · · , εiαm).

3. C checks the validity of the proof of possession (tij, ρij):

For ∀j ∈ {1, · · · , α}:

• C decrypts the encrypted coefficients:
∀k ∈ {1, · · · ,m}:

zijk = DecKenc(εijk) (2.9)

• C regenerates δ = fK1(i)

• C checks if:

tij =
∑

(k,vk)∈Q

vkfK3(i||j||k||zij1|| · · · ||zijm) + δρij mod p (2.10)

If the equality does not hold, C declares Si faulty.

The correctness of Equation 2.10 is proved as follows:

Proof.
tij =

∑
(k,vk)∈Q vktijk mod q //because of Equation 2.7

=
∑

(k,vk)∈Q vkfK3(i||j||k||zij1|| · · · ||zijm) + δρij mod p

= //because of Equation 2.4

Therefore, Equation 2.10 holds.
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Repair: Assume that in the check phase, C has identified Sy as a corrupted server
whose coded blocks are Sy1, · · · , Syα. C will contact l healthy servers Si1 , · · · , Sil and asks
each of them to generate a new coded block. C further combines these l coded blocks to
generate α new coded blocks and metadata, and then stores them on a new server S ′.

1. C contacts l healthy servers Si1 , · · · , Sil to ask them to generate new coded blocks.

For ∀i ∈ {i1, · · · , il}:

• C generates a set of coefficients (x1, · · · , xα) where xk
rand← Fq with k ∈ {1, · · · , α}.

• C asks server Si to provide a new coded block and the proof of correct encoding
using the coefficients (x1, · · · , xα).

• Server Si executes as follows:

– Si computes ai =
∑α

j=1 xjcij (here the symbols air of block ai are computed
as air =

∑α
j=1 xjcijr mod q for r ∈ {1, · · · , u}).

– Si computes a proof of correct encoding:

τi =
α∑
j=1

xjTij mod q (2.11)

– Si sends to C:
∗ ai
∗ τi
∗ {εi11, · · · , εi1m, εi21, · · · , εi2m, · · · , εiα1, · · · , εiαm}

• C decrypts the encrypted coefficients ε to recover coefficients zi11, · · · , zi1m,
zi21, · · · , zi2m, · · · , ziα1, · · · , ziαm.

• C regenerates u values λ1, · · · , λu ∈ Fq:
∀k ∈ {1, · · · , u}:

λk = fK2(i||k) (2.12)

• C checks if:

τi =
α∑
j=1

xjfK4(i||j||zij1|| · · · ||zijm) +
u∑
k=1

λkaik mod q (2.13)

where ai1, · · · , aiu are symbols of block ai. If the equality does not hold, then
C declares Si faulty.

The correctness of Equation 2.13 is proved as follows:

Proof.
τi =

∑α
j=1 xjTij mod q //because of Equation 2.11

=
∑α

j=1 xjfK4(i||j||zij1|| · · · ||zijm) +
∑u

k=1 λkaik mod q

= //because of Equation 2.5 and replacing cijk by aik

Therefore, Equation 2.13 is corrected.
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2. C combines these l coded blocks to generate α new coded blocks and metadata.

• C generates a value δ which will be used for generating the challenge tags:

δ = fK1(y) (2.14)

• Generate u values λ1, · · · , λu which will be used for generating the repair tag:
∀k ∈ {1, · · · , u}:

λk = fK2(y||k) (2.15)

• For ∀j ∈ 1, · · · , α:

– C randomly generates coefficients zk
rand← Fq where ∀k ∈ {1, · · · , l}.

– C computes coded block:

cyj =
l∑

k=1

zkak (2.16)

The symbols in the vector cyj are elements in Fq.
– C views cyj as an ordered collection of s segments cyj = (cyj1, · · · , cyjs)

where each segment contains one symbol from Fq, and computes a chal-
lenge tag for each segment:
∀k ∈ {1, · · · , s}:

tyjk = fK3(y||j||k||zi1|| · · · ||zil) + δcyjk mod q (2.17)

– C views cyj as a column vector of u symbols cyj = (cyj1, · · · , cyju) with
cyjk ∈ Fq, and computes a repair tag for the block cyj:

Tyj = fK4(y||j||zi1|| · · · ||zil) +
u∑
k=1

λkcyjk mod q (2.18)

– C encrypts coefficients:
∀k ∈ {1, · · · ,m}:

εyjk = EncKenc(zyjk) (2.19)

3. C sends the new coded blocks to the new server S ′:

For ∀j = {1, · · · , α}: C sends to S ′:

• cyj: new coded block

• εyj1, · · · , εyjm: encrypted coefficients

• tyj1, · · · , tyjs: challenge tags

• Tyj: repair tag

Overview of NC-Audit scheme. In this part, we briefly describe the NC-Audit
scheme [62] which is another notable previous network coding-based POR proposed by
Le et al. We will use this scheme to compare with our schemes in later chapters. The
notations used throughout this scheme are given in Table 2.2.
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Table 2.2: Notations used in the NC-Audit scheme

Notation Description

C client
F original file of C
m number of file blocks
Fq finite field of a prime order q
n− 1 number of elements in Fq of a file block
M number of coded blocks stored in a server
b̄i ∈ Fn−1q file block (i ∈ {1, · · · ,m})
b̂i ∈ Fnq padded block of b̄i
bi ∈ Fn+mq augmented block of b̂i
tbi tag of bi
k1 MAC key
k2 encryption key
F1 pseudo-random function F1 : K1 × [1, n+m]→ Fq
F2 pseudo-random function F2 : K2 × ([1, n− 1]× [1, n− 1])→ Fq
F3 pseudo-random function F3 : K2 × ({0, 1}λ × [1, n− 1])→ Fq
ej coded block (j ∈ {1, · · · ,M})
tej tag of ej
p1, · · · , pn−1 tagging elements
aug(ej) coding coefficients of coded block ej (j ∈ {1, · · · ,M})

We now describe the NC-Audit scheme as follows:

Keygen:

• C generates MAC key: k1
rand← {0, 1}λ.

• C generates encryption key: k2
rand← {0, 1}λ.

Encode:

• C divides the file into m blocks of size (n− 1) instead of n:

F = b̄1|| · · · ||b̄m (2.20)

Each b̄i ∈ Fn−1q for all i ∈ {1, · · · ,m}.

• C pads to each file block b̄i ∈ Fn−1q a random element rand in Fq. A padded block

is denoted by b̂i.
b̂i = (b̄i, rand) ∈ Fnq (2.21)
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• C creates augmented block for each b̂i, denoted by bi:

bi = (b̂i,

m︷ ︸︸ ︷
0, · · · , 0, 1︸ ︷︷ ︸

i

, 0, · · · , 0) ∈ Fn+mq (2.22)

• C then setups the encryption scheme by computing the tagging elements, p1, · · · , pn−1:

– Compute a value r̄:

r̄ = (F1(k1, 1), · · · , F1(k1, n− 1)) (2.23)

– Compute (n− 1) values p̄1, · · · , p̄n−1:
∀i ∈ {1, · · · , n− 1}:

p̄i = (F2(k2, i, 1), · · · , F2(k2, i, n− 1)) ∈ Fn−1q (2.24)

– Compute (n− 1) values p1, · · · , pn−1:
∀i ∈ {1, · · · , n− 1}:

pi = r̄ · p̄i ∈ Fq (2.25)

• C computes a tag for each augmented block bi:

– Compute a value r:

r = (F1(k1, 1), · · · , F1(k1, n+m)) (2.26)

– Compute tag for bi:
tbi = bi · r ∈ Fq (2.27)

• C computes M coded blocks:
∀j ∈ {1, · · · ,M}:

ej =
m∑
i=1

αijbi ∈ Fn+mq (2.28)

Note that a coded block has the following form:

ej = (
m∑
i=1

αij b̂i︸ ︷︷ ︸
êj︸︷︷︸

ēj ,e
(n)
j

, α1j, · · · , αmj︸ ︷︷ ︸
aug(ej)

) ∈ Fn+mq (2.29)

where ēj ∈ Fn−1q , e
(n)
j ∈ Fq and aug(ej) ∈ Fmq .
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• C computes M tags corresponding to M coded blocks:
∀j ∈ {1, · · · ,M}:

tej =
m∑
i=1

αijtbi ∈ Fq (2.30)

• C sends to the server the following information:

– Coded blocks: e1, · · · , eM
– Tags: te1 , · · · , teM
– Tagging elements: p1, · · · , pn−1
– Encryption key: k2

• C sends to the TPA the following information:

– Coding coefficients of coded blocks: aug(e1), · · · , aug(eM) which are the last
m elements of each coded block.

– MAC key: k1

The authors assume that C uses private and authentic channels to send k1 and k2
while using an authentic channel for sending the other data. The user then keeps
the coding coefficients (aug(e1), · · · , aug(eM)) for repair and the keys (k1, k2) but
delete all other data.

Check:

• The TPA chooses a set of indexes of coded blocks to be checked I ⊆ {1, · · · ,M},
and chooses the coefficients for these blocks uniformly at random: γj

rand← Fq for
j ∈ I. The challenge includes the indexes of the blocks and their corresponding
coefficients:

chal = {(j, γj)|j ∈ I} (2.31)

• The server generates the proof of storage, V , is implemented as follows:

– Compute the aggregated block:

ê =
∑
j∈I

γj êj (2.32)

– Parse ê = (ē, e(n)) where ē ∈ Fn−1q and e(n) ∈ Fq.
– Compute the aggregated tag:

t =
∑
j∈I

γjtej (2.33)
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– Encrypt the response block:

∗ Compute (n− 1) values p̄1, · · · , p̄n−1 using k2:
∀i ∈ {1, · · · , n− 1}:

p̄i = (F2(k2, i, 1), · · · , F2(k2, i, n− 1)) ∈ Fn−1q (2.34)

∗ Choose r uniformly at random: r
rand← {0, 1}λ.

∗ Compute the masking coefficients:
∀i ∈ {1, · · · , n− 1}:

βi = F3(k2, r, i) ∈ Fq (2.35)

∗ Compute masking vector:

m̄ =
n−1∑
i=1

βip̄i ∈ Fn−1q (2.36)

∗ Compute a value c̄:
c̄ = ē+ m̄ ∈ Fn−1q (2.37)

∗ Compute a value p:

p =
n−1∑
i=1

βipi ∈ Fq (2.38)

In essence, the data is masked with a randomly chosen vector m̄ ∈ span
(p̄1, · · · , p̄n−1).

– The server sends to the TPA:

resp = (c̄, r̄, p, e(n), t) (2.39)

• The TPA verifies the proof V as follows:

– Compute coefficients of ê:

aug(e) =
∑
j∈I

γj · aug(ej) (2.40)

– Let c as:
c = (c̄, e(n), aug(e)) ∈ Fn+mq (2.41)

where c̄ ∈ Fn−1q , e(n) ∈ Fq and aug(e) ∈ Fmq .

– Compute a value r:

r = (F1(k1, 1), · · · , F1(k1, n+m)) ∈ Fn+mq (2.42)

– Compute a value t′:
t′ = c · r ∈ Fq (2.43)
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– Check if:
t′ = t+ p (2.44)

If the equality holds, the TPA will output 1 (the server is healthy). Otherwise,
the TPA will output 0 (the server is corrupted).

The correctness of Equation 2.44 is proved as follows:

Proof.
c = (c̄, e(n), aug(e))

= ((ē+ m̄), e(n), aug(e))
= e+ (m̄, 0, · · · , 0)

In the verification:

t′ = c · r
= e · r + m̄ · r̄
= t+

∑n−1
i=1 βip̄i · r̄

= t+
∑n−1

i=1 βipi
= t+ p

Therefore, t′ = t+ p.

Repair (discuss): When there is a corrupted server, C creates a new server to
replace this corrupted server. Based on the coding coefficients of the coded blocks at
the remaining healthy servers, C instructs the healthy servers to send appropriate coded
blocks to the new server. The new server then linearly combines them, according to the
user instruction, to construct its own coded blocks.

The verification tags of the newly constructed blocks at the new server do not need to
be computed by C. In particular, the healthy servers can send along the verification tags
of the coded blocks that they send to the new server. The new server can generate tags
corresponding to the coded blocks that it needs to construct. Finally, C sends the coding
coefficients of the coded blocks at the newly constructed server to the TPA so that it can
audit this new server. Finally, the TPA audits the new server based on the new set of
coefficients.

2.1.2 Problem Statement

Although many network coding-based PORs have been proposed, none of them satisfies
our goals (we mentioned our goals in Section 1.2) because of the following reasons:

• The system models in these previous PORs only have a single client. In other words,
multiple clients cannot participant in the system as one of our goals.

• The check phase and repair phase in these previous PORs bring a lot of burden to
the client. Concretely:
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– The client must periodically check the servers. The task of checking the servers
must be executed very often during the system lifetime. Thus, the client incurs
very high computation and communication costs during the check phase

– The previous PORs can only support the indirect repair. That is, to repair
a corrupted server, the client must require a number of healthy servers to
compute the aggregated coded blocks and the aggregated tags. Each of these
healthy servers then sends its aggregated coded block along with the corre-
sponding aggregated tag back to the client. After that, the client checks the
provided coded blocks using the provided tags, and computes the new coded
blocks and new tags to replace the corruption. Finally, the client sends these
new coded blocks and new tags to the new server. It is clear that this repair
mechanism is a troublesome task for the client. The data repair is performed
very often during the system lifetime; thus, the client incurs high computation
and communication costs during the repair phase.

Le et al. after that proposed the NC-Audit scheme [62] in which a Third Party Auditor
(TPA) is employed and is delegated the responsibility of checking the servers periodically.
The client does not need to check the servers any more. The authors also discussed a
new repair mechanism in which the new server is able to check the coded blocks provided
from the healthy servers, and is able to compute the new coded blocks along with the
tags for itself without the need of the client. We call that mechanism as direct repair.
Unfortunately, the NC-Audit has the following weak points:

• The direct repair in the scheme is not completed because the authors mainly focused
on how to prevent the data leakage from the TPA instead of data repair.

• The scheme is constructed in an asymmetric key setting.

• The scheme does not deal with multiple clients.

Chen et al. [80] also proposed RDC-SR scheme (a Remote Data Checking scheme for
replication-based distributed storage which enables Server-side Repair) in which direct
repair is supported. However, this scheme is based on replication, not network coding
as our objective. Chen et al. [81] after wards improved their RDC-SR scheme to the
RDC-EC scheme (a Remote Data Checking scheme for erasure coding-based distributed
storage which enables Server-side Repair). Again, this scheme is based on erasure coding,
not network coding as our objective.

To support multiple sources for the network coding, several papers have been discussed
[82–85]. However, these schemes also have the following problems:

• In these schemes, the network coding with multiple sources is applied in the network
scenario instead of the distributed storage system or the POR as our scenario.

• These schemes are based on an asymmetric key setting instead of a symmetric
key setting as one of our goal. These schemes use the digital signatures as the
authentication information instead of the MACs.
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Opposite with the previous schemes, we propose our scheme to simultaneously address
all the drawbacks mentioned above. We now briefly make an overview to compare our
contribution with the previous schemes in Table 2.3.

Table 2.3: Previous PORs vs our POR

Previous PORs Our PORs
Practicality (impractical): (practical):

Only a single client can participate
in system.

Multiple clients can participate in
system.

(impractical): (practical):
Client cannot perform dynamic
operations (modification, inser-
tion, deletion)

Client can perform dynamic op-
erations (modification, insertion,
deletion).

Efficiency (inefficient): (efficient):
Direct repair is not supported. Direct repair is supported.
⇒ Client is burdened. ⇒ Client is free.

(inefficient): (efficient):
Public authentication is not sup-
ported.

Public authentication is sup-
ported.

⇒ Client is burdened. ⇒ Client is free.

(inefficient): (efficient):
Asymmetric key setting is used. Symmetric key setting is used.

2.2 SSS

2.2.1 State Of The Art

Shamir-SSS. SSSs are ideal for storing information that is sensitive. The basic ideas
of SSS were independently invented by Shamir [110] and Blakley [111]. A secret S is
encoded into n shares. These n shares are distributed to n participants. Each participant
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receives one share. This is known as the (m,n)-threshold SSS in which any m or more
shares can be used to reconstruct the secret and in which the bit-size of a share is the same
as the bit-size of the secret. In a SSS, there is a dealer and n participants (sometimes is
called as players). The dealer has responsibility to perform share generation and secret
reconstruction. The participants have responsibility to hold their own shares and provide
the shares to dealer when the dealer requires. The efficiency of the scheme is evaluated by
the entropy of each share, and it must hold that H(Ci) ≥ H(S) where H(S) and H(Ci)
are the entropies of a secret S and shares Ci where i ∈ {1, · · · , n} [112,113].

Ramp-SSS. In order to improve the efficiency of the Shamir-SSS, the Ramp-SSS was
proposed [114–118] with a trade-off between security and coding efficiency. The Ramp-SSS
has three parameters (m,L, n) instead of two parameters (m,n) as in the Shamir-SSS. The
(m,L, n)-Ramp-SSS is constructed in a way that the secret S can be reconstructed from
any m or more shares; no information about S can be obtained from less than L shares;
but a partial information of S can be leaked from any arbitrary set of (m− t) shares with
equivocation (t/m)H(S) for t ∈ {1, · · · ,m−L}. It can attain thatH(Ci) = H(S)/(m−L),
and that is the reason the Ramp-SSS is more efficient than the Shamir-SSS [114,115].

However, the drawback of these previous SSSs is the heavy computational cost because
the shares are constructed using multiplicative polynomials. An example of a polynomial
is the Reed-Solomon code, which takesO(n log n) field operations for the share distribution
and O(m2) field operations for the secret reconstruction, as showed by Wang et al. in
[119].

XOR-based SSS. For the purpose to realize high performance, researchers proposed
SSSs which use just XOR operations to make shares and reconstruct the secret, instead
of the polynomials. We call these SSSs as XOR-SSSs. Examples include:

• Ishizu et al. [120] proposed a fast (2, 3)-SSS as a solution for the high computational
cost due to polynomials.

• Fujii et al. [121], Hosaka et al. [122] and Suga et al. [123] then proposed (2, n)-SSSs
to generalize Ishizu’s scheme for the number of participants.

• Kurihara et al. [124], after that, proposed a fast (3, n)-SSS using XOR operations
as an extension of Fujii’s scheme by constructing shares with the XOR between the
secret and two random numbers.

• Wang et al. [119] proposed the (m,n)-SSS where m = {2, 3, 4, n− 3, n− 2, n− 1}.

The shortcoming of these XOR-SSSs is that the parameters (m,n) are constrained. For
example, m must be 2 and n must be 3 in [120]; m must be 2 in [121–123]; m must be 3
in [124]; and m must be {2, 3, 4, n−3, n−2, n−1} in [119]. To extend the previous XOR-
SSSs, Shiina et al. [125] firstly proposed another fast (m,n)-SSS using XOR operations.
However, the share size in this scheme is larger O(nm−1) times of the secret size. Kunii
et al. then improve Shiina’s scheme in [126]. However, the share size is larger than or
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equal to log2 n time the secret size, as indicated in [127]. Afterwards, Kurihara et al.
[127], Chunli et al. [128] and Wang et al. [129] proposed the (m,n)-SSSs based on XOR
operations in which the share size is equal to the secret size. Kurihara et al. then improved
their scheme [127] to achieve the Ramp-SSS in [130].

Most of these previous schemes can support the share generation and the secret recon-
struction. Nonetheless, these previous schemes cannot support the direct share repair.
This means that when a share is corrupted, without the direct share repair, the dealer
must reconstruct the secret S at first and then generate the new share to replace the cor-
ruption later. If the direct share repair is supported, the corrupted share can be repaired
directly from the remaining healthy shares without the need to reconstruct the secret S.

Network coding-based SSS. Breaking with the flow of previous schemes, recently,
there are several SSSs in which the linear network coding is applied to deal with the
direct share repair. We call these SSSs as NC-SSSs. Some notable NC-SSSs are proposed
by Rashmi et al. [131], Kurihara et al. [132], Tang et al. [133], Shah et al. [134].
Unfortunately, the NC-SSSs have been constructed using a linear combination instead of
the XOR.

Overview of a Previous Network Coding-based SSS. In this part, we briefly
describe a network coding-based SSS proposed by Rashmi et al. in [131] which is a
notable network coding-based SSS.

Let (m,n) denote the parameters of the scheme. Let d denote another parameter such
that 2m − 2 ≤ d ≤ n − 1. Let B = m(2d −m + 1)/2. Let S1 be a (m ×m) symmetric
matrix constructed so that the m(m + 1)/2 components in the upper-triangular half of
the matrix are filled up by m(m+ 1)/2 distinct secret symbols drawn from the set of the
B secret symbols of the secret. The remaining m(d −m) secret symbols are used to fill
up a second m(d−m) matrix S2. Let O denote the (d−m)× (d−m) zero matrix with
all zero components. A secret matrix S is then defined as the (d × d) symmetric matrix
given by:

S =

(
S1 S2

St2 O

)
=



u1,1 · · · u1,m u1,m+1 · · · u1,d
...

. . .
...

...
. . .

...
um,1 · · · um,m um,m+1 · · · um,d
um+1,1 · · · um+1,m 0 · · · 0

...
. . .

...
...

. . .
...

ud,1 · · · ud,m 0 · · · 0


(2.45)

where St2 is the transpose of the matrix S2. From the definition of the secret matrix S
with components ui,j, note that ui,j = uj,i for all i, j ∈ {1, · · · , d} and ui,j = 0 for all
i, j ∈ {m+ 1, · · · , d}.

Share Generation: For each i ∈ {1, · · · , n}, assign a unique and public symbol
xi in Fq to participant i in such a way that the following two conditions are satisfied.
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Condition for xi:

• For any i ∈ {1, · · · , n}, xi 6= 0.

• For any i, j ∈ {1, · · · , n} if i 6= j then xi 6= xj.

For the secret matrix S, the share ci stored in participant i is then defined as:

ci = [ci,1, ci,2, · · · , ci,d]t = S · φi ∈ Fdq (2.46)

where φi = [1, xi, x
2
i , · · · , xd−1i ]t ∈ Fdq is a coefficient vector associated with participant

i and all operations are done over Fq. Note that the size of a share is d from B =
m(2d−m+ 1)/2 and from Equation 2.46. Thus, the B secret symbols are encoded to n
shares c1, · · · , cn.

Secret Reconstruction: From Equation 2.45, we can observe that to reconstruct
S, only S1 and S2 need to be reconstructed. Let SSR be a matrix which is defined as
follows:

S =
(
S1 S2

)
=

u1,1 · · · u1,m u1,m+1 · · · u1,d
...

. . .
...

...
. . .

...
um,1 · · · um,m um,m+1 · · · um,d

 (2.47)

SSR consists of (m× d) unknowns that need to be solved. In addition, from Equation
2.46, each share ci consists of d elements (ci = [ci,1, ci,2, · · · , ci,d]t). Therefore, to solve SSR,
only m shares are required to reconstitute together. Let CSR denote the matrix which
consists of these m shares. Let φSR denote the matrix which consists of the coefficient
vectors of these m shares. From Equation 2.46, ci = S · φi. Thus,

CSR = SSR · φSR (2.48)

Therefore, SSR = CSR · φ−1SR. Finally, S can be reconstructed using Equation 2.45.

Share Repair: Suppose a participant Pf is corrupted and the healthy participants
P1, · · · ,Pd are used to repair Pf . For each index p ∈ {1, · · · , d}, the healthy participant
Pp computes a piece df,Pp for the corrupted participant from the share cPp of itself and
the coding vector φf of the corrupted participant as follows:

df,Pp = ctPpφf ∈ Fq, p = 1, · · · , d (2.49)

and sends it to the corrupted participant. Note that idf,Pp = dtf,Pp because a piece df,Pp
is a scalar in Fq. As a result, the corrupted participant Pf obtains the piece-vector df
consisting of d pieces as follows:

df = [df,P1 , df,P2 , · · · , df,Pd ]t ∈ Fdq . (2.50)
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The sizes of a piece and a piece-vector are one and d, respectively. Using the piece-
vector df and the d coding vectors iφP1 , · · · , φPd associated with the healthy participants
P1, · · · ,Pd, the corrupted participant can compute the same share cf as follows:

cf = ([φP1 , · · · , φPd ]t)−1df (2.51)

Note that the (d× d) matrix [φP1 , · · · , φPd ]t is non-singular because the determinant of
the matrix is the Vandermonde determinant from the conditions for xi.

2.2.2 Problem Statement

We now summarize all the shortcomings of the previous SSSs that have been mentioned
above.

• Most of the previous SSSs only support two functions which are share generation
and secret reconstruction, but have not focused on share repair function. In a real
system, because a share stored in a participant is probably corrupted, share repair
should be considered.

• The parameters (m,n) are constrained. For instance, m must be {2, 3, 4, n− 3, n−
2, n− 1}. It would be more practical if the parameters can be chosen arbitrarily.

• From a secret, shares are computed by a multiplicative polynomial over a finite field.
In a real system, because the parameters (m,n) are very large, the the computation
cost to compute the shares and the communication cost to distributed the shares to
the participants are required.

• Indirect share repair: when a share stored in a participant is corrupted, the only way
to repair the corrupted share is that the dealer must reconstructing the secret by
requiring the other shares to reconstitute together. After that, the dealer re-encodes
the new share which is used to replace the corrupted share. This mechanism yields
a high computation cost for reconstructing the secret.

• Although in most of existing SSSs, the size of a share is less than or equal to the
size of the secret, they might not achieve an optimal share size.

Opposite with the previous SSSs, we propose our SSS to simultaneously address all the
drawbacks mentioned above. We now briefly make an overview to compare our contribu-
tion with the previous SSSs in Table 2.4.

Table 2.4: Previous SSSs vs our SSS

Previous SSSs Our SSS
Practicality (impractical): (practical):

Two functions are supported: Three functions are supported:
- Share generation - Share generation
- Secret reconstruction - Secret reconstruction
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2.2. SSS

- Share repair
(impractical): (practical):
Parameters (m,n) are con-
strained.

Parameters (m,n) are not con-
strained.

Efficiency (inefficient): (efficient):
Shares are computed using multi-
plicative polynomials.

Shares are computed using XORs.

(inefficient): (efficient):
Direct share repair is not sup-
ported.

Direct share repair is supported.

⇒ Secret must be reconstructed. ⇒ Secret does not need to be re-
constructed.

(inefficient): (efficient):
Share size is not optimal. Share size is optimal.
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Chapter 3

Preliminary

3.1 POR

The POR [8–13] is a challenge-response protocol between a verifier (client) and a prover
(server) that supports the client to check whether his/her data stored in the servers is
always available, intact and retrievable. The POR consists of the functions defined below.

1. Keygen (1λ) → {sk, pk}: This function is performed by the client. This function
takes a security parameter (λ) as an input, and outputs a pair of {sk, pk} where sk
denotes the secret key and pk denotes the public key. For a symmetric key setting,
pk is set to be null.

2. Encode(F, sk) → F ∗: This function allows the client to encode his/her original file
(F ) to an encoded file (F ∗) using the secret key sk, then stores F ∗ into the server.

3. Check() → {accept/deny}: This function conducts the challenge-response protocol
between the client and the server during which the client uses sk to generate a
challenge (c) and sends the c to the server. The server computes a corresponding
response (r) and sends the r back to the client. The client then verifies the server
based on c and r, and outputs accept (the server is healthy) or deny (the server is
corrupted).

4. Repair(): When a corrupted data from a server is detected in the check function, this
function is executed by the client to repair the corrupted data. The repair function
is depended on the used techniques, e.g., replication, erasure coding, ORAM or
network coding.

3.2 Network Coding

Network coding has been proposed to improve the network throughput and the efficiency
of data transmission and data repair. Network coding was originally proposed for the
network scenario [38–50]. It then is applied to the distributed storage system scenario
[51,60–65].

38



3.2. NETWORK CODING

3.2.1 Fundamental Concept

In the network scenario, suppose that a source node wants to send a message to a receiver
node. Before transmitting the message, the source node breaks the message into m blocks
v1|| · · · ||vm. Each message block vi belongs to Fξq where i ∈ {1, · · · ,m} and Fξq denotes
a vector consisting of ξ elements in a finite field F of a prime order q. The source node
augments each message block vi where i ∈ {1, · · · ,m} with a vector of length m in which
a single ‘1’ is placed in the i-th position and ‘0’s are placed elsewhere. Let w1, · · · , wm
denote the augmented blocks. Each augmented block has the following form:

wi = (vi,

m︷ ︸︸ ︷
0, · · · , 0, 1︸ ︷︷ ︸

i

, 0, · · · , 0) ∈ Fξ+mq (3.1)

These augmented blocks are then sent as packets to the network. When an intermediate
node in the network receives t packets, the intermediate node will generates t coefficients,
linearly combines the t packets using the generated coefficients and transmits the result
to its adjacent nodes. Consequently, the receiver node can receive combinations of all
augmented blocks. The receiver node can reconstruct the m augmented blocks using
any set of m combinations. Suppose that the receiver node receives m packages denoted
by {y1, · · · , ym}. Each packet yi ∈ Fξ+mq where i ∈ {1, · · · ,m}. The receiver node can
solve all m augmented blocks {w1, · · · , wm} using the accumulated coefficients which are
contained in the last m coordinates of each package yi. Afterwards, each of the m file
blocks {v1, · · · , vm} can be obtained from the first coordinate of each augmented block.
Finally, the original message can be reconstructed by concatenating all message blocks.

3.2.2 Application in Distributed Storage System

In the network scenario, there are multiple types of entities: source node, intermediate
nodes, and receiver node. However, when the network coding is applied to the distributed
storage system scenario, there are two types of entities: a client and servers. Suppose
that a client owns an original file F . The client firstly divides F into m file blocks:
F = v1|| · · · ||vm. Each file block vi ∈ Fξq where i ∈ {1, · · · ,m}. The client wants to store
redundantly encoded blocks in the servers in a way that the client can reconstruct the
original file F and can repair the encoded blocks in a corrupted server. From the m file
blocks, the client firstly creates m augmented blocks {w1, · · · , wm} in which wi ∈ Fξ+mq

where i ∈ {1, · · · ,m} has the form as Equation 3.1. The client then randomly chooses

m coding coefficients α1, · · · , αm
rand← Fq and computes coded blocks using the linear

combination as follows:

c =
m∑
i=1

αi · wi ∈ Fξ+mq (3.2)

The coded blocks are then stored in the servers. To reconstruct the original file F ,
any m coded blocks are required to solve m augmented blocks w1, · · · , wm using the
accumulated coefficients contained in the last m coordinates of each coded block. After
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3.3. HOMOMORPHIC MAC

these m augmented blocks are solved, m file blocks v1, · · · , vm can be obtained from the
first coordinate of each augmented block. Finally, the original file F is reconstructed by
concatenating all file blocks.

Note that the matrix consisting of the coefficients used to construct any m coded blocks
should have full rank. Koetter et al. [44] proved that if the prime q is chosen large enough
and the coefficients are chosen randomly, the probability for the matrix having full rank
is high.

When a corrupted server is detected, the client repairs it as follows: the client firstly
retrieves coded blocks from the healthy servers and linearly combines them to regenerate
new coded blocks. An example about the data repair of network coding is given in Figure
3.1. From three augmented blocks {w1, w2, w3}, the client computes six coded blocks and
stores two coded blocks in each of servers S1,S2,S3. Suppose that S3 is corrupted, the
client requires S1 and S2 to create new blocks using linear combinations. The client then
mixes them using linear combinations to obtain two new coded blocks. The client finally
stores the new coded blocks in the new server which is used to replace the corrupted
server.

w1

w2

w3

3w1+3w2+w3

w1+w2+2w3

1
1 2

1

1

1

new coded block

client-side server-side

v1

v2

v3

w3

w1+w2
S2

w2+w3

3w1+2w2S1

w2+2w3

2w1+w2
S3

1

2

4w1+4w2+3w3

7w1+7w2+4w3

Figure 3.1: An example of data repair of network coding

3.3 Homomorphic MAC

A MAC is proposed to provide integrity and authenticity assurances on the message by
allowing verifiers (who also possess the secret key) to detect any changes to the message
content. A MAC consists of a tuple of algorithms (KeyGen, Tag, Verify) as follows:

• KeyGen(1λ) → k: This algorithm takes a security parameter λ as the input, and
outputs a secret key k.

• Tag(M,k)→ t: This algorithm takes k and a message M as the inputs, and outputs
a tag t.

40



3.3. HOMOMORPHIC MAC

• Verify(M, t, k)→ {0, 1}: This algorithm takes M , t and k as the input, and outputs
1 if t is a valid tag and 0 otherwise.

A MAC is an additive homomorphic MAC if it has the following property:

Tag(M +M ′, k) = Tag(M,k) + Tag(M ′, k) (3.3)

A MAC is a multiplicative homomorphic MAC if it has the following property:

Tag(M ·M ′, k) = Tag(M,k) · Tag(M ′, k) (3.4)

3.3.1 Inner-product MAC

The inner-product MAC consists of the following algorithms:

• KeyGen(1λ) → k: This algorithm takes a security parameter λ as the input, and
outputs a secret key k.

• Tag(M,k)→ t: This algorithm takes k and a message M as the inputs, and outputs
a tag t such that:

t = M · k (3.5)

• Verify(M, t, k)→ {0, 1}: This algorithm takes M , t and k as the input, and outputs
1 if t is a valid tag and 0 otherwise.

Theorem 1. The inner-product MAC is an additive homomorphic MAC.

Proof. Because t = M ·k and t′ = M ′ ·k, it is easy to see that t′ = (M+M ′) ·k. Therefore,
the inner-product MAC is an additive homomorphic MAC.

3.3.2 Inter MAC

The inter MAC consists of the following algorithms:

• KeyGen(1λ,M) → {k, k′}: This algorithm takes a security parameter λ and a mes-
sage M as the input, and outputs secret keys {k, k′} where M · k′ = 0.

• Tag(M,k, k′)→ t: This algorithm takes the message M and the secret keys {k, k′}
as the inputs, and outputs a tag t such that:

t = M · (k + k′) (3.6)

• Verify(M, t, k + k′)→ {0, 1}: This algorithm takes M , t and (k + k′) as the inputs,
and outputs 1 if t is a valid tag and 0 otherwise. Note that this algorithm takes the
summation (k + k′) as an input (not k and k′ separately).

Theorem 2. The inter MAC is an additive homomorphic MAC.

Proof. t = M · (k + k′) = M · k because M · k′ = 0. Similarly, t′ = M ′ · (k + k′) = M ′ · k
because M ′ · k′ = 0. Thus, t+ t′ = (M +M ′) · k. Therefore, the inter MAC is an additive
homomorphic MAC.
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3.3. HOMOMORPHIC MAC

3.3.3 Inter MAC in Network Coding

The inter MAC is firstly combined with the network coding in the network scenario [79].
We now describe it via two cases: a network with a single source node and a network with
multiple source nodes.

a) Single Source Node. Suppose that the single source node owns an original file
F . The source node divides F into m blocks: F = v1|| · · · ||vm. vi ∈ Fξq where i ∈
{1, · · · ,m}. From m file blocks {v1, · · · , vm}, m augmented blocks {w1, · · · , wm} are
created as Equation 3.1. wi ∈ Fξ+mq where i ∈ {1, · · · ,m}. The tuple of algorithms
(KeyGen–SS, Tag–SS and Veirfy–SS) is given as follows:

• KeyGen–SS(1λ, {w1, · · · , wm})→ {k, k′}: This algorithm takes a security parameter
λ and a set of m augmented blocks {w1, · · · , wm} as the inputs, and outputs secret
keys {k, k′} where wi · k′ = 0 for all i ∈ {1, · · · ,m}.

• Tag–SS({w1, · · · , wm}, k)→ {t1, · · · , tm}: This algorithm takes {w1, · · · , wm} and k
as the inputs, and outputs a set of m tags such that ti = wi ·k for all i ∈ {1, · · · ,m}.

• Verify–SS(c, t, k + k′)→ {0, 1}: This algorithm takes c, t and (k + k′) as the inputs
where c and t are the linear combinations of {w1, · · · , wm} and {t1, · · · , tm}, respec-
tively. In other words, c =

∑m
i=1 αiwi and t =

∑m
i=1 αiti where αi denotes a coding

coefficient. This algorithm outputs 1 if t is a valid tag and 0 otherwise.

The KeyGen–SS introduces a challenge that how to generate k′ such that it is orthogonal
to all m augmented blocks. Formally, k′ ·wi = 0 for all i ∈ {1, · · · ,m}. The algorithm to
generate k′ is given as follows.

• OrthogonalGen–SS (w1, · · · , wm) → k′:

– Find the span π of w1, · · · , wm ∈ Fξ+mq .

– Construct the matrix M in which {w1, · · · , wm} are the rows of M .

– Find the null-space of M , denoted by π⊥M , which is the set of all vectors u ∈
Fξ+mq such that M · uT = 0.

– Find the basis vectors of π⊥M , denoted by B1, · · · , Bξ ∈ Fξ+mq // Theorem 3
will explain why the number of the basis vectors is ξ.

– Compute k′ ← Kg–SS(B1, · · · , Bξ).

• Kg–SS(B1, · · · , Bξ) → k′: this is the sub-algorithm used in the OrthogonalGen–SS
algorithm:

– Let f be a pseudo-random function such that K × [1, ξ]→ Fq.
– Generate rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ} where kPRF ∈ K.

– Compute k′ ←
∑ξ

x=1 rx ·Bx ∈ Fξ+mq .
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Theorem 3. Given {w1, · · · , wm} ∈ Fξ+mq , the number of basis vectors of π⊥M is ξ.

Proof. rank(M) = m. Let πM be the space spanned by the rows of M . For any m×(ξ+m)
matrix, the rank-nullity theorem gives:

rank(M) + nullity(M) = ξ +m (3.7)

where nullity(M) is the dimension of π⊥M . Thus, we have:

dim(π⊥M) = (ξ +m)−m = ξ (3.8)

Therefore, the number of basis vectors of π⊥M is ξ. In the OrthogonalGen–SS algorithm,
we denoted the basis vectors by B1, · · · , Bξ.

b) Multiple Source Nodes. Suppose that there are s source nodes, denoted by
{C1, · · · , Cs}. Each client Ci where i ∈ {1, · · · , s} owns a file Fi which consists of g
file blocks: Fi = vi1|| · · · ||vig. vij ∈ Fξq where i ∈ {1, · · · , s}, j ∈ {1, · · · , g}. Suppose that
all the clients have the same number of file blocks (g is the same for all C1, · · · , Cs). Let
m = s ·g. The set of all m file blocks is: {v11, · · · , v1g, · · · , vs1, · · · , vsg}. From these m file
blocks, the m augmented blocks {w11, · · · , w1g, · · · , ws1, · · · , wsg} are created as follows:

wij = (vij, 0, · · · , 0︸ ︷︷ ︸
g(i−1)

,

j︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸

g

, 0, · · · , 0︸ ︷︷ ︸
g(s−i)︸ ︷︷ ︸

m=s·g

) ∈ Fξ+mq (3.9)

where i ∈ {1, · · · , s}, j ∈ {1, · · · , g}, m = s · g. The tuple of algorithms (KeyGen–MS,
Tag–MS, Verify–MS) is given as follows:

• KeyGen–MS(1λ, {w11, · · · , w1g, · · · , ws1, · · · , wsg}) → {k1, · · · , ks}: This algorithm
takes a security parameter λ and the set of m = s·g augmented blocks {w11, · · · , w1g,
· · · , ws1, · · · , wsg} as the inputs, and outputs a set of s secret keys {k1, · · · , ks} such
that wij · kp = 0 for all i, p ∈ {1, · · · , s}, j ∈ {1, · · · , g} and p 6= i.

• Tag–MS({w11, · · · , w1g, · · · , ws1, · · · , wsg}, {k1, · · · , ks})→ {t11, · · · , t1g, · · · , ts1, · · · ,
tsg}: This algorithm takes the set of m = s · g augmented blocks {w11, · · · , w1g, · · · ,
ws1, · · · , wsg} and the set of s secret keys {k1, · · · , ks} as the inputs, and outputs a
set of m tags such that tij = wij · ki for all i ∈ {1, · · · , s} and j ∈ {1, · · · , g}.

• Verify–MS(c, t, k1 + · · · + ks) → {0, 1}: This algorithm takes c, t and (k1 + · · · +
ks) as the inputs where c and t are the linear combinations of {w11, · · · , w1g, · · · ,
ws1, · · · , wsg} and {t11, · · · , t1g, · · · , ts1, · · · , tsg}, respectively. In other words, c =∑m

i=1 αiwi and t =
∑m

i=1 αiti where αi denotes a coding coefficient. This algorithm
outputs 1 if t is a valid tag and 0 otherwise.
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Similar to the KeyGen–SS, the KeyGen–MS also introduces a challenge that how to
generate kp where p ∈ {1, · · · , s} such that it is orthogonal to the augmented blocks
which do not belong to the source node Cp. Formally, wij · kp = 0 for all i, p ∈ {1, · · · , s},
j ∈ {1, · · · , g} and i 6= p. The algorithm to generate kp is given as follows.

• OrthogonalGen–MS (p, {wij ∈ Fξ+mq |i = 1, · · · , s; i 6= p; j = 1, · · · , g}) → kp:

– Find the span π of the set {wij ∈ Fξ+mq |i = 1, · · · , s; i 6= p; j = 1, · · · , g}. The
set consists of (m− g) elements.

– Construct the matrix M in which the above (m − g) elements in the set are
the rows of M .

– Find the null-space of M , denoted by π⊥M , which is the set of all vectors u ∈
Fξ+mq such that M · uT = 0.

– Find the basis vectors of π⊥M , denoted by B1, · · · , Bξ+g ∈ Fξ+mq // Theorem 4
will explain why the number of the basis vectors is (ξ + g).

– Compute kp ← Kg–MS(B1, · · · , Bξ+g).

• Kg–MS(B1, · · · , Bξ+g)→ kp: this is the sub-algorithm used in the OrthogonalGen–MS
algorithm.

– Let f be a pseudo-random function such that K × [1, ξ + g]→ Fq.
– Generate rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ + g} where kPRF ∈ K.

– Compute kp ←
∑ξ+g

x=1 rx ·Bx ∈ Fξ+mq .

Theorem 4. Given an integer p ∈ {1, · · · , s} and the set {wij ∈ Fξ+mq |i = 1, · · · , s; i 6=
p; j = 1, · · · , g}, the number of basis vectors of π⊥M is (ξ + g).

Proof. rank(M) = m − g. Let πM be the space spanned by the rows of M . For any
(m− g)× (ξ +m) matrix, the rank-nullity theorem gives:

rank(M) + nullity(M) = ξ +m (3.10)

where nullity(M) is the dimension of π⊥M . Thus, we have:

dim(π⊥M) = (ξ +m)− (m− g) = ξ + g (3.11)

Therefore, the number of basis vectors of π⊥M is (ξ + g). In the OrthogonalGen–MS algo-
rithm, we denoted the basis vectors by B1, · · · , Bξ+g.

3.4 Dispersal Coding

To prevent the small corruption attack and to allow the client to repair the data with a
high probability, the dispersal coding is proposed [26] with a minimal additional storage
overhead.
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3.4.1 Building Block

The dispersal coding is constructed into a single primitive called codeword using the
following building blocks.

Universal Hash Function (UHF). A UHF [93] is a function h: K × I l → I where
I denotes a field with operations (+,×). This UHF compresses a message m ∈ I l into
a compact digest based on a key κ ∈ K such that the hash of two different messages is
different with an overwhelming probability over keys. A common UHF is almost XOR
universal (AXU) which satisfies:

• h is an ε-UHF family if:

∀x 6= y ∈ I l : Prκ←K[hκ(x) = hκ(y)] ≤ ε (3.12)

• h is an ε-AXU family if:

∀x 6= y ∈ I l,∀z ∈ I : Prκ←K [hκ(x)⊕ hκ(y) = z] ≤ ε (3.13)

• If a UHF is linear, for any message pair (m1,m2):

hκ(m1) + hκ(m2) = hκ(m1 +m2) (3.14)

Error-Correcting Code (ECC). An ECC [94–96] is used to express a sequence of the
original data and the parity data such that any errors can be detected and corrected. An
ECC has two parameters (n, l) where l denotes the number of the original blocks, and n
denotes the number of blocks after adding (n − l) redundant blocks. There exists (n, l)-
ECC codes that can correct up to t = n−l+1

2
errors. The Reed-Solomon code (RS) [97, 98]

is a kind of ECC which uses a special polynomial:

g(x) = (x− ai)(x− ai+1) · · · (x− ai+2t) (3.15)

The codeword of the RS code is:

c(x) = g(x) · i(x) (3.16)

where g(x) is the generator polynomial over Fp, i(x) is the information block, and a is a
primitive element of the field.

• Encoder : The 2t parity symbols are given by:

p(x) = i(x) · xn−l mod g(x) (3.17)

• Decoder : Given a codeword r(x) which is the original codeword c(x) plus errors:

r(x) = c(x) + e(x) (3.18)

the RS decoder identifies the position and magnitude of up to t and corrects the
errors.
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– Calculating the syndrome: The RS codeword has 2t syndromes that depend
on errors. The syndromes are calculated by substituting the 2t roots of g(x)
into r(x).

– Finding the symbol error locations: This involves solving the equations with
t unknowns. The first step is to find an error locator polynomial using the
Berlekamp-Massey algorithm or the Euclid algorithm. The second step is to
find the roots of this polynomial using the Chien search algorithm.

– Finding symbol error values: This involves solving the equations with t un-
knowns using the Forney algorithm.

Universal Hash Function which is constructed using the Reed-Solomon code
(RS-UHF). A RS-UHF [99] is constructed in a way as follows. Suppose that a message
m is a vector −→m = (m1, · · · ,ml) where mi ∈ I and suppose that an (n, l)-RS code over I
is used. −→m is viewed as a polynomial representation of the form:

p−→m = mlx
l−1 +ml−1x

l−2 + · · ·+m1 (3.19)

A RS code can be defined as a vector
−→
k = (k1, · · · , kn). The codeword of a message −→m

is the evaluation of polynomial p−→m at point (k1, · · · , kn): (p−→m(k1), · · · , p−→m(kn)). A UHF
is hκ(m) = p−→m(κ) where κ is the key.

Message Authentication Code (MAC). A MAC [100] is used to authenticate a mes-
sage and to detect message tampering and forgery. A MAC is a tuple of (MGen,MTag,MVer):

• MGen(1λ): generates a secret key κ given a security parameter λ.

• MTagκ(m): computes a tag τ for the message m with the key κ.

• MVerκ(m, τ): outputs 1 if τ is a valid tag, and 0 otherwise.

Pseudo-random Function (PRF). A PRF [101] is used to generate exponentially many
random bits in a way that behaves like a random function. A PRF is a keyed family of a
function g : KPRF × L → I which is indistinguishable from a random family of functions
from L to I. A PRF can be constructed from any pseudorandom generator as follows:

• Let G : {0, 1}n → {0, 1}2n be a length-doubling pseudorandom generator.

• Define G0 : {0, 1}n → {0, 1}n such that G0(x) is the first n bits of G(x).

• Define G1 : {0, 1}n → {0, 1}n such that G1(x) is the last n bits of G(x).

• For the key KPRF ∈ {0, 1}n and an input x ∈ {0, 1}n, the PRF is constructed as:

FKPRF
(x) = Gxn(Gxn−1(· · ·Gx2(Gx1(KPRF)) · · · )) (3.20)

where xi ∈ {0, 1} (i = 1, · · · , n) are the elements of x (x = {x1, · · · , xn} ∈ {0, 1}n).
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MAC based on Universal Hash Function (UMAC). A UMAC [99] can be con-
structed as the composition of a UHF with a PRF. Given a UHF family h : KUHF×I l → I
and a PRF family g : KPRF×L → I, the UMAC is a tuple of UMAC = (UGen,UTag,UVer):

• UGen(1λ): generates key (κ, κ′) uniformly at random from KUHF ×KPRF.

• UTagκ,κ′(m): works in space KUHF×KPRF×I l → L×I, outputs (r, hκ(m) + gκ′(r))
in which a unique counter r ∈ L is increased in each execution.

• UVerκ,κ′(m, (c1, c2)): works in space KUHF×KPRF×I l×L×I, outputs 1 if and only
if hκ(m) + gκ′(c1) = c2.

Dispersal coding. The dispersal coding [26] is constructed as follows: To tag a message,
the message is encoded under an (n, l)-RS code; and a PRF is then applied to the last s
code symbols (s ∈ {1, · · · , n}). A MAC is obtained on each of those s code symbols using
UMAC. A codeword is valid if at least one of the last s symbols is the valid MAC.

• KGenECC(1λ): selects key −→κ = {{κi}ni=1, {κ′i}ni=n−s+1} randomly from space K =
In × (KPRF)s. The keys {κi}ni=1 are used for the RS code. The keys {κ′i}ni=n−s+1 are
used for the PRF in the UMAC.

• MTagECC−→κ (m1, · · · ,ml): outputs (c1, · · · , cn) in which ci = RS-UHFκi(
−→m) when

i ∈ {1, · · · , n − s} and ci = UTagκi,κ′i(m1, · · · ,ml) = (ri,RS-UHFκi(
−→m) + gκ′i(ri))

when i ∈ {n− s+ 1, · · · , n}.

• MVerECC−→κ (c1, · · · , cn): strips off the PRF from (cn−s+1, · · · , cn) as: c′i = ci− gκ′i(ri)
where i ∈ {n− s + 1, · · · , n}, and then decodes (c1, · · · , cn−s, c′n−s+1, · · · , c′n) using
the RS decoder to obtain the message −→m = (m1, · · · ,ml). If the RS decoder fails at
the point {κi}ni=1 (when the number of corruptions is more than n−l+1

2
), MVerECC

outputs (⊥, 0). If one of the last s symbols of (c1, · · · , cn) is a valid MAC on −→m
under UMAC, MVerECC outputs (−→m, 1), otherwise it outputs (−→m, 0).

Because the dispersal coding uses the RS code in MTagECC to tag the message and
uses the RS decoder in MVerECC to verify, the dispersal coding can prevent the small
corruption attack.

3.5 Shamir SSS

The Shamir-SSS [110,111] consists of n participants P = {P1, · · · ,Pn} and a dealer. Two
algorithms ShareGen and Reconst are run by the dealer. The share generation ShareGen
algorithm takes a secret S as the input and outputs a set C = {c1, · · · , cn}. ci where
i ∈ {1, · · · , n} is called a share and is given to a participant Pi. The secret reconstruction
algorithm Reconst inputs a set of m shares and outputs the secret S. A (m,n)-Shamir-SSS
has the following properties:
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• perfect SSS: any m ≤ n participants or more can reconstruct the secret S and no
(m − 1) participants or less can learn any information of the secret S. Formally,
let H(S) and H(A) denote the entropy of the secret S and a set of shares A ⊆ C,
respectively.

H(S|A) =

{
0, if |A| ≥ m

H(S), if |A| < m
(3.21)

• ideal SSS: the size of a share is the same as the size of the secret: |ci| = |S|.

Example 3.5.1. Suppose the secret S = 13. All operations work in Fp = F17. The
thresholds (m,n) = (3, 5). The polynomial which is used to generate the shares has the
following form:

f(x) = S +
m−1∑
i=1

aix
i (mod p) (3.22)

where ai
rand← Fp. Because n = 5, the dealer chooses 5 inputs of the polynomial to compute

5 shares. Suppose that these inputs are: id = [x1, x2, x3, x4, x5] = [1, 2, 3, 4, 5].

• Share generation: The dealer chooses the coefficients a1 = 10 ∈ F17 and a2 = 2 ∈
F17. The polynomial is:

f(x) = 13 + 10x+ 2x2 (mod 17) (3.23)

Because n = 5, the dealer then computes 5 shares as follows:

– For x1 = 1, compute f(x1) = 8, then sends the pair of [x1, f(x1)] = [1, 8] to
the participant P1.

– For x2 = 2, compute f(x2) = 7, then sends the pair of [x2, f(x2)] = [2, 7] to
the participant P2.

– For x3 = 3, compute f(x3) = 10, then sends the pair of [x3, f(x3)] = [3, 10] to
the participant P3.

– For x4 = 4, compute f(x4) = 0, then sends the pair of [x4, f(x4)] = [4, 0] to
the participant P4.

– For x5 = 5, compute f(x5) = 11, then sends the pair of [x5, f(x5)] = [5, 11] to
the participant P5.

• Secret reconstruction: To reconstruct the secret S, the dealer requires m = 3 par-
ticipants to provide their shares. Suppose that {P1,P3,P5} are required for recon-
structing S. After obtaining [x1, f(x1)], [x3, f(x3)] and [x5, f(x5)], the dealer solves
S using the following equation system:
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
f(x1) = s+ a1x1 + a2(x1)

2 (mod 17)
f(x3) = s+ a1x3 + a2(x3)

2 (mod 17)
f(x5) = s+ a1x5 + a2(x5)

2 (mod 17)
(3.24)

Because [x1, f(x1)] = [1, 8], [x3, f(x3)] = [3, 10] and [x5, f(x5)] = [5, 11], the equation
system becomes: 

8 = s+ a11 + a21
2 (mod 17)

10 = s+ a13 + a23
2 (mod 17)

11 = s+ a15 + a25
2 (mod 17)

(3.25)

The solution of the equation system is:
s = 13
a1 = 10
a2 = 2

(3.26)

Not only the secret S is reconstructed, all the coefficients (a1 and a2) are also
reconstructed.

3.6 Ramp SSS

The Ramp-SSS [114–118] was proposed to improve the coding efficiency of the Shamir-
SSS. The Ramp-SSS has three parameters (m,L, n) instead of two parameters (m,n) like
the Shamir-SSS. The Ramp-SSS is constructed in a way that any m shares or more can
reconstruct the secret S; any set of (m− t) shares where t ∈ {1, · · · ,m− L} can learn a
partial information of the secret S; and any L shares or less cannot obtain any information
of the secret S. Formally,

H(S|A) =


H(S), if |A| < L
m−|A|
m

, if L ≤ |A| < m

0, if |A| ≥ m

(3.27)

where H(S) and H(A) denote the entropy of the secret S and a set of shares A ⊆
C, respectively. The Ramp-SSS is more efficient than the Shamir-SSS because in any
(m,L, n)-Ramp-SSS, H(Ci) = H(S)/(m− L) [114,115].

Example 3.6.1. Suppose that the secret S = [S1, S2] = [83, 102]. All operations work in
Fp = F10729. Suppose that (m,L, n) = (3, 2, 7). The polynomial which is used to generate
the shares has the following form:

f(x) =
m−1∑
i=0

aix
i (mod p) (3.28)

49



3.6. RAMP SSS

where ai
rand← Fp. Because n = 7, the dealer chooses 7 inputs of the polynomial to compute

7 shares. Suppose that these inputs are: id = [x1, x2, x3, x4, x5, x6, x7] = [1, 2, 3, 4, 5, 6, 7].
Besides these inputs id, the dealer chooses m more inputs for the polynomial: sid =
[x8, x9, x10] = [8, 9, 10]. The dealer chooses (m−L) = (3− 2) = 1 value in F10729 (suppose
the value is R = 123).

• Share generation: Because m = 3, the polynomial is:

f(x) = a0 + a1x+ a2x
2 (mod 10729) (3.29)

Before computing the shares, the dealer finds the coefficients of the polynomial by
solving the following equation system:

S1 = a0 + a1x8 + a2(x8)
2

S2 = a0 + a1x9 + a2(x9)
2

R = a0 + a1x10 + a2(x10)
2

(3.30)

Replace (S1 = 83, x8 = 8), (S2 = 102, x9 = 9), (R = 123, x10 = 10):
83 = a0 + a18 + a2(8)2

102 = a0 + a19 + a2(9)2

123 = a0 + a110 + a2(10)2
(3.31)

The coefficients are solved as follows:
a0 = 3
a1 = 2
a2 = 1

(3.32)

Thus, the polynomial becomes:

f(x) = 3 + 2x+ 1x2 (mod 10729) (3.33)

The dealer is now ready for computing n = 7 shares as follows:

– For x1 = 1, compute f(x1) = 6, then sends the pair of [x1, f(x1)] = [1, 6] to
the participant P1.

– For x2 = 2, compute f(x2) = 11, then sends the pair of [x2, f(x2)] = [2, 11] to
the participant P2.

– For x3 = 3, compute f(x3) = 18, then sends the pair of [x3, f(x3)] = [3, 18] to
the participant P3.

– For x4 = 4, compute f(x4) = 27, then sends the pair of [x4, f(x4)] = [4, 27] to
the participant P4.

– For x5 = 5, compute f(x5) = 38, then sends the pair of [x5, f(x5)] = [5, 38] to
the participant P5.
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– For x6 = 6, compute f(x6) = 51, then sends the pair of [x6, f(x6)] = [6, 51] to
the participant P6.

– For x7 = 7, compute f(x7) = 66, then sends the pair of [x7, f(x7)] = [7, 66] to
the participant P7.

• Secret reconstruction: To reconstruct the secret S, the dealer requires m = 3 par-
ticipants to provide their shares. Suppose that {P1,P3,P4} are required for recon-
structing S. After obtaining [x1, f(x1)], [x3, f(x3)] and [x4, f(x4)], the dealer solves
S using the following equation system:

f(x1) = a0 + a1x1 + a2(x1)
2 (mod 10729)

f(x3) = a0 + a1x3 + a2(x3)
2 (mod 10729)

f(x4) = a0 + a1x4 + a2(x4)
2 (mod 10729)

(3.34)

Because [x1, f(x1)] = [1, 6], [x3, f(x3)] = [3, 18] and [x4, f(x4)] = [4, 27], the equation
system becomes: 

6 = a0 + a11 + a21
2 (mod 10729)

18 = a0 + a13 + a23
2 (mod 10729)

27 = a0 + a14 + a24
2 (mod 10729)

(3.35)

The solution of the equation system is:
a0 = 3
a1 = 2
a2 = 1

(3.36)

Thus, the dealer can recover the polynomial as:

f(x) = a0 + a1x+ a2x
2 (mod 10729) (3.37)

Then the secret S is reconstructed as follows:

– For x8 = 8, compute f(x8) = 83. Thus, the first secret is S1 = 83.

– For x9 = 9, compute f(x9) = 102. Thus, the second secret is S2 = 102.

Lastly, the secret is S = [S1, S2] = [83, 102].

3.7 SWC

The SWC was firstly proposed by Slepian and Wolf in 1973 [140] to compress data in a
network. While the possibility for the practical implementation of SWC was suggested in
[141–143], it was not until late 90s that SWC was actually implemented. The SWC has
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several approaches: syndrome-based, binning idea, Low Density Parity Check (LDPC)-
based and parity-based [144–151].

For the most efficient computation, we use the binning idea. While the concept of
binning is simple, it is extremely powerful. In essence, the source space is partitioned into
bins and the encoder identifies the bin in which a input source belongs to. The label of
the bin instead of the source itself is passed to the decoder, which will then estimate the
original source based on the bin information and the correlation among sources. More
concretely, suppose that a source node has two data b1 and b2 which have the same size.
To compress, b1 is divided into a number of bins. During encoding, the index of the bin
that the input belongs to is transmitted to the receiver node instead of the input itself.
For example, |b1| is divided into k bins. Each bin contains |b1|

k
elements. If the SWC is not

used, log2 |b1| bits are required to transmit the input to the receiver node. If the SWC is
used, only log2 k bits are required to transmit the input to the receiver node. The receiver
node cannot decode b1 if b2 does not present because the receiver node cannot know the
corresponding element of the bin index. If b2 is obtained, the receiver node can decode b1
by picking the element in the bin that is best matched with b2.

X
Encoder

Correlation 
Channel

Decoder
X S

Y

X

Figure 3.2: SWC

To consolidate the idea, we consider two numerical examples that were introduced by
Pradhan et al. [152] and then re-presented in [149].

Example 3.7.1. This example is a compression of a 3-bit sequence with side informa-
tion. Consider two binary sequences of length 3 and the two sequences are correlated
in such a way that they can differ no more than 1 bit. Denote the two sequences as
X and Y , respectively. Assuming that Y is given to both the encoder and the de-
coder, apparently we can compress X into 2 bits since we can represent and transmit
X − Y ∈ {[000]T , [001]T , [010]T , [100]T} with log2 4 = 2 bits instead of transmitting X
directly. At the decoder, given XY and the side information Y , X can be recovered as
(XY ) + Y .

Example 3.7.2. This example is an asymmetric SWC of a 3-bit sequence. Continuing
with the above example, the side information Y is now given only to the decoder but not
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the encoder. So the encoder cannot compute XY any more. There is a challenge that
how can we still compress X into two bits.

Let us partition all possibilites of X into 4 bins as follows:

• Bin 0: {[000]T , [111]T}

• Bin 1: {[001]T , [110]T}

• Bin 2: {[010]T , [101]T}

• Bin 3: {[100]T , [011]T}

Now, let say X = [001]T and Y = [000]T . At the decoder, the index of the bin that
X = [001]T lies into, i.e., 1, will be transmitted to the decoder. Since there are only 4
bins, we only need log2 4 = 2 bits to represent the bin index. From the bin index, the
decoder knows that X is either [001]T or [110]T . Since it is given that X and Y can differ
no more than 1 bit. We know that X is [001]T .
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Chapter 4

MD-POR: Multi-client and Direct
Repair for POR

4.1 System Model

As depicted in Figure 4.1, the system model of our proposed MD-POR scheme consists
of four types of entities:

• Key manager: This entity is fully trusted, and has the responsibility to generate the
keys for the other entities.

• Clients: There are multiple clients who can be either enterprises or individual cus-
tomers. Each client owns his/her data and wants to store the data in the cloud
servers. The clients rely on the cloud for data storage, computation, and mainte-
nance.

• Servers: The servers are managed and monitored by a cloud service provider to
accommodate a service of data storage and have significant and unlimited storage
space and computation resources. In the cloud storage service, the clients can store
their data into a set of servers in a simultaneous and distributed manner.

• TPA: This entity is delegated the responsibility of checking the servers on behalf of
the clients. The TPA is assumed to be semi-trusted (trusted in checking the servers
periodically, and untrusted in learning the secret keys of the clients).

Originally, the system model which consists of only the client and the servers without
the TPA is enough for data check. To enable the public authentication feature, the TPA
is employed with the assumption that the TPA is a honest-but-curious entity. Several
previous papers also use the same assumption of the TPA, e.g, [62,68–70,74,75].
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Clients Cloud Servers 

Third Party  

Auditor (TPA) 

data flow 

communication link 

Key manager 

Key 

Figure 4.1: System model of the MD-POR scheme

To be suitable for our system model, we modify the POR such that the verifier is the
TPA and there are multiple clients as follows:

1. keygen(1λ): The key manager runs this algorithm which takes a security parameter
λ as the input, and outputs a set of secret keys {ski}i∈{1,··· ,s} for s clients, a secret
key κ for the TPA and a secret key κ′ for a new server every when a repair phase is
executed.

2. encode(ski, Fi): Each client i uses his secret key ski to encode his original file Fi to
an encoded file F ′i , then sends F ′i to the servers. Each server then linearly combines
all F ′i (i ∈ {1, · · · , s}) and stores the combined blocks of the files.

3. check(κ): The TPA uses his key κ to generate a challenge c and sends c to the
servers. Each server then computes a response r and sends r back to the TPA.
Finally, the TPA verifies whether each Fi is available and intact based on c and r.

4. repair(): This algorithm is executed when a failure is detected in the check phase.
The technique of the repair phase depends on each specific scheme.

4.2 Adversarial Model

In this scheme, the key manager and the clients are trusted. The following entities are
considered to be untrusted:

• Adversaries outside the system.

• The servers in the system.
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• The TPA in the system.

There are two assumptions:

• The TPA is assumed to not collude with the servers.

• All the data and the keys are transmitted via a secure channel.

Concretely, the adversaries can perform the following the attacks:

Mobile Attack. This attack is also considered in several papers [26,76–78]. This attack
can be performed by an adversary outside the system who may potentially corrupt all
the servers across the full system lifetime. A restriction for the adversary is that it can
attack at most (n− l) out of n servers in any given time step. Let epoch denote a given
time step. In each epoch, the servers are checked and if a corruption in a certain server
is detected, the data stored in that corrupted server will be repaired from redundancy in
the intact servers. Without the server checks, the adversary can corrupt all n the servers
and can destroy the system in n/(n− l) epochs.

Curious Adversary. This attack can be performed by the untrusted entities in order
to search the secret keys of the clients. This attack is a specific attack in our scheme.
Namely, the attackers can behave as follows:

• In order to check the data stored in each server during the check phase, the TPA
is given a key which is constructed from the secret keys of the clients. Given the
key, the TPA may try to search the secret keys of the clients using the brute force
search.

• In order to check the data provided from other servers during the repair phase, the
new server is also given another key which is also constructed from the secret keys
of the clients. Given the key, the new server may try to search the secret keys of
the clients using the brute force search.

• Anyone who has the access to the keygen algorithm may also try to search these
secret keys of the clients.

Response Forgery. This forgery is performed by the servers. This attack is a specific
attack in our scheme. Namely, the forgery happens as follows:

• The TPA requires each server to provide a response to ensure the data stored in
that server is healthy.

• Each server must respond a valid pair of the aggregated coded block (says, c) and
the aggregated tag (says, t) to the TPA in order to demonstrate that the server
is healthy. However, the malicious server responds {cforge, tforge} instead of {c, t}
to the TPA. If {cforge, tforge} holds the verification, that server can pass the check
phase.
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Pollution Attack. This attack is performed by the servers. This attack is also con-
sidered in several papers [79, 82, 86–92, 137]. The purpose of this attack is to break the
linear independence of the encoded blocks by injecting invalid packets to prevent data
recover. In the network scenario, a malicious node may forward invalid package to the
receiver node. Therefore, when the receiver node obtain multiple packets, the receiver
node cannot tell which of the received packets are corrupt. In the distributed storage
system scenario, this attack happens when the malicious server provides a valid response
to pass the check phase, but then provides an invalid response during the repair phase.
An example is given as follows:

• Encode: the client encodes the augmented blocks (w1, w2, w3) to six coded blocks:
c11, c12 (stored in the server S1), c21, c22 (stored in the server S2), and c31, c32 (stored
in the server S3). Suppose that S1 is malicious and will perform a pollution attack.

• Check: suppose that S3 is detected as a corrupted server.

• Repair: S3 should be repaired by two coded blocks: c′31 (which is a linear combina-
tion of c11 and c12) and c′32 (which is a linear combination of c21 and c22). However,
S1 is not detected because this time is the repair phase, not the check phase. The
client still thinks S1 is healthy, and thus the client requests the coded blocks from
S1 and S2. S1 will provide an invalid coded block c′′31 to the client instead of c′31.

Because the valid coded blocks c′′31 is not a linear combination of (w1, w2, w3), the original
file cannot be recovered from any m = 3 coded blocks.

4.3 Proposed MD-POR Scheme

Before describing the MD-POR scheme in detail, we firstly introduce the technical roadmap,
the key idea, the notations and the structure as follows:

• Technical Roadmap. We depict the technical roadmap in Figure 4.2. The input is
the file blocks. Firstly, the file blocks are used to generate the augmented blocks.
Then, the augmented blocks are combined with random values to compute the keys.
Meanwhile, the augmented blocks are linearly combined into the coded blocks using
the network coding. Finally, the coded blocks are tagged using the keys. The coded
blocks and the tags are the outputs. The network coding is used because it is related
to the data repair. The inter MAC is used because it is related to the multi-user,
direct repair and public authentication features. The network coding and inter MAC
are suitable to combine together in the MD-POR scheme.
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Figure 4.2: Technical roadmap

• Key Idea. In our scheme, multiple clients are simultaneously supported. Each client
owns a different secret key. The data of each client cannot be checked alone; instead,
each client uses his/her secret key to compute additional information which is MAC
tag for each augmented block. Each client then transmits the aggregated augmented
block and the corresponding tag to the servers. The servers will linearly combine
the aggregated augmented blocks and the aggregated tags. Herein lies a challenge
that how to enable the TPA to check the servers during the check phase without any
information of the secret keys of the clients; and how to enable the new server to
check the other servers during the repair phase without any information of the secret
keys of the clients. The traditional MACs are inadequate to solve this task. Some
recent papers related to this problem have been proposed (e.g., [82–84]). However,
as mentioned in Section 2.1, they all use an asymmetric key setting. The inter MAC
technique is a suitable technique to generate such secret keys for multiple clients.
Using this technique, we can generate the keys for the system as follows:

– The key of a client is generated such that it is orthogonal to all the augmented
blocks which do not belong to that client.

– The key of the TPA is generated such that it is the summation of the secret
keys of the clients. The TPA can check the servers during the check phase
without the information of the secret keys.

– The key of the new server is generated such that it is the summation between
the key of the TPA and an additional key which is orthogonal to all augmented
blocks of all the clients. The new server can also check the other servers used
in the repair phase without the information of the secret keys.

• Notations. The notations used throughout the MD-POR scheme are given in Table
4.1.
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Table 4.1: List of notations in the MD-POR scheme

Notation Description

s number of clients
i client index (i ∈ {1, · · · , s})
Ci client (i ∈ {1, · · · , s})
ki secret key of Ci
Fi original file of Ci
g number of file blocks in Fi of each client (g is the same for all clients)
j file block index (j ∈ {1, · · · , g})
vij file block (i ∈ {1, · · · , s}, j ∈ {1, · · · , g})
wij augmented block of vij (i ∈ {1, · · · , s}, j ∈ {1, · · · , g})
Fξq a ξ-dimensional finite field Fq of a prime order q.

m m = s · g
n number of servers
l number of healthy servers which are used to repair a corrupted server

during repair phase
d number of coded blocks in each server
x server index (x ∈ {1, · · · , n})
y coded block index in each server (y ∈ {1, · · · , d})
Sx server (x ∈ {1, · · · , n})
cxy coded block (x ∈ {1, · · · , n}, y ∈ {1, · · · , d})
txy tag of cxy (x ∈ {1, · · · , n}, y ∈ {1, · · · , d})
κ key of the TPA
κ′ key of a new server
A adversary
spotcheck number of coded blocks in a server which are checked during the check and

repair phases (spotcheck ∈ {1, · · · , d})

• Structure. Let C1, · · · , Cs denote the set of s clients. Each client Ci where i ∈
{1, · · · , s} owns a file Fi = vi1|| · · · ||vig where g is the number of file blocks. Suppose
that for all the clients, g is the same and each file block vij ∈ Fξq where j ∈ {1, · · · , g}.
Ci creates g augmented blocks {wi1, · · · , wig} from g file blocks {vi1, · · · , vig}. Each
augmented block wij has the following form:

wij = (vij, 0, · · · , 0︸ ︷︷ ︸
g(i−1)

,

j︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸

g

, 0, · · · , 0︸ ︷︷ ︸
g(s−i)︸ ︷︷ ︸

m=s·g

) ∈ Fξ+mq (4.1)

where i ∈ {1, · · · , s}, j ∈ {1, · · · , g}, m = s ·g. Each client Ci is given a secret key ki
by the key manager. Ci uses his secret key ki to compute a tag tij for each augmented
blocks wij. The augmented blocks and the tags are then linearly combined and
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transmitted to all the servers via a secure channel. The TPA will check each server
every epoch. Each server must linearly combine its coded blocks and the tags. Each
server then responds the aggregated coded block and the aggregated tag to the TPA.
The TPA finally verifies each server based on the response even though the TPA
does not know any secret key ki for all i ∈ {1, · · · , s}.

We are now ready to describe the proposed scheme via each phase of the POR (KeyGen,
Encode, Check, Repair).

4.3.1 Keygen

a) Keys for the clients (KeyGen1). The key manager generates a set of s secret keys
{k1, · · · , ks} for s clients. Each key kp of the client Cp where p ∈ {1, · · · , s} is constructed
in a way that kp is orthogonal to all the augmented blocks which do not belong to Cp. In
a formal statement, kp is constructed such that:

∀i ∈ {1, · · · , s}, i 6= p, p ∈ {1, · · · , s}, wij · kp = 0 (4.2)

Concretely, the key manager will perform the following algorithm:

• KeyGen1(w11, · · · , wsg)→ {k1, · · · , ks}:

– For each p ∈ {1, · · · , s}, compute kp ∈ Fξ+mq :

kp ← OrthogonalGen–MS(p, {wij ∈ Fξ+mq |i = 1, · · · , s; i 6= p; j = 1, · · · , g})
(4.3)

– After the set {k1, · · · , ks} is computed, assign kp ∈ Fξ+mq to the client Cp as
his/her secret key via a secure channel.

Each client will uses his/her secret keys to compute the tags for his/her own augmented
blocks.

b) Key for the TPA (KeyGen2). The key manager will perform the following algo-
rithm:

• KeyGen2(k1, · · · , ks)→ κ:

– Compute the key:
κ = k1 + · · ·+ ks ∈ Fξ+mq (4.4)

– Assign κ to the TPA via a secure channel.

The TPA will use κ to verify the servers during the check phase. We can see that the
TPA is only given the sum κ without each component ki where i = {1, · · · , s}. We will
prove the security in Section 4.5.
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c) One-time key for a new server (KeyGen3). When the repair phase is executed,
the key manager will compute a key κ′ which is a summation between the key of the
TPA (κ) and another key krepair. The new server will use κ′ to check pollution attack
during the repair phase. κ is already computed in KeyGen2 as a static key. krepair must be
re-computed every repair time in other to ensure that an adversary cannot attack the new
server to obtain krepair for passing the pollution attack check in the later repair phases
(We thereafter explain it in Section 4.5.4). rrepair is constructed such that it is orthogonal
to all augmented blocks of all the clients. Namely, the key manager will perform the
following algorithm:

• KeyGen3(κ, {w11, · · · , wsg})→ κ′:

– Compute krepair ← OrthogonalGen–New(w11, · · · , wsg). krepair ∈ Fξ+mq

– Compute the key:

κ′ = κ+ krepair = (k1 + · · ·+ ks) + krepair ∈ Fξ+mq (4.5)

– Assign κ′ ∈ Fξ+mq to the new server when a repair phase is executed.

• OrthogonalGen–New(w11, · · · , wsg) → krepair: this is the sub-algorithm used in the
KeyGen3 algorithm:

– Find the span π of {w11, · · · , wsg}. Each wij ∈ Fξ+mq .

– Construct the matrix M in which w11, · · · , wsg are the rows of M .

– Find the null-space of M , denoted by π⊥M , which is the set of all vectors u ∈
Fξ+mq such that M · uT = 0.

– Find the basis vectors of π⊥M , denoted by B1, · · · , Bξ ∈ Fξ+mq // Theorem 5
will explain why the number of the basis vectors is ξ.

– Compute krepair ← Kg–New(B1, · · · , Bξ).

• Kg–New(B1, · · · , Bξ) → krepair: this is the sub-algorithm which is used in the
OrthogonalGen–New algorithm.

– Let f be a pseudo-random function such that K × [1, ξ]→ Fq.
– Generate rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ} where kPRF ∈ K.

– Compute krepair ←
∑ξ

x=1 rx ·Bx ∈ Fξ+mq .

Theorem 5. Given {w11, · · · , wsg} where each wij ∈ Fξ+mq , the number of basis vectors
of π⊥M is ξ.

Proof. rank(M) = s · g = m. Let πM be the space spanned by the rows of M . For any
m× (ξ +m) matrix, the rank-nullity theorem gives:

rank(M) + nullity(M) = ξ +m (4.6)
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where nullity(M) is the dimension of π⊥M . Thus, we have:

dim(π⊥M) = (ξ +m)−m = ξ (4.7)

Therefore, the number of basis vectors of π⊥M is ξ. In the OrthogonalGen–New algorithm,
we denoted the basis vectors by B1, · · · , Bξ.

Note that when krepair is constructed in the first time, the basis vectors B1, · · · , Bξ are
computed and saved for reusing in the later times. In the next repair times, the basis
vectors will be re-used for computation cost-effective, and only the random coefficient rx
is re-generated again to compute krepair. The KeyGen3 algorithm is only executed and
κ′ is given to a new server if only if a repair phase is executed. The key κ is already
computed in the KeyGen1 algorithm as a static information, only krepair is different each
repair time.

4.3.2 Encode

1. Each client Ci where i ∈ {1, · · · , s} computes g tags for g augmented blocks as
follows:

For ∀i ∈ {1, · · · , s},∀j ∈ {1, · · · , g}:

tij = wij · ki ∈ Fq (4.8)

2. Each client Ci linearly combines the augmented blocks and the corresponding tags
as follows:

For ∀i ∈ {1, · · · , s}:

• Ci generates g coefficients: αij
rand← Fq for all j ∈ {1, · · · , g}.

• Ci computes coded block:

wCi =

g∑
j=1

αij · wij ∈ Fξ+mq (4.9)

• Ci computes tag:

tCi =

g∑
j=1

αij · tij ∈ Fq (4.10)

• Ci sends the pair of {wCi , tCi} to all n servers {S1, · · · ,Sn}.

3. Each server Sx where x ∈ {1, · · · , n} creates d pairs of coded block cxy and corre-
sponding tag txy where y ∈ {1, · · · , d} as follows:

For ∀x ∈ {1, · · · , n},∀y ∈ {1, · · · , d}:

• Sx generates s coefficients: βxyi
rand← Fq for all i ∈ {1, · · · , s}.
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• Sx computes coded block:

cxy =
s∑
i=1

βxyi · wCi ∈ Fξ+mq (4.11)

• Sx computes tag:

txy =
s∑
i=1

βxyi · tCi ∈ Fq (4.12)

4.3.3 Check

The TPA challenges each server. Each server must provide its corresponding proof to the
TPA. The TPA then uses its key κ to check whether the server is healthy or not based
on the proof. The TPA has responsibility to check all the n servers periodically.

1. The TPA challenges each server:

• The TPA generates a challenge chall which consists of spotcheck pairs of in-

dex and coefficient: chall = {(y1, γ1), · · · , (yspotcheck, γspotcheck)} where ysp
rand←

{1, · · · , d} and γsp
rand← Fq for sp ∈ {1, · · · , spotcheck}.

• The TPA sends chall to all the servers.

2. Each server Sx where x ∈ {1, · · · , n} provides its proof as follows:

• Sx combines coded blocks:

cx =

spotcheck∑
sp=1

γsp · cxysp ∈ Fξ+mq (4.13)

• Sx combines tags:

tx =

spotcheck∑
sp=1

γsp · txysp ∈ Fq (4.14)

• Sx sends {cx, tx} to the TPA.

3. The TPA verifies Sx as follows:

• TPA computes:
t′x = cx · κ ∈ Fq (4.15)

• TPA verifies iff:
tx = t′x (4.16)

If the equality holds, the TPA will return true (this means that Sx is healthy),
otherwise the TPA will return false (this means that Sx is corrupted).
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4.3.4 Repair

Suppose that the server Sr is detected as a corrupted server in the check phase. Sr will
be replaced by a new server S ′r. The new server S ′r challenges and requires l healthy
servers Sx1 , · · · ,Sxl to provide the aggregated coded blocks and the aggregated tags. S ′r
will check each of these l servers using the key κ′, which is generated by the KeyGen3
algorithm. We will explain how to choose l in Section 4.5.

1. The new server S ′r challenges l healthy servers:

• S ′r generates a challenge chall which consists of spotcheck pairs of index and co-

efficient: chall = {(y1, γ1), · · · , (yspotcheck, γspotcheck)} where ysp
rand← {1, · · · , d}

and γsp
rand← Fq for sp ∈ {1, · · · , spotcheck}.

• S ′r sends chall to l healthy servers.

2. Each server Sx where x ∈ {x1, · · · , xl} linearly combines its spotcheck coded blocks
and linearly combines its spotcheck tags as follows:

For ∀x ∈ {x1, · · · , xl}:

• Sx combines coded blocks:

cx =

spotcheck∑
sp=1

γsp · cxysp ∈ Fξ+mq (4.17)

• Sx combines tags:

tx =

spotcheck∑
sp=1

γsp · txysp ∈ Fq (4.18)

• Sx sends {cx, tx} to S ′r.

3. The new server S ′r checks whether each server Sx where x ∈ {x1, · · · , xl} provides a
valid packet (pollution attack), using the key κ′ = (k1 + · · ·+ks) +krepair as follows:

• S ′r computes:
t′x = cx · κ′ ∈ Fq (4.19)

• S ′r checks iff:
tx = t′x (4.20)

4. The new server S ′r computes d coded blocks and d tags for itself as follows:

For ∀y ∈ {1, · · · , d}:

• S ′r generates l coefficients θxy
rand← Fq for all x ∈ {x1, · · · , xl}.
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• S ′r computes new coded blocks:

cry =

xl∑
x=x1

θxy · cx ∈ Fξ+mq (4.21)

• S ′r computes new tags:

try =

xl∑
x=x1

θxy · tx ∈ Fq (4.22)

4.4 Correctness

1. The correctness of Equation 4.16 is proven as follows:

Proof.
tx =

∑spotcheck
sp=1 γsp · txysp // because of Equation 4.14

=
∑spotcheck

sp=1 γsp(
∑s

i=1 βxyspitCi) // because of Equation 4.12

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspitCi

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspi(

∑g
j=1 αijtij) // because of Equation 4.10

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijtij

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαij(wijki) // because of Equation 4.8

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwijki

t′x = cx · κ // because of Equation 4.15
= cx · (k1 + · · ·+ ks) // because of Equation 4.4

=
∑spotcheck

sp=1 γspcxysp(k1 + · · ·+ ks) // because of Equation 4.13

=
∑spotcheck

sp=1 γsp(
∑s

i=1 βxyspiwCi)(k1 + · · ·+ ks) // because of Equation 4.11

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspiwCi(k1 + · · ·+ ks)

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspi(

∑g
j=1 αijwij)(k1 + · · ·+ ks) // because of Equation 4.9

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwij(k1 + · · ·+ ks)

Because k1, · · · , ks are constructed such that wij ·kp = 0 for all i, p ∈ {1, · · · , s} and
i 6= p using the KeyGen1 algorithm, then we have:

t′x =
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwijki

= tx

This completes the proof.

2. The correctness of Equation 4.20 is proven as follows:

Proof. The way to prove the correctness of Equation 4.20 is similar to the correctness
of Equation 4.16 in the check phase. The only different thing is that in Equation
4.16, not only k1, · · · , ks but also krepair participates in linearly combining the coded
blocks and the tags. Concretely:
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tx =
∑spotcheck

sp=1 γsp · txysp // because of Equation 4.18

=
∑spotcheck

sp=1 γsp(
∑s

i=1 βxyspitCi) // because of Equation 4.12

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspitCi

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspi(

∑g
j=1 αijtij) // because of Equation 4.10

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijtij

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαij(wijki) // because of Equation 4.8

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwijki

t′x = cx · κ′ // because of Equation 4.19
= cx(k1 + · · ·+ ks + krepair) // because of Equation 4.5

=
∑spotcheck

sp=1 γspcxysp(k1 + · · ·+ ks + krepair) //because of Equation 4.17

=
∑spotcheck

sp=1 γsp(
∑s

i=1 βxyspiwCi)(k1 + · · ·+ ks + krepair) // because of Equation 4.11

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspiwCi(k1 + · · ·+ ks + krepair)

=
∑spotcheck

sp=1

∑s
i=1 γspβxyspi(

∑g
j=1 αijwij)(k1 + · · ·+ ks + krepair) // because of Equation 4.9

=
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwij(k1 + · · ·+ ks + krepair)

Because k1, · · · , ks are constructed such that kp ·wij = 0 for all i, p ∈ {1, · · · , s} and
i 6= p using the KeyGen1 algorithm, then we have:

t′x =
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwij(ki + krepair)

Because krepair is constructed such that wij · krepair for all i ∈ {1, · · · , s} and for all
j ∈ {1, · · · , g} using the KeyGen3 algorithm, then we have:

t′x =
∑spotcheck

sp=1

∑s
i=1

∑g
j=1 γspβxyspiαijwijki

= tx

This completes the proof.

4.5 Security Analysis

4.5.1 Mobile Attack

To prevent the mobile attack, a data repair condition is given as follows:

Theorem 6. The original files F1, · · · , Fs of the clients can be reconstructed if in any
epoch, at least l out of n servers collectively store m = s · g coded blocks which are
linearly independent combinations of m original file blocks; and the matrix consisting of
the accumulated coefficients has full rank (i.e, rank m).

Proof. Each server Sx where x ∈ {1, · · · , n} contains d coded blocks cxy where y ∈
{1, · · · , d}. Each coded block cxy is computed from m = s · g augmented blocks wij where
i ∈ {1, · · · , s}, j ∈ {1, · · · , g} using the linear combination cxy =

∑s
i=1

∑g
j=1 βxyiαijwij.

To reconstruct the original files, m augmented blocks w11, · · · , w1g, · · · , ws1, · · · , wsg are
viewed as the variables that need to be solved. To solve these m variables, at least m
coded blocks are required to make the coefficient matrix has full rank because the number
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of variables in an equation system must be less than or equal to the number of independent
equations. 

cxy1 =
∑s

i=1

∑g
j=1 βxyi1 · αij1 · wij

cxy2 =
∑s

i=1

∑g
j=1 βxyi2 · αij2 · wij

· · ·
cxym =

∑s
i=1

∑g
j=1 βxyim · αijm · wij

(4.23)

Therefore, at least l servers which collectively store m = s ·g coded blocks in each epoch
are required. dm

d
e ≤ l < n.

4.5.2 Curious Attack

The following theorems describes the probabilities for the adversaries to search the secret
keys of the clients.

Theorem 7. Given the key κ, the TPA cannot derive the secret keys of the clients
k1, · · · , ks via the brute force search.

Proof. The TPA is given the key κ to verify n servers S1, · · · ,Sn during the check phase.
Because κ = k1 + · · ·+ ks as computed in the KeyGen2 algorithm, the security problem is
now the problem of solving s variables k1, · · · , ks given a single equation. The brute force
search to solve these variables is to try all possible variable sets, and test whether the sets
satisfy the equation by using the trial-and-error method. Because each key ki ∈ Fξ+mq

where i ∈ {1, · · · , s}, the probability to search ki is 1
qξ+m

. The probability to search (s−1)

keys is 1
q(ξ+m)(s−1) . Given κ, the TPA can search (s− 1) keys and then obtains the last key

by subtracting the (s − 1) keys from κ. Therefore, the probability for the TPA to solve
all s keys (k1, · · · , ks) is 1

q(ξ+m)(s−1) . In a formal statement:

Pr[{k1, · · · , ks} ← TPA(κ)] =
1

q(ξ+m)(s−1) (4.24)

If q is chosen as a large prime (e.g., 160 bits), this probability is 1
2160(ξ+m)(s−1) , which is

negligible. k1, · · · , ks and krepair cannot be solved in a polynomial time.

Theorem 8. Given the key κ′, the new server cannot derive the secret keys of the clients
k1, · · · , ks via the brute force search.

Proof. The way to prove this theorem is similar to the way to prove Theorem 7. Con-
cretely, the new server S ′r is given the key κ′ to verify l servers Sx1 , · · · ,Sxl during the
repair phase. Because κ′ = (k1 + · · ·+ks)+krepair as computed in the KeyGen3 algorithm,
the security problem is now the problem of solving (s+1) variables: k1, · · · , ks and krepair
given a single equation. The brute force search to solve these variables is to try all possible
variable sets, and test whether the sets satisfy this equation by using the trial-and-error
method. Because each key ki and krepair belong to Fξ+mq , the probability to search ki or
krepair is 1

qξ+m
. The probability to search s keys is 1

q(ξ+m)s . Given κ′, the new server S ′r can
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search s keys and then obtains the last key by subtracting the s keys from κ′. Therefore,
the probability for the new server S ′r to solve all (s + 1) keys: k1, · · · , ks and krepair is

1
q(ξ+m)s . In a formal statement:

Pr[{k1, · · · , ks, krepair} ← S ′r(κ′)] =
1

q(ξ+m)s
(4.25)

If q is chosen as a large prime (e.g., 160 bits), this probability is 1
2160(ξ+m)s , which is

negligible. k1, · · · , ks and krepair cannot be solved in a polynomial time.

Theorem 9. The secret keys of the clients k1, · · · , ks cannot be derived by any entity who
has an access to the KeyGen1 algorithm, which is used to compute the secret keys of the
clients.

Proof. In the KeyGen1 algorithm, each key kp where p ∈ {1, · · · , s} is computed as:

kp ← OrthogonalGen–MS(p, {wij ∈ Fξ+mq |i = 1, · · · , s; i 6= p; j = 1, · · · , g}). (4.26)

More concretely, in the OrthogonalGen–MS algorithm, after finding the basis vectors
B1, · · · , Bξ+g, kp is computed as:

• rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ + g}.

• kp ←
∑ξ+g

x=1 rx ·Bx ∈ Fξ+mq .

where f is a pseudo-random function. The probability to find each rx is (Pr[f ] + 1
q
). The

probability to find all r1, · · · , rξ+g is (Pr[f ]+ 1
qξ+g

). Note that it is not ((ξ+g)Pr[f ]+ 1
qξ+g

)

because Pr[f ] can be re-used for finding other ri. This is also the probability to find one
key kq. The probability to find all s keys: k1, · · · , ks is (Pr[f ] + 1

q(ξ+g)s ). Again, note that

Pr[f ] can be re-used for finding other keys; thus, it is not (sPr[f ] + 1
q(ξ+g)s ). In a formal

statement:

Pr[k1, · · · , ks ← KeyGen1] = Pr[f ] +
1

q(ξ+g)s
(4.27)

If the pseudo-random function is supposed to be unforgeable and q is chosen large
enough (e.g., 160 bits), this probability is negligible.

4.5.3 Response Forgery

Suppose that a malicious server which performs this forgery is Sx. In the check phase,
instead of sending a pair of aggregated coded block and aggregated tag {cx, tx} (as com-
puted in Equation 4.13 and Equation 4.14) to the TPA, Sx sends a pair of forged coded
block and forged tag (c′′x, t

′′
x) to the TPA.

Theorem 10. Sx cannot pass the check phase with the response forgery.

Proof. The purpose of Sx is to generate (c′′x, t
′′
x) which holds the verification t′′x = c′′x · κ.

Because the TPA is assumed to not collude with any server and κ is sent to the TPA via
a secure channel, a possible way for Sx is to pass the verification is to obtain κ.
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• Using the brute force search: the probability to find κ is 1
qξ+m

because κ ∈ Fξ+mq .
Formally:

PrBruteForce[Sx → κ] =
1

qξ+m
(4.28)

• Using the access to the KeyGen2 algorithm: because κ = k1 + · · ·+ ks, the problem
to find κ now becomes the problem to find k1, · · · , ks via the KeyGen1 algorithm.
As Theorem 9, the probability to find k1, · · · , ks is (Pr[f ] + 1

q(ξ+g)s ). Formally:

PrKeyGen2[Sx → κ] = Pr[f ] +
1

q(ξ+g)s
(4.29)

From Equation 4.28, Equation 4.29, the probability for Sx to pass the check phase is:

Pr[Sx → verify(CheckPhase) = 1] = PrBruteForce[Sx → κ] + PrKeyGen2[Sx → κ]

=
1

qξ+m
+ Pr[f ] +

1

q(ξ+g)s
(4.30)

If the pseudo-random function f is unforgeable and q is chosen large enough (e.g., 160
bits), the probability for Sx to pass the check phase is negligible.

4.5.4 Pollution Attack

In the check phase, the server Sr is detected as a corrupted server. Then, a set of l
servers Sx1 , · · · ,Sxl are required to provide their responses which consist of aggregated
coded blocks (as in Equation 4.17) and aggregated tags (as in Equation 4.18) to the
new server S ′r for repairing Sr. Suppose that Sx, which is a server in the set of the l
servers Sx1 , · · · ,Sxl , is the malicious server which performs the pollution attack. Instead
of sending the valid pair of aggregated coded block and aggregated tag {cx, tx} to the new
server S ′r, Sx sends a pair of forged coded block and forged tag (c′′x, t

′′
x) to the new server

S ′r.

Theorem 11. Sx cannot pass the verification in the repair phase with the pollution attack.

Proof. The key idea here is that S ′r always checks each aggregated coded block which is
provided from each of the servers Sx1 , · · · ,Sxl . Although Sx already passed the check
phase, Sx must be checked again by S ′r in the repair phase before S ′r uses the aggregated
coded block of Sx for repairing Sr. Namely, we analyse the probability of Sx as follows.
(c′′x, t

′′
x) holds the verification t′′x = c′′x · κ′ if Sx can obtain κ′ because the new server S ′r is

assumed to not collude with the other servers and κ′ is sent to S ′r via a secure channel.

• Using the brute force search: the probability to find κ′ is 1
qξ+m

because κ′ ∈ Fξ+mq .
Formally:

PrBruteForce[Sx → κ′] =
1

qξ+m
(4.31)
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• Using the access to the KeyGen3 algorithm: because κ′ = k1 + · · ·+ ks + krepair, the
problem to find κ′ now becomes the problem to find k1, · · · , ks via the KeyGen1 al-
gorithm and to find krepair in the KeyGen3 algorithm. As Theorem 9, the probability
to find k1, · · · , ks is (Pr[f ] + 1

q(ξ+g)s ). Formally:

PrKeyGen1[Sx → k1, · · · , ks] = Pr[f ] +
1

q(ξ+g)s
(4.32)

Now we find the probability to find krepair as follows. In the KeyGen3 algorithm,
krepair is computed as:

krepair ← OrthogonalGen–New(w11, · · · , wsg)

In the OrthogonalGen–New algorithm, after finding the basis vectors B1, · · · , Bξ,
krepair is computed as:

– rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ}.
– krepair ←

∑ξ
x=1 rx ·Bx ∈ Fξ+mq .

where f is a pseudo-random function. The probability to find each rx is (Pr[f ] + 1
q
).

The probability to find all r1, · · · , rξ is (Pr[f ] + 1
qξ

). It is not (ξPr[f ] + 1
qξ

) because

Pr[f ] can be re-used for finding other ri. This is also the probability to find krepair.
Formally:

PrKeyGen3[Sx → krepair] = Pr[f ] +
1

qξ
(4.33)

From Equation 4.32 and Equation 4.33, the probability for Sx to find κ using the
access to KeyGen3 algorithm is as follows:

PrKeyGen3[Sx → κ′] = PrKeyGen1[Sx → k1, · · · , ks] + PrKeyGen3[Sx → krepair]

= 2Pr[f ] +
1

q(ξ+g)s
+

1

qξ
(4.34)

From Equation 4.31 and Equation 4.34, the probability for Sx to pass the verification
of the new server S ′r in the repair phase is as follows:

Pr[Sx → verify(RepairPhase) = 1] = PrBruteForce[Sx → κ′] + PrKeyGen3[Sx → κ′]

=
1

qξ+m
+ 2Pr[f ] +

1

q(ξ+g)s
+

1

qξ
(4.35)

If the pseudo-random function f is unforgeable and q is chosen large enough (e.g., 160
bits), the probability for Sx to pass the verification of the new server S ′r in the repair
phase is negligible.

We also consider that the new server S ′r may become a malicious server. After repairing
the corrupted server Sr, the server S ′r keeps the key κ′ to perform the pollution attack
in the next repair phase. However, because krepair is re-computed every repair time as
explained in the KeyGen3 algorithm, S ′r cannot re-use krepair.

70



4.6. EFFICIENCY ANALYSIS

4.6 Efficiency Analysis

In Table 4.2, we compare the features and the efficiency between the MD-POR scheme
and the previous schemes (the RDC-NC [61] and the NC-Audit [62] schemes). The RDC-
NC and NC-Audit schemes are chosen for the comparison with our scheme because they
have the same scenario as the MD-POR scheme at most. However, the different thing
between our scheme and these two previous schemes is that these two schemes only con-
sider a single client instead of multiple clients as our scheme. Therefore, for the fairness in
the comparison, we assume that s clients can participate in the RDC-NC and NC-Audit
schemes. However, these s clients in the RDC-NC and NC-Audit schemes can only per-
form in parallel instead of simultaneously combination as the MD-POR scheme. That
parameter s in the RDC-NC and NC-Audit schemes does not affect the costs in the check
phase and the repair phase because only one client can check and repair the servers. That
s only affects the storage cost on server-side and the communication cost of the encode
phase in the RDC-NC and NC-Audit schemes.

4.6.1 Storage Cost

Client-side. The storage costs on the client-side in the RDC-NC, NC-Audits and MD-
POR schemes are given as follows:

• In the RDC-NC scheme, the client stores five secret keys in Fξ+gq . Thus, the storage
cost on the client-side is 5(ξ + g) log2 q.

• In the NC-Audit scheme, the client stores only one secret key in Fξ+gq . Thus, the
storage cost on the client-side is (ξ + g) log2 q.

• In the MD-POR scheme, there are s keys for s clients. Each key belongs to Fξ+sgq .
Thus, the storage cost per client is (ξ + sg) log2 q.

Server-side. Because the file of each client is divided into g file block, the size of a
file block is |vij| = |F |

g
where i ∈ {1, · · · , s} and j ∈ {1, · · · , g}. As Equation 4.1, an

augmented block has the following form:

wij = (vij, 0, · · · , 0︸ ︷︷ ︸
g(i−1)

,

j︷ ︸︸ ︷
0, · · · , 0, 1, 0, · · · , 0︸ ︷︷ ︸

g

, 0, · · · , 0︸ ︷︷ ︸
g(s−i)︸ ︷︷ ︸

m=s·g

) ∈ Fξ+mq

The storage costs on the server-side in the RDC-NC, NC-Audit and MD-POR schemes
are given as follows:

• In the RDC-NC scheme, the size of an augmented block is |wij| = |F |
g

+ g. The size

of a coded block is |cij| = |wij| because each coded block is a linear combination of
all the augmented blocks. The number of servers is n. The number of coded blocks
in each server is d. s clients are assumed to participate in the RDC-NC scheme in
parallel. Therefore, the server storage on the server-side is O(sdn( |F |

g
+ g)).
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• In the NC-Audit scheme, the analysis is the same as the analysis in the RDC-NC
scheme. Thus, the storage cost on the server-side is also O(sdn( |F |

g
+ g)).

• In the MD-POR scheme, the size of an augmented block is |w| = |F |
g

+ sg. Similar

to the RDC-NC and NC-Audit scheme, the size of a coded block is |cij| = |wij|
because each coded block is a linear combination of all the augmented blocks; the
number of servers is n and the number of coded blocks in each server is d. However,
s clients participate in our scheme simultaneously (not in parallel as the RDC-NC
and NC-Audit schemes). Thus, the storage cost on the server-side in the MD-POR

scheme is O(dn( |F |
g

+ sg)).

TPA-side. The storage costs on the TPA-side in the RDC-NC, NC-Audit and MD-POR
schemes are given as follows:

• In the RDC-NC scheme, the TPA does not exists because this scheme does not sup-
port public authentication. The client must check the servers periodically. There-
fore, the storage cost on the TPA-side is N/A, which means that it is not applicable
due to the lack of support.

• In the NC-Audit scheme, the TPA not only stores a key in Fξ+gq which is used for
verification (O(ξ + g) log2 q) but also stores the coding coefficients in Fq which are
used to compute all coded blocks (O(gdn log2 q)). Thus, the storage cost on the
TPA-side is O((ξ + g + gdn) log2 q).

• In the MD-POR scheme, the TPA stores the key κ ∈ Fξ+mq which is computed using
the KeyGen2 algorithm. Because m = s · g, we have κ ∈ Fξ+sgq . Therefore, the
storage cost on the TPA-side is O((ξ + sg) log2 q).

4.6.2 Encode cost

Computation on Client-side. The computation costs on the client-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, during the encode phase, each client combines g augmented
blocks (O(g)) to create dn coded blocks in order to store d coded blocks in each of
n servers. Thus, the computation cost on the client-side is O(gdn).

• In the NC-Audit scheme, the encode phase is the same as the encode phase in the
RDC-NC scheme. The computation cost on the client-side is also O(gdn).

• In the MD-POR scheme, each client only needs to combine g augmented blocks
(O(g)) and then distributes them to all the servers. The servers will create coded
blocks by themselves. The cost in the MD-POR scheme is thus O(g).
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Computation on Server-side. The computation costs on the server-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, the servers do not need to do anything. The servers only
need to receive the coded blocks which are computed by the clients. Thus, the
computation cost on the server-side is O(1).

• In the NC-Audit scheme, the servers also do not need to do anything and only need
to receiver the coded blocks which are computed by the clients like the RDC-NC
scheme. Thus, the computation cost on the server-side is also O(1).

• In the MD-POR scheme, each of n servers must combine s coded blocks which are
sent by the clients in order to compute d coded blocks for the server itself. Thus,
the computation cost on the server-side is O(sdn).

Computation on TPA-side. The computation costs on the TPA-side in the RDC-NC,
NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, the TPA does not exist because the scheme does not
support the public authentication. The client must check the servers periodically.
Therefore, the storage cost on the TPA-side is N/A.

• In the NC-Audit scheme, the TPA does nothing during the encode phase. Thus,
the computation cost on the TPA-side is O(1).

• In the MD-POR scheme, the TPA also does nothing during the encode phase like
the NC-Audit scheme. Thus, the computation cost on the TPA-side is also O(1).

Communication. The communication costs in the RDC-NC, NC-Audit and MD-POR
schemes are given as follows:

• In the RDC-NC scheme, the client computes dn coded blocks and sends d coded
blocks to each of n servers. The size of a coded block is ( |F |

g
+ g) as mentioned

in the analysis about the storage cost. The number of clients is s. Therefore, the
communication cost is O(sdn( |F |

g
+ g)).

• In the NC-Audit scheme, besides the communication cost like the RDC-NC scheme
(O(sdn( |F |

g
+ g))), the client also must send all (sgdn) coefficients which are used to

create the coded blocks to the servers (O(sgdn)). Thus, the communication cost is

O(sdn( |F |
g

+ g) + sgdn).

• In the MD-POR scheme, each of s clients sends the aggregated coded block to each
of n servers. The size of a coded block in the MD-POR scheme is ( |F |

g
+sg) as in the

analysis about the storage cost on the server-side. Thus, the communication cost is
O(ns( |F |

g
+ sg)).
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4.6.3 Check Cost

Computation on Client-side. The computation costs on the client-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, the client receives the aggregated coded block and the
aggregated tag from each of n servers, and verifies each of them using the secret key
of the client. Thus, the computation cost on the client-side is O(n).

• In the NC-Audit scheme, the clients do nothing because the TPA will check the
servers instead of the clients. The computation cost on the client-side is O(1).

• In the MD-POR scheme, the clients also do nothing because the TPA will check the
servers instead of the clients. The computation cost on the client-side is also O(1).

Computation on Server-side. The computation costs on the server-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, each of n servers combines its spotcheck coded blocks and
its spotcheck tags where spotcheck ∈ {1, · · · , d}, and sends the aggregated coded
block and the aggregated tag to the client. Thus, the computation cost on the
server-side is O(nd).

• In the NC-Audit scheme, each of n servers combines its spotcheck coded blocks
and its spotcheck tags where spotcheck ∈ {1, · · · , d}, and sends the aggregated
coded block and the aggregated tag to the TPA. Thus, the computation cost on the
server-side is also O(nd).

• In the MD-POR scheme, similar to the NC-Audit scheme, each of n servers combines
its spotcheck coded blocks and its spotcheck tags where spotcheck ∈ {1, · · · , d}, and
sends the aggregated coded block and the aggregated tag to the TPA. Thus, the
computation cost on the server-side is also O(nd).

Computation on TPA-side. The computation costs on the TPA-side in the RDC-NC,
NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, the TPA does not exist. Thus, the computation cost on
the TPA-side is N/A.

• In the NC-Audit scheme, the TPA verifies the aggregated coded block which is sent
by each of n servers. The computation cost on the TPA-side is O(n).

• In the MD-POR scheme, similar to the NC-Audit, the TPA also verifies the aggre-
gated coded block which is sent from each of n servers. The computation cost on
the TPA-side is also O(n).
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Communication. The communication costs in the RDC-NC, NC-Audit and MD-POR
schemes are given as follows:

• In the RDC-NC scheme, during the check phase, each of n servers sends its aggre-
gated coded block and its aggregated tag to the client. The size of a coded block is
( |F |
g

+ g). Thus, the communication cost is O(n( |F |
g

+ g)).

• In the NC-Audit scheme, similar to the RDC-NC scheme, during the check phase,
each of n servers sends its aggregated coded block and its aggregated tag to the
client. The size of a coded block is ( |F |

g
+ g). Thus, the communication cost is

O(n( |F |
g

+ g)).

• In the MD-POR scheme, the mechanism is the same as the RDC-NC and NC-Audit
scheme, but the different thing is that the size of a coded block in the MD-POR
scheme is ( |F |

g
+ sg). Thus, the communication cost is O(n( |F |

g
+ sg)).

4.6.4 Repair Cost

Computation on Client-side. The computation costs on the client-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, in the repair phase, the client firstly must check the l
coded blocks which are provided from l healthy servers (O(l)). Thereafter, the client
computes d new coded blocks for the new server by linearly combining l provided
coded blocks (O(ld)). Thus, the computation cost on the client-side is O((l + 1)d).

• In the NC-Audit scheme, the clients do nothing. Thus, the computation cost on the
client-side is O(1).

• In the MD-POR scheme, similar to the NC-Audit scheme, the clients do nothing.
Thus, the computation cost on the client-side is O(1).

Computation on Server-side. The computation costs on the server-side in the RDC-
NC, NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, each of l healthy servers is required to combine its spotcheck
coded blocks and spotcheck tags where spotcheck ∈ {1, · · · , d}. Thus, the compu-
tation cost on the server-side is O(dl). The computation cost on the new server is
N/A because the direct repair feature is not supported in the RDC-NC scheme.

• In the NC-Audit scheme, not only l healthy servers combine their coded blocks
(O(dl)) but also the new server must compute its d new coded blocks by linearly
combining l provided coded blocks (O(dl)).

• In the MD-POR scheme, similar to the NC-Audit scheme, only l healthy servers
combine their coded blocks (O(dl)) but also the new server must compute its d new
coded blocks by linearly combining l provided coded blocks (O(dl)).
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Computation on TPA-side. The computation cost on the TPA-side in the RDC-NC,
NC-Audit and MD-POR schemes are given as follows:

• In the RDC-NC scheme, the TPA does not exist. The computation cost on the
TPA-side is N/A.

• In the NC-Audit scheme, the TPA must check l coded blocks which are provided
by l servers during the repair phase. Thus, the computation cost on the TPA-side
is O(l).

• In the MD-POR scheme, the TPA does nothing because the new server will check
pollution attack, not the TPA as the NC-Audit scheme. Therefore, the computation
cost on the TPA-side is O(1).

Communication. The communication costs in the RDC-NC, NC-Audit and MD-POR
schemes are given as follows:

• In the RDC-NC scheme, each of l healthy servers sends the aggregated coded block
whose size is ( |F |

g
+ g) to a client (O(l( |F |

g
+ g))). After computing d new coded

blocks, the client sends them to the new server (O(d( |F |
g

+ g))). Therefore, the

communication cost is O((l + d)( |F |
g

+ g)).

• In the NC-Audit scheme, each of l healthy servers also sends the aggregated coded
block to the new server (O(l( |F |

g
+ g))). Then, the new server sends its linear

coefficients which are used to compute d new coded blocks from l provided coded
blocks to the TPA (O(ld)). Therefore, the communication cost is O(l( |F |

g
+ g) + ld).

• In the MD-POR scheme, only each of l healthy servers sends the aggregated coded
block to the new server. The size of each coded block is ( |F |

g
+ sg). Therefore, the

communication cost is O(l( |F |
g

+ sg)).

4.6.5 Total cost

Although the MD-POR scheme supports many heavy features, the total cost in the MD-
POR scheme is still better than the previous schemes. Let Op(A), Op(B), Op(C) denote
the total computation costs of the RDC-NC, NC-Audit and MD-POR schemes, respec-
tively. Let Om(A), Om(B), Om(C) denote the total communication costs of the RDC-NC,
NC-Audit and MD-POR schemes, respectively. Let Os(A), Os(B), Os(C) denote the total
storage costs of the RDC-NC, NC-Audit and MD-POR schemes, respectively. In reality,
d and g are far larger than s and n (d, g � s, n), l ∈ {1, · · · , n}, and d > g. From Table
4.2, the following results are obtained.

• The difference between the computations costs of the RDC-NC scheme and our
scheme is:

Op(A)−Op(C) = (gdn+ d)− (sdn+ g) (4.36)
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Because g � s, Op(A)−Op(C) > 0. Thus, Op(A) > Op(C). This indicates that the
RDC-NC incurs higher computation cost than the MD-POR scheme.

• The difference between the computations costs of the NC-Audit scheme and the
MD-POR scheme is:

Op(B)−Op(C) = (gdn+ l)− (sdn+ g) (4.37)

Because g � s, Op(B) − Op(C) > 0. Thus, Op(B) > Op(C). This indicates that
the NC-Audit incurs higher computation cost than the MD-POR scheme.

• The difference between the communication costs of the RDC-NC scheme and the
MD-POR scheme is:

Om(A)−Om(C) = (dns+ d− ns) |F |
g

+ g(sdn+ n+ l + d− ns2 − ns− ls) (4.38)

Because d � s and 1 ≤ l ≤ n, Om(A) − Om(C) > 0. Thus, Om(A) > Om(C).
This indicates that the RDC-NC scheme incurs higher communication cost than
the MD-POR scheme.

• The difference between the communication costs of the NC-Audit scheme and the
MD-POE scheme is:

Om(B)−Om(C) = (dns− ns) |F |
g

+ g(2sdn+ n+ l − ns2 − ns− ls) + ld (4.39)

Because d � s and 1 ≤ l ≤ n, Om(B) − Om(C) > 0. Thus, Om(B) > Om(C).
This indicates that the NC-Audit scheme incurs higher communication cost than
the MD-POR scheme.

• The difference between the storage costs of the RDC-NC scheme and our scheme is:

Os(A)−Os(C) = (3ξ + 5g) log2 q + (s− 1)dn
|F |
g
− 2sg log2 q (4.40)

Because |F |
g

= ξ log2 q and d > g, Os(A)− Os(C) > 0. Thus, Os(A) > Os(C). This
indicates that the RDC-NC scheme incurs higher storage cost than the MD-POR
scheme.

• The difference between the storage costs of the NC-Audit scheme and the MD-POR
scheme is:

Os(B)−Os(C) = (s− 1)dn
|F |
g

+ g log2 q(dn− 2s+ 2) (4.41)

Because d� s, Os(B)−Os(C) > 0. Thus, Os(B) > Os(C). This indicates that the
NC-Audit scheme incurs higher storage cost than the MD-POR scheme.
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4.7 Performance Evaluation

In this section, we evaluate the computation and communication performances of the
MD-POR scheme to show that it is applicable for a real system. A program written by
Python 2.7.3 is executed using a computer with Intel Core i5 processor, 2.4 GHz, 4 GB
of RAM, Windows 7 64-bit OS. The parameters are set as follows:

• The length of the prime q is set to be 256 bits.

• The number of clients is set to be 2 (s = 2).

• The number of servers is set to be 3 (n = 3).

• The number of coded blocks stored in each server is set to be 10 (d = 10).

• The number of healthy servers which are used for repairing is set to be 3 (l = 2).

• The number of spot checks during the check and repair phases is set to be d/2.

• Each result is the average of 100 runs.

4.7.1 Computation Performance

Because |Fi| = g× |vij| (where |Fi| is file size, g is number of file blocks, and |vij| is block
size), for the computation performance, we implemented the scheme with two cases:

• Case 1: Fix g to be 80 → change |vij| according to |Fi|.

• Case 2: Fix block size to be 1 MB (|vij| = 223 bits) → change g according to |Fi|.

CASE 1: fix number of blocks, change block size

In this case, we fix g to be 80; then we change |vij| according to |Fi|. Namely:

• |Fi| = 10MB ⇒ |vij| = 0.125MB = 128KB.

• |Fi| = 20MB ⇒ |vij| = 0.25MB = 256KB.

• |Fi| = 30MB ⇒ |vij| = 0.375MB = 384KB.

• |Fi| = 40MB ⇒ |vij| = 0.5MB = 512KB.

• |Fi| = 50MB ⇒ |vij| = 0.625MB = 640KB.

The summary of computation results in this case are described in Table 4.3. These
results can also be observed in Figure 4.3 (init and keygen), Figure 4.4 (encode), Figure
4.5 (check), and Figure 4.6 (repair) by varying the file size of each client.
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Figure 4.3: Computation time performance of init and keygen phases
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Figure 4.4: Computation time performance of encode phase

81



4.7. PERFORMANCE EVALUATION

0.015 0.016 0.016 0.016 0.015 

0.141 

0.286 

0.421 

0.561 

0.702 

0.026 0.031 0.047 0.062 0.078 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

10 20 30 40 50

Ti
m

e
 (

se
co

n
d

) 

File size (MB) 

Challenge (TPA-side)

Respond (server-side)

Verify (TPA-side)

Figure 4.5: Computation time performance of check phase

0.187 

0.359 

0.546 

0.718 

0.936 

0.141 

0.286 

0.421 

0.561 

0.702 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

10 20 30 40 50

Ti
m

e 
(s

ec
o

n
d

) 

File size (MB) 

New server-side

Server-side

Figure 4.6: Computation time performance of repair phase

The experiment results reveal that the computation time increases almost linearly as
the file size increases, and each graph has a different slope. Only the computation time
of challenge step on the TPA-side in the check phase is almost constant. Note that the
init, keygen and encode phases are only executed one time in the beginning.
Meanwhile, the check and repair phases are executed very often during the
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system lifetime. Therefore, the computation time of the check and repair
phases are more important.

• In Figure 4.3, the graph slopes of the init and keygen phases are approximately
1.707 and 46.091, respectively. If the file size is 1 GB, the computation time of
the init and keygen phases is estimated as 1748.615 seconds and 46901.35 seconds,
respectively (performed only one time).

• In Figure 4.4, the graph slopes of the encode phase on client-side and server-side are
approximately 0.134 and 0.017, respectively. If the file size is 1 GB, the computa-
tion time of the encode phase on client-side and server-side is estimated as 137.377
seconds and 17.67 seconds, respectively (performed only one time).

• In Figure 4.5, the graph slopes of the check phase (challenge, respond and verify)
are approximately 0, 0.014 and 0.001, respectively. If the file size is 1 GB, the
computation time of the challenge, respond and verify algorithms is estimated as
0.015 seconds, 14.362 seconds and 1.344 seconds, respectively (performed often).

• In Figure 4.6, the graph slopes of the repair phase on new server-side and healthy
server-side are approximately 0.019 and 0.014, respectively. If the file size is 1 GB,
the computation time of the repair phase on new server-side and healthy server-side
is estimated as 19.174 seconds and 14.362 seconds, respectively (performed often).

CASE 2: fix block size, change number of blocks

In this case, we fix block size to be 1 MB (|vij| = 223 bits), and then change g according
to |Fi|. Namely:

• |Fi| = 10MB ⇒ g = 10.

• |Fi| = 20MB ⇒ g = 20.

• |Fi| = 30MB ⇒ g = 30.

• |Fi| = 40MB ⇒ g = 40.

• |Fi| = 50MB ⇒ g = 50.

The summary of computation results in this case are described in Table 4.4. These
results can also be observed in Figure 4.7 (init and keygen), Figure 4.8 (encode), Figure
4.9 (check), and Figure 4.10 (repair) by varying the file size of each client.
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Figure 4.9: Computation time performance of check phase
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Figure 4.10: Computation time performance of repair phase

The experiment results reveal that the computation time increases almost linearly as
the file size increases, and each graph has a different slope. Only the computation time
of challenge step on the TPA-side in the check phase is almost constant. Note that the
init, keygen and encode phases are only executed one time in the beginning.
Meanwhile, the check and repair phases are executed very often during the
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system lifetime. Therefore, the computation time of the check and repair
phases are more important.

• In Figure 4.7, the graph slopes of the init and keygen phases are approximately
1.913 and 43.902, respectively. If the file size is 1 GB, the computation time of
the init and keygen phases is estimated as 1958.25 seconds and 51862.57 seconds,
respectively (performed only one time).

• In Figure 4.4, the graph slopes of the encode phase on client-side and server-side are
approximately 0.134 and 0.002, respectively. If the file size is 1 GB, the computa-
tion time of the encode phase on client-side and server-side is estimated as 137.311
seconds and 3.235 seconds, respectively (performed only one time).

• In Figure 4.5, the graph slopes of the check phase (challenge, respond and verify)
are approximately 0, 0.0008 and 0.0003, respectively. If the file size is 1 GB, the
computation time of the challenge, respond and verify algorithms is estimated as
0.016 seconds, 1.945 seconds and 1.429 seconds, respectively (performed often).

• In Figure 4.6, the graph slopes of the repair phase on new server-side and healthy
server-side are approximately 0.004 and 0.0008, respectively. If the file size is 1 GB,
the computation time of the repair phase on new server-side and healthy server-side
is estimated as 5.456 seconds and 1.945 seconds, respectively (performed often).

CASE 1 vs CASE 2

In this section, we compare case 1 and case 2 for 1 GB file in Figure 4.11 (keygen), Figure
4.12 (encode), Figure 4.13 (check) and Figure 4.14 (repair). The results show that:

• In keygen phase, the computation time of case 1 is better than that of case 2. Thus,
block size is the dominant parameter.

• In the other three phases (encode, check and repair phases), the computation time
of case 2 is better than that of case 1. Thus, number of file blocks is the dominant
parameter.
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4.7.2 Communication Performance

The communication results can be observed with a set of communication performance
by varying the file size of each client. These results are depicted in Figure 4.15 (encode,
check, and repair).
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The MD-POR scheme is performed with the bandwidth of 300Mbps. The experiment
results reveal that the communication time increases almost linearly as the file size in-
creases, and each graph in Figure 4.15 has a different slope. The slopes of increment in
the graphs of the encode phase, the check phase and the repair phase are approximately
0.048, 0.008 and 0.006, respectively. Therefore, if the file size is 1 GB, the communication
time of the encode phase, check phase, and repair phase is estimated as 49.27 seconds,
7.86 seconds and 5.83 seconds, respectively. In addition, the size of the response from
each server is given as follows. The response sizes of the 50MB, 75MB, 100MB, 125MB
and 150MB file size are 13KB, 19KB, 26KB, 32KB and 38KB, respectively. Therefore, if
the file size is 1 GB, the response size is estimated as 264.87 KB.

The above results indicate that the computation and communication per-
formances are very fast even when the file size is 1 GB.

4.8 Numeric Example of Keygen Phase

In this section, an example is given to explain how the keygen phase in our scheme works.
Suppose that there are two clients: C1 and C2. The augmented blocks are:

• w11 = (2, 1, 0, 0, 0)

• w12 = (3, 0, 1, 0, 0)

• w21 = (1, 0, 0, 1, 0)

• w22 = (5, 0, 0, 0, 1)

Suppose that all operations work in F7.
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4.8.1 The key of the client C1
A matrix M1 is constructed in a way that it consists of all augmented blocks which do
not belong to the client C1:

M1 =

(
w21

w22

)
=

(
1, 0, 0, 1, 0
5, 0, 0, 0, 1

)
(4.42)

M1 is then reduced by the Gauss-Jordan elimination to a row echelon form as follows:

M ′
1 =

(
1 , 0, 0, 1, 0

0, 0, 0, 1 , 4

)
(4.43)

Let δ1, · · · , δ5 denote the unknown variables which correspond to the columns of M ′
1.

Let δ = [δ1, · · · , δ5]T . The pivots which are the values in the squares belong to δ1 and
δ4. The free variables are δ2, δ3 and δ5. Solving M ′

1 · δ = 0, we have δ1 + δ4 = 0 and
δ4 + 4δ5 = 0. Let δ2 = a, δ3 = b and δ5 = c.

δ1
δ2
δ3
δ4
δ5

 = a


0
1
0
0
0

+ b


0
0
1
0
0

+ c


4
0
0
−4
1

 (4.44)

Because the number of free variables is 3, the number of elements in the basis is also
3. Namely, the basis is as follows:

{


0
1
0
0
0

 ,


0
0
1
0
0

 ,


4
0
0
−4
1

} (4.45)

Suppose that the random values are 2, 3 and 2. The key of C1 is computed as follows:

k1 = 2


0
1
0
0
0

+ 3


0
0
1
0
0

+ 2


4
0
0
−4
1

 (mod 7) =


1
2
3
6
2

 (4.46)

We can observe that k1 is orthogonal to w21 and w22. In other words, k1 ·w21 = k1 ·w22 =
0 because:

k1 · w21 =


1
2
3
6
2

(1, 0, 0, 1, 0) (mod 7) = 0 (4.47)
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k1 · w22 =


1
2
3
6
2

 (5, 0, 0, 0, 1) (mod 7) = 0 (4.48)

4.8.2 The key of the client C2
Similarly, k2 is also constructed in the same way as k1. Concretely, a matrix M2 is
constructed in a way that it consists of all augmented blocks which do not belong to the
client C2:

M2 =

(
w11

w12

)
=

(
2, 1, 0, 0, 0
3, 0, 1, 0, 0

)
(4.49)

M1 is then reduced by the Gauss-Jordan elimination to a row echelon form as follows:

M ′
2 =

(
1 , 4, 0, 0, 0

0, 1 , 4, 0, 0

)
(4.50)

The free variables are δ3, δ4 and δ5. The basis is as follows:

{


16
−4
1
0
0

 ,


0
0
0
1
0

 ,


0
0
0
0
1

} (4.51)

Suppose that the random values are 2, 2 and 1. The key k2 is constructed as follows:

k2 = 2


16
−4
1
0
0

+ 2


0
0
0
1
0

+ 1


0
0
0
0
1

 (mod 7) =


4
6
2
2
1

 (4.52)

We can observe that k2 is orthogonal to w11 and w12. In other words, k2 ·w11 = k2 ·w12 =
0 because:

k2 · w11 =


4
6
2
2
1

(2, 1, 0, 0, 0) (mod 7) = 0 (4.53)

k2 · w12 =


4
6
2
2
1

 (3, 0, 1, 0, 0) (mod 7) = 0 (4.54)

92



4.8. NUMERIC EXAMPLE OF KEYGEN PHASE

4.8.3 The key of the TPA

The TPA is given the key κ as follows:

κ = k1 + k2 =


1
2
3
6
2

+


4
6
2
2
1

 (mod 7) =


5
1
5
1
3

 (4.55)

We can observer that κ is orthogonal to all the augmented blocks of all the clients. In
other words, κ · w11 = κ · w12 = κ · w21 = κ · w22 = 0 because:

κ · w11 =


5
1
5
1
3

(2, 1, 0, 0, 0) (mod 7) = 0 (4.56)

κ · w12 =


5
1
5
1
3

 (3, 0, 1, 0, 0) (mod 7) = 0 (4.57)

κ · w21 =


5
1
5
1
3

(1, 0, 0, 1, 0) (mod 7) = 0 (4.58)

κ · w22 =


5
1
5
1
3

 (5, 0, 0, 0, 1) (mod 7) = 0 (4.59)

4.8.4 The key of the new server

The new server is given the key κ′ as: κ′ = κ + krepair where krepair is constructed as
follows. Firstly, a matrix Mr is constructed in a way that it consists of all augmented
blocks:

Mr =


w11

w12

w21

w22

 =


2, 1, 0, 0, 0
3, 0, 1, 0, 0
1, 0, 0, 1, 0
5, 0, 0, 0, 1

 (4.60)
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Mr is then reduced by the Gauss-Jordan elimination to a row echelon form as follows:

M ′
r =


1 , 0, 0, 0, 3

0, 1 , 0, 0, 1

0, 0, 1 , 4, 0

0, 0, 0, 1 , 4

 (4.61)

The free variable is δ5. The basis is as follows:

{


−3
−1
16
−4
1

} (4.62)

Suppose the random value is 3. krepair is computed as follows:

krepair = 3


−3
−1
16
−4
1

 (mod 7) =


5
4
6
2
3

 (4.63)

We can see that krepair is orthogonal to all augmented blocks: krepair ·w11 = krepair ·w12 =
krepair · w21 = krepair · w22 = 0 because:

krepair · w11 =


5
4
6
2
3

(2, 1, 0, 0, 0) (mod 7) = 0 (4.64)

krepair · w12 =


5
4
6
2
3

(3, 0, 1, 0, 0) (mod 7) = 0 (4.65)

krepair · w21 =


5
4
6
2
3

(1, 0, 0, 1, 0) (mod 7) = 0 (4.66)

krepair · w22 =


5
4
6
2
3

(5, 0, 0, 0, 1) (mod 7) = 0 (4.67)
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Finally, κ′ is computed as follows:

κ′ = κ+ krepair =


5
1
5
1
3

+


5
4
6
2
3

 (mod 7) =


3
5
4
3
6

 (4.68)

4.9 Summary

In this chapter, a new network coding-based POR scheme named the MD-POR has been
proposed. The MD-POR scheme supports multi-client, symmetric key-based direct repair
and public authentication features. Moreover, the MD-POR scheme can protect against
a strong adversary who can perform mobile attack, curious attack, response forgery and
pollution attack. In addition, the efficiency analysis based on the complexity theory shows
that although the MD-POR scheme supports many features, its costs are not bad com-
pared with the previous schemes. The experiment results reveal that the computation
time increases as the file size increases. However, the graphs show that the slope of incre-
ment for the MD-POR scheme increases merely. Future work is investigated to implement
two previous RDC-NC and NC-Audit schemes in order to compare with the MD-POR
scheme. The implementation of the MD-POR scheme shows that its computation cost is
applicable for a real system.
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Chapter 5

DD-POR: Dynamic Operations and
Direct Repair for POR

5.1 System Model

The system model of the DD-POR scheme consists of three types of entities:

• Key manager: This entity is fully trusted, and has the responsibility to generate the
keys for the other entities.

• Client: There is only a single client who can be either an enterprise or an indi-
vidual customer. The client owns his/her data and wants to store the data in the
cloud servers. The client relies on the cloud for data storage, computation, and
maintenance.

• Servers: The servers are managed and monitored by a cloud service provider to
accommodate a service of data storage and have significant and unlimited storage
space and computation resources. In the cloud storage service, the client can store
his/her data into a set of servers in a simultaneous and distributed manner.

5.2 Adversarial Model

In this scheme, the key manager and the client are trusted; meanwhile, the servers are
untrusted. We assume that the servers do not collude with each other. The servers can
perform the following attacks:

1. In the check phase: the servers may disrupt or modify the data. These attacks can
be commonly prevented by the MAC tags, we thus do not focus on this attack.

2. In the repair phase: the servers may perform: (i) the pollution attack which is a
common attack of the network coding, and (ii) the curious attack which is a special
attack of the direct repair. We focus on these attacks in the security analysis.
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• Pollution Attack. This attack is also considered in several papers [79, 82, 86–
92,137]. The malicious server firstly uses a valid coded block to pass the check
phase, but then injects an invalid coded block in the repair phase to prevent
data repair. An example is given as follows:

– Encode: the client encodes the augmented blocks (w1, w2, w3) to six coded
blocks: c11, c12 (stored in the server S1), c21, c22 (stored in the server S2),
and c31, c32 (stored in the server S3). Suppose that S1 will perform a
pollution attack.

– Check: suppose that S3 is corrupted.

– Repair: S3 should be repaired by two coded blocks: c′31 (which is a linear
combination of c11 and c12) and c′32 (which is a linear combination of c21 and
c22). However, S1 is not detected because this time is the repair phase, not
the check phase. The client still thinks S1 is healthy, and thus the client
requests the coded blocks from S1 and S2. S1 will provide an invalid coded
block c′′31 to the client instead of c′31.

• Curious Attack. This attack is the a specific attack in our scheme. This attack
is performed by the new server in the repair phase. Every repair time, the new
server is given a key kr constructed from the secret key kC of the client and a
variant kp. Having kr, the new server may try to obtain kC in order to pass the
check phases in the later epochs.

5.3 Proposed DD-POR Scheme

The notations which are used throughout the DD-POR scheme are given in Table 5.1.

Table 5.1: List of notations in the DD-POR scheme.

Notation Description

C client
F original file
m number of file blocks
n number of servers
d number of coded blocks in each server
k file block index (k ∈ {1, · · · ,m})
i server index (i ∈ {1, · · · , n})
j coded block index in each server (j ∈ {1, · · · , d})
vk file block (k ∈ {1, · · · ,m})
wk augmented block of vk
twk tag of wk
Si server
cij j-th coded block stored in Si
tij tag of cij
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l number of healthy servers used for data repair
Sr corrupted server
S ′r new server which is used to replace Sr
Fξq ξ-dimensional finite field F of a prime order q

|| concatenate operation
spotcheck number of coded blocks in a server which are checked during the check and

repair phases (spotcheck ∈ {1, · · · , d})

5.3.1 Keygen

1. Create augmented blocks :

• C divides F into m blocks: F = v1|| · · · ||vm. Each vk ∈ Fξq where k ∈
{1, · · · ,m}.
• C creates m augmented blocks as follows:

wk = (vk,

m︷ ︸︸ ︷
0, · · · , 0, 1︸ ︷︷ ︸

k

, 0, · · · , 0) ∈ Fξ+mq (5.1)

2. Keygen: The key manager generates two types of keys:

• The key of the client (kC): kC
rand← Fξ+mq .

• The one-time key of the new server every repair time (kr):

– Compute kp ← OrthogonalGen–SS(w1, · · · , wm). The property of kp is that
kp · wk = 0 where k ∈ {1, · · · ,m}.

– Compute the key for the new server:

kr = kC + kp ∈ Fξ+mq (5.2)

kC is static, only kp is re-computed every repair time.

– kr is sent to the new server if and only if the repair phase is executed.

5.3.2 Encode

1. C computes a tag for each augmented block as follows:

For ∀k ∈ {1, · · · ,m}:
twk = wk · kC ∈ Fq (5.3)

2. C computes nd coded blocks and nd corresponding tags as follows:

For ∀i ∈ {1, · · · , n},∀j ∈ {1, · · · , d}:

• C generates m coefficients: αijk
rand← Fq where k ∈ {1, · · · ,m}.
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• C computes code block:

cij =
m∑
k=1

αijk · wk ∈ Fξ+mq (5.4)

• C computes tag:

tij =
m∑
k=1

αijk · twk ∈ Fq (5.5)

3. C sends d pairs of {cij, tij} where j ∈ {1, · · · , d} to the server Si.

5.3.3 Check

1. C challenges each Si where i ∈ {1, · · · , n}:

• C generates a challenge chall which consists of spotcheck pairs of index and co-

efficient: chall = {(j1, β1), · · · , (jspotcheck, βspotcheck)} where jsp
rand← {1, · · · , d}

and βsp
rand← Fq for sp ∈ {1, · · · , spotcheck}.

• C sends chall to all the servers.

2. Si provides its aggregated coded block and aggregated tag as follows:

• Si combines coded blocks:

cSi =

spotcheck∑
sp=1

βsp · cijsp ∈ Fξ+mq (5.6)

• Si combines tags:

tSi =

spotcheck∑
sp=1

βsp · tijsp ∈ Fq (5.7)

• Si sends {cSi , tSi} to C.

3. C verifies Si as follows:

For ∀i ∈ {1, · · · , n}:

• C computes:
t′Si = cSi · kC ∈ Fq (5.8)

• C checks iff:
tSi = t′Si (5.9)

If the equation 5.9 holds, Si is healthy. Otherwise, Si is corrupted.
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5.3.4 Repair

Suppose Sr is corrupted. A set of l healthy servers {Si1 , · · · ,Sil} are required for repairing
Sr. Each of the servers {Si1 , · · · ,Sil} provides its aggregated coded block along with its
aggregated tag to the new server S ′r, which is used to replace Sr.

1. The new server S ′r challenges the l healthy servers:

• S ′r generates a challenge chall which consists of spotcheck pairs of index and co-

efficient: chall = {(j1, β1), · · · , (jspotcheck, βspotcheck)} where jsp
rand← {1, · · · , d}

and βsp
rand← Fq for sp ∈ {1, · · · , spotcheck}.

• S ′r sends chall to all the l healthy servers.

2. Si where i ∈ {i1, · · · , il} provides its aggregated coded block along with its aggre-
gated tag to S ′r as follows:

• Si combines coded blocks:

cSi =

spotcheck∑
sp=1

βsp · cijsp ∈ Fξ+mq (5.10)

• Si combines tags:

tSi =

spotcheck∑
sp=1

βsp · tijsp ∈ Fq (5.11)

• Si sends {cSi , tSi} to S ′r.

3. S ′r checks each Si where i ∈ {i1, · · · , il} as follows:

• S ′r computes:
t′Si = cSi · kr ∈ Fq (5.12)

• S ′r checks iff:
t′Si = tSi (5.13)

If the equation 5.13 holds, Si is healthy. Otherwise, Si is corrupted.

4. S ′r computes d new coded blocks and d corresponding tags for itself as follows:

For ∀j ∈ {1, · · · , d}:

• S ′r generates l coefficients: γri
rand← Fq where i ∈ {i1, · · · , il}.

• S ′r computes new coded block:

crj =

il∑
i=i1

γri · cSi ∈ Fξ+mq (5.14)

100



5.4. CORRECTNESS

• S ′r computes new tag:

trj =

il∑
i=i1

γri · tSi ∈ Fq (5.15)

5. S ′r stores d pairs of {crj, trj} where j ∈ {1, · · · , d}:

5.4 Correctness

1. The correctness of Equation 5.9 is proven as follows:

tSi =
∑spotcheck

sp=1 βsptijsp // because of Equation 5.7

=
∑spotcheck

sp=1 βsp(
∑m

k=1 αijspktwk) // because of Equation 5.5

=
∑spotcheck

sp=1

∑m
k=1 βspαijspktwk

=
∑spotcheck

sp=1

∑m
k=1 βspαijspk(wkkC) // because of Equation 5.3

=
∑spotcheck

sp=1

∑m
k=1 βspαijspkwkkC

t′Si = cSi · kC // because of Equation 5.8

= (
∑spotcheck

sp=1 βspcijsp)kC // because of Equation 5.6

=
∑spotcheck

sp=1 βspcijspkC
=

∑spotcheck
sp=1 βsp(

∑m
k=1 αijspkwk)kC // because of Equation 5.4

=
∑spotcheck

sp=1

∑m
k=1 βspαijspkwkkC

= tSi

2. The correctness of Equation 5.13 is proven as follows:

tSi =
∑spotcheck

sp=1 βsptijsp // because of Equation 5.11

=
∑spotcheck

sp=1 βsp(
∑m

k=1 αijspktwk) //because of Equation 5.5

=
∑spotcheck

sp=1

∑m
k=1 βspαijspktwk

=
∑spotcheck

sp=1

∑m
k=1 βspαijspk(wkkC) //because of Equation 5.3

=
∑spotcheck

sp=1

∑m
k=1 βspαijspkwkkC

t′Si = cSikr // because of Equation 5.12
= cSi(kC + kp) // because of Equation 5.2

= (
∑spotcheck

sp=1 βspcijsp)(kC + kp) // because of Equation 5.10

=
∑spotcheck

sp=1 βspcijsp(kC + kp)

=
∑spotcheck

sp=1 βsp(
∑m

k=1 αijspkwk)(kC + kp) //because of Equation 5.4

=
∑spotcheck

sp=1

∑m
k=1 βspαijspkwk(kC + kp)

Because kp is constructed such that kp · wk = 0 for all k ∈ {1, · · · ,m} using the
OrthogonalGen–SS, then we have:

t′Si =
∑spotcheck

sp=1

∑m
k=1 βspαijspkwkkC

= tSi
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5.5 Dynamic Operations

When the client C performs a dynamic operation on a file block (modification/ insertion/
deletion), herein introduces a challenge that how the servers deal with the coded blocks
which are related to the modified/ inserted/ deleted file block. The trivial solution is
to perform the encode phase again with the new data. This solution incurs very high
computation costs. In our solution, the old coded blocks and tags stored in the servers can
be re-used, and only a small additional computation is needed for the dynamic operations.

Before describing each type of dynamic operations, we give the following theorem, which
will form the basis of the dynamic operations.

Theorem 12. The basis vector of the matrix which consists of all m augmented blocks
(each augmented block belongs to Fξ+mq ) is ξ.

Proof. Let M be the matrix in which each of m augmented blocks is a row in M . Namely,
M has the following form:

M =


w1

w2
...
wm

 =


ξ︷︸︸︷

v1

m︷ ︸︸ ︷
1 0 0 · · · 0

v2 0 1 0 · · · 0
...

...
...

...
...

...
vm 0 · · · · · · 0 1


︸ ︷︷ ︸

m×(ξ+m)

(5.16)

Because each augmented block wk ∈ Fξ+mq (where k ∈ {1, · · · ,m}) consists of vk ∈ Fξq
and m elements in Fq, the dimension of M is m× (ξ +m). Thus, we have:

• The number of pivot variables is m.

• The number free variables is (ξ +m)−m = ξ.

Therefore, the number of basis vectors of M is ξ.

5.5.1 Modification

Suppose that the client C modifies a file block vX to a new file block v′X where X ∈
{1, · · · ,m}. Let wX and w′X denote the augmented block of vX and v′X , respectively.

1. C re-computes kr for the next repair time:

Let M be the matrix which consists of m augmented blocks. After the modification,
only vX is changed and other elements in M are unaffected. Namely, M is changed
to M ′ as follows:

102



5.5. DYNAMIC OPERATIONS

M =



v1 1 0 0 · · · · · · · · · 0
v2 0 1 0 · · · · · · · · · 0
...

...
...

...
...

...
...

vX ︸ ︷︷ ︸
X

0 · · · 0 1 0 · · · 0

...
...

...
...

...
...

...
vm 0 · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

m×(ξ+m)

(5.17)

M ′ =



v1 1 0 0 · · · · · · · · · 0
v2 0 1 0 · · · · · · · · · 0
...

...
...

...
...

...
...

v′X ︸ ︷︷ ︸
X

0 · · · 0 1 0 · · · 0

...
...

...
...

...
...

...
vm 0 · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

m×(ξ+m)

(5.18)

Because M is changed and kC is not constructed from M , the modification does
not affect kC. However, because M is changed and kp is constructed from M , the
modification affects kr(= kC + kp). This is the reason we need to update kr. We
now describe how to update kr as follows.

• The number of columns in M is (ξ + m). The number of basis vectors of
M is ξ (Theorem 12). Thus, each of these ξ basis vectors of M consists of
(ξ+m) elements in Fq, denoted by Bψ = (b1, · · · , bξ+m)T where ψ ∈ {1, · · · , ξ}.
Similarly, each of the ξ basis vectors of M ′ also consists of (ξ+m) elements in
Fq, denoted by B′ψ = (b′1, · · · , b′ξ+m)T where ψ ∈ {1, · · · , ξ}. We need to find
B′ψ from Bψ for each ψ ∈ {1, · · · , ξ}.

• Because vX ∈ Fξq, vX is viewed as a set of ξ elements in Fq as: vX = {vX1, · · · , vXξ}.
Only vX ∈ Fξq in M is changed and other elements are not changed. For each
ψ ∈ {1, · · · , ξ}, C only needs to update the (ξ + X)-th element of Bψ by
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computing (−
∑ξ

µ=1 v
′
Xµbµ mod q). Namely,

B′ψ =



b1
...

bξ+X−1

−
ξ∑

µ=1

v′Xµbµ mod q

bξ+X+1
...

bξ+m


(5.19)

• After havingB′ψ for all ψ ∈ {1, · · · , ξ}, C then computes k′p ← Kg–SS(B′1, · · · , B′ξ).
• C finally sends k′r = kC + k′p to the new server when the next repair phase is

executed.

2. C computes the tag of w′k. :

• C computes the tag: t′X = w′X · kC ∈ Fq.
• C sends {w′X , t′X} to each Si.

3. Each server updates its coded blocks and tags:
Because a file block vk ∈ Fξq, vk can be viewed as a set of ξ elements in Fq as:
vk = {vk1, · · · , vkξ}. An augmented block wk ∈ Fξ+mq has the form:

wk = (vk1, · · · , vkξ,
m︷ ︸︸ ︷

0, · · · , 0, 1︸ ︷︷ ︸
k

, 0, · · · , 0) ∈ Fξ+mq (5.20)

Because a coded block cij =
∑m

k=1 αijkwk ∈ Fξ+mq , cij can be also viewed as a
set of (ξ + m) elements in Fq. Let cij[x] denote the x-th element of cij where
x ∈ {1, · · · , ξ +m}:

cij =



∑m
k=1 αijkvk1

...∑m
k=1 αijkvkξ
αij1

...
αijm



T

=



cij[1]
...

cij[ξ]
cij[ξ + 1]

...
cij[ξ +m]



T

(5.21)
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• Si updates coded blocks:
For ∀j ∈ {1, · · · , d}, the new coded block is computed as:

c′ij =



cij[1] + αijX(v′X1 − vX1)
...

cij[ξ] + αijX(v′Xξ − vXξ)
cij[ξ + 1]

...
cij[ξ +m]



T

(5.22)

• Si updates tags:
For ∀j ∈ {1, · · · , d}, the new tag is computed as:

t′ij = tij + αijX(t′X − tX) (5.23)

where cij and tij are the old coded block and tag. The coefficient αijX can be
found at the (ξ +X)-th element of cij.

The modification only needs O(ξ) for recomputing kr, O(1) for computing tag for w′k
and O(ξ) for updating a coded block and a tag.

5.5.2 Insertion

Suppose that the client C inserts a file block vI after the existing file block vX where
X ∈ {1, · · · ,m}. Let wI denote the augmented block of vI .

1. C modifies kC:

Before the insertion, an augmented block has (ξ +m) elements in Fq:

wk = (vk1, · · · , vkξ,
m︷ ︸︸ ︷

0, · · · , 0, 1︸ ︷︷ ︸
k

, 0, · · · , 0) ∈ Fξ+mq (5.24)

Thus, kC has (ξ+m) elements in Fq (says, kC = (k1, · · · , kξ+m)T ). After the insertion,
an augmented block has (ξ +m+ 1) elements in Fq:

w′k = (vk1, · · · , vkξ,
m+1︷ ︸︸ ︷

0, · · · , 0, 1︸ ︷︷ ︸
k

, 0, · · · , 0) ∈ Fξ+m+1
q (5.25)

Thus, the new k′C also has (ξ+m+1) elements in Fq (says, k′C = (k′1, · · · , k′ξ+m+1)
T ).

Given kC, we find k′C as follows:

• The first (ξ +X) elements of k′C are the same as the first (ξ +X) elements of
kC.
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• The (ξ +X + 1)-th element of k′C (denoted by kI) is computed as: kI
rand← Fq.

• The last (m − ξ − X) elements of k′C are the same as the last (m − ξ − X)
elements of kC.

Namely:
k′C = (k1, · · · , kξ+X , kI , kξ+X+1, · · · , kξ+m)T (5.26)

The reason that we construct such k′C will be explained in Step 3 (tag update).

2. C re-computes kr for the next repair time:

After the insertion, the matrix M is changed as follows:

• In each of the first X rows: a ‘0’ bit is padded in the final position.

• In the inserted row (wI): vI is placed in the first ξ elements, a ‘1’ bit is placed
at the (ξ + X + 1)-th element counted from the left, and ‘0’ bits are placed
elsewhere.

• In each of the last (m−X) rows: a ‘0’ bit is padded in the final position and
then, the ‘1’ bit is shipped to the next right position.

M =



v1 1 0 · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

vX ︸ ︷︷ ︸
X

0 · · · 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 1

0 · · · 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
vm 0 · · · · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

m×(ξ+m)

(5.27)

M ′ =



v1 1 0 · · · · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...
vX ︸ ︷︷ ︸

X

0 · · · 0 1 0 · · · · · · · · · 0

vI ︸ ︷︷ ︸
X + 1

0 · · · 0 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 2

0 · · · 0 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
...

vm ︸ ︷︷ ︸
m+ 1

0 · · · · · · · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

(m+1)×(ξ+m+1)

(5.28)
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We now update k′r as follows:

• Let Bψ = (b1, · · · , bξ+m)T and B′ψ = (b′1, · · · , b′ξ+m+1)
T be the ξ basis vectors

of M and M ′, respectively. Given Bψ, we firstly find B′ψ as follows:

– The first (ξ+X) elements of B′ψ are the same as the first (ξ+X) elements
of Bψ: 

b′1 = b1
...
b′ξ+X = bξ+X

(5.29)

– The (ξ +X + 1)-th elements of B′ψ is computed as:

b′ξ+X+1 = (−
ξ∑

µ=1

vIµbµ) mod q (5.30)

– The last (m−X) elements of B′ψ are simply computed as:

b′t = bt−1 where t ∈ {ξ +X + 2, · · · , ξ +m+ 1} (5.31)

In other words:

B′ψ = (b1, · · · , bξ+X , −
ξ∑

µ=1

vIµbµ mod q , bξ+X+2, · · · , bξ+m+1)
T (5.32)

• After havingB′ψ for all ψ ∈ {1, · · · , ξ}, C then computes k′p ← Kg–SS(B′1, · · · , B′ξ).
• C finally sends k′r = k′C + k′p to the new server when the next repair phase is

executed.

3. C computes a tag for wI :

• C computes a tag for wI as: tI = wI · k′C.
• C sends {wI , tI} to Si.

4. Each server Si updates its coded blocks and tags:
Because a file block vk ∈ Fξq, vk can be viewed as a set of ξ elements in Fq as:
vk = {vk1, · · · , vkξ}. An augmented block wk ∈ Fξ+mq has the form:

wk = (vk1, · · · , vkξ,
m︷ ︸︸ ︷

0, · · · , 0, 1︸ ︷︷ ︸
k

, 0, · · · , 0) ∈ Fξ+mq (5.33)

Because a coded block cij =
∑m

k=1 αijkwk ∈ Fξ+mq , cij can be also viewed as a
set of (ξ + m) elements in Fq. Let cij[x] denote the x-th element of cij where
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x ∈ {1, · · · , ξ +m}:

cij =



∑m
k=1 αijkvk1

...∑m
k=1 αijkvkξ
αij1

...
αijm



T

=



cij[1]
...

cij[ξ]
cij[ξ + 1]

...
cij[ξ +m]



T

(5.34)

• Si updates its coded blocks as follows:

c′ij =



∑m
k=1 αijkvk1 + αijIvI1

...∑m
k=1 αijkvkξ + αijIvIξ

αij1
...

αijX
αijI

αij(X+1)
...

αijm



T

=



cij [1] + αijIvI1
...

cij [ξ] + αijIvIξ
cij [ξ + 1]

...
cij [ξ +X]
αijI

cij [ξ +X + 1]
...

cij [ξ +m]



T

(5.35)

where αijI
rand← Fq.

• Si updates its tags:
The tags of the augmented blocks before the insertion are:
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

tw1

...
twX
tw(X+1)

...
twm


= M · kC

=



v1 1 0 · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

vX ︸ ︷︷ ︸
X

0 · · · 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 1

0 · · · 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
vm 0 · · · · · · · · · · · · · · · 0 1





k1
...

kξ+1
...

k(ξ+X)

k(ξ+X+1)
...

kξ+m



=



v11k1 + · · ·+ v1ξkξ + kξ+1
...

vX1k1 + · · ·+ vXξkξ + kξ+X
v(X+1)1k1 + · · ·+ v(X+1)ξkξ + kξ+X+1

...
vm1k1 + · · ·+ vmξkξ + kξ+m



(5.36)

By constructing k′C in Step 1, the tags of the augmented blocks after the inser-
tion are:
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

t′w1
...
t′wX
tI

t′w(X+1)

...
t′wm+1


= M ′ · k′C

=



v1 1 0 · · · · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...
vX ︸ ︷︷ ︸

X

0 · · · 0 1 0 · · · · · · · · · 0

vI ︸ ︷︷ ︸
X + 1

0 · · · 0 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 2

0 · · · 0 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
...

vm ︸ ︷︷ ︸
m+ 1

0 · · · · · · · · · · · · · · · · · · 0 1





k1
...
kξ
kξ+1

...
k(ξ+X)

kI
k(ξ+X+1)

...
kξ+m



=



v11k1 + · · ·+ v1ξkξ + kξ+1
...

vX1k1 + · · ·+ vXξkξ + kξ+X
vI1k1 + · · ·+ vIξkξ + kI

v(X+1)1k1 + · · ·+ v(X+1)ξkξ + kξ+X+1
...

vm1k1 + · · ·+ vmξkξ + kξ+m


(5.37)

We can observe that before and after the insertion, the first (X) tags and the
last (m−X) tags are not changed; only a new tag tI , which is the tag of wI , is
inserted. Furthermore, the old tag of cij is computed as tij =

∑m
k=1 αijk · twk .

We are now ready to compute the tag for c′ij as follows:

tc′ij =
X∑
k=1

αijktwk + αijItI +
m∑

k=X+1

αijktwk = tij + αijItI (5.38)

where αijI is the same as in Equation 5.35.

The insertion only needs O(1) for recomputing kC, O(ξ) for recomputing kr, O(1) for
computing tag for wI and O(ξ) for updating a coded block and a tag.
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5.5.3 Deletion

Suppose that the client C deletes the X-th file block (vX). Let wX denote the augmented
block of vX .

1. C modifies kC:

Similar to the insertion operation, before the deletion, the key of C has the form:
kC = (k1, · · · , kξ+m)T . After the deletion, C simply removes the (ξ +X)-th element
in kC. Namely,

k′C = (k1, · · · , kξ+X−1, kξ+X+1, · · · , kξ+m)T (5.39)

The reason to construct such k′C will be explained in Step 3 (tag update).

2. C recomputes kr for the next repair time:

After the deletion, the matrix M is changed as follows:

• In each of the first (X − 1) rows, the ‘0’ bit at the final position is removed.

• The X-th row is removed.

• In each of the last (m − X) rows, the ‘1’ bit is shipped to the previous left
position and then, the ‘0’ bit at the final position is removed.

M =



v1 1 0 · · · · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...
vX−1 ︸ ︷︷ ︸

X − 1

0 · · · 0 1 0 · · · · · · · · · 0

vX ︸ ︷︷ ︸
X

0 · · · 0 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 1

0 · · · 0 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
...

vm ︸ ︷︷ ︸
m

0 · · · · · · · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

m×(ξ+m)

(5.40)
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M ′ =



v1 1 0 · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

vX−1 ︸ ︷︷ ︸
X − 1

0 · · · 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X

0 · · · 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
vm ︸ ︷︷ ︸

m− 1

0 · · · · · · · · · · · · · · · 0 1


︸ ︷︷ ︸

(m−1)×(ξ+m−1)

(5.41)

We now update k′r as follows:

• Let Bψ = (b1, · · · , bξ+m)T and B′ψ = (b1, · · · , bξ+m−1)T where ψ ∈ {1, · · · , ξ}
be the ξ basis vectors of M and M ′, respectively.

• To compute B′ψ from Bψ, C simply removes the (ξ +X + 1)-th element of Bψ.
Namely,

B′ψ = (b1, · · · , bX , bX+2, · · · , bξ+m)T (5.42)

• After having B′ψ for all ψ ∈ {1, · · · , ξ}, C computes k′p as:

k′p ← Kg–SS(B′1, · · · , B′ξ) (5.43)

• C finally sends k′r = k′C + k′p to the new server when the next repair phase is
executed.

3. Si updates its coded blocks and tags :
Because a file block vk ∈ Fξq, vk can be viewed as a set of ξ elements in Fq as:
vk = {vk1, · · · , vkξ}. An augmented block wk ∈ Fξ+mq has the form:

wk = (vk1, · · · , vkξ,
m︷ ︸︸ ︷

0, · · · , 0, 1︸ ︷︷ ︸
k

, 0, · · · , 0) ∈ Fξ+mq (5.44)

Because a coded block cij =
∑m

k=1 αijkwk ∈ Fξ+mq , cij can be also viewed as a
set of (ξ + m) elements in Fq. Let cij[x] denote the x-th element of cij where
x ∈ {1, · · · , ξ +m}:

cij =



∑m
k=1 αijkvk1

...∑m
k=1 αijkvkξ
αij1

...
αijm



T

=



cij[1]
...

cij[ξ]
cij[ξ + 1]

...
cij[ξ +m]



T

(5.45)
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• Si updates its coded blocks:

c′ij =



∑m
k=1 αijkvk1 − αijXvX1

...∑m
k=1 αijkvkξ − αijXvXξ

αij1
...

αij(X−1)
αij(X+1)

...
αijm



T

=



cij[1]− αijXvX1
...

cij[ξ]− αijXvXξ
cij[ξ + 1]

...
αij[ξ +X − 1]
αij[ξ +X + 1]

...
αij[ξ +m]



T

(5.46)

where αijX = cij[ξ +X].

• Si updates its tags as follows:
The tags of the augmented blocks before the deletion are:
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

tw1

...
twX−1

twX
tw(X+1)

...
twm


= M · kC

=



v1 1 0 · · · · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

...
vX−1 ︸ ︷︷ ︸

X − 1

0 · · · 0 1 0 · · · · · · · · · 0

vX ︸ ︷︷ ︸
X

0 · · · 0 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X + 1

0 · · · 0 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
...

vm 0 · · · · · · · · · · · · · · · · · · 0 1





k1
...
kξ
kξ+1

...
kξ+m



=



v11k1 + · · ·+ v1ξkξ + kξ+1
...

v(X−1)1k1 + · · ·+ v(X−1)ξkξ + kξ+X−1
vX1k1 + · · ·+ vXξkξ + kξ+X

v(X+1)1k1 + · · ·+ v(X+1)ξkξ + kξ+X+1
...

vm1k1 + · · ·+ vmξkξ + kξ+m


(5.47)

By constructing k′C as Step 1, the tags of all augmented blocks after the deletion
are:
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

t′w1
...

t′wX−1

t′w(X+1)

...
t′wm+1


= M ′ · k′C

=



v1 1 0 · · · · · · · · · · · · · · · 0
...

...
...

...
...

...
...

...
...

vX−1 ︸ ︷︷ ︸
X − 1

0 · · · 0 1 0 · · · · · · 0

vX+1 ︸ ︷︷ ︸
X

0 · · · 0 0 1 0 · · · 0

...
...

...
...

...
...

...
...

...
vm ︸ ︷︷ ︸

m− 1

0 · · · · · · · · · · · · · · · 0 1





k1
...
kξ
kξ+1

...
kξ+X−1
kξ+X+1

...
kξ+m



=



v11k1 + · · ·+ v1ξkξ + kξ+1
...

v(X−1)1k1 + · · ·+ v(X−1)ξkξ + kξ+X−1
v(X+1)1k1 + · · ·+ v(X+1)ξkξ + kξ+X+1

...
vm1k1 + · · ·+ vmξkξ + kξ+m



(5.48)

We observe that before and after the deletion, the X-th tag is removed and
the other tags are still the same. The old tag of cij is computed as: tij =∑m

k=1 αijktwk . We compute the tag for c′ij as follows:

tc′ij =
X−1∑
k=1

αijktwk +
m∑

k=X+1

αijktwk = tij − αijXtX (5.49)

where αijX is the same as in Equation 5.46.

The deletion only needs O(1) for recomputing kC, O(ξ) for recomputing kr, O(ξ) for
updating a coded block and tag.

5.6 Security Analysis

5.6.1 Pollution Attack

We show that our scheme is secure from the pollution attack via the following theorem.
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Theorem 13. The DD-POR is secured from the pollution attack.

Proof. In the check phase, the server Sr is detected as a corrupted server. Then, a set of
l servers Si1 , · · · ,Sil are required to provide their responses which consist of aggregated
coded blocks (as in Equation 5.10) and aggregated tags (as in Equation 5.11) to the
new server S ′r for repairing Sr. Suppose that Sx, which is a server in the set of the l
servers Si1 , · · · ,Sil , is the malicious server which performs the pollution attack. Instead
of sending the valid pair of aggregated coded block and aggregated tag {cx, tx} to the new
server S ′r, Sx sends a pair of forged coded block and forged tag (c′′x, t

′′
x) to the new server

S ′r.
The key idea here is that S ′r always checks each aggregated coded block which is provided

from each of the servers Si1 , · · · ,Sil . Although Sx already passed the check phase, Sx must
be checked again by S ′r in the repair phase before S ′r uses the aggregated coded block of
Sx for repairing Sr. Namely, we analyse the probability of Sx as follows. (c′′x, t

′′
x) holds the

verification t′′x = c′′x · κ′ if Sx can obtain kr because the new server S ′r is assumed to not
collude with the other servers and kr is sent to S ′r via a secure channel.

• Using the brute force search: the probability to find kr is 1
qξ+m

because kr ∈ Fξ+mq .
Formally:

PrBruteForce[Sx → kr] =
1

qξ+m
(5.50)

• Using the access to the KeyGen algorithm: because kr = kC+kp, the problem to find
kr now becomes the problem to find kC and kp in the OrthogonalGen–SS algorithm.

Because kC
rand← Fξ+mq , the probability to find kC is:

PrKeyGen[Sx → kC] =
1

q(ξ+m)
(5.51)

kp is computed as:

kp ← OrthogonalGen–SS(w1, · · · , wm)

In the OrthogonalGen–SS algorithm, after finding the basis vectors B1, · · · , Bξ, kp is
computed as:

– rx ← f(kPRF , x) ∈ Fq,∀x ∈ {1, · · · , ξ}.
– kp ←

∑ξ
x=1 rx ·Bx ∈ Fξ+mq .

where f is a pseudo-random function. The probability to find each rx is (Pr[f ] + 1
q
).

The probability to find all r1, · · · , rξ is (Pr[f ] + 1
qξ

). It is not (ξPr[f ] + 1
qξ

) because

Pr[f ] can be re-used for finding other ri. This is also the probability to find kp.
Formally:

PrKeyGen[Sx → kp] = Pr[f ] +
1

qξ
(5.52)

From Equation 5.51 and Equation 5.52, the probability for Sx to find kr using the
access to KeyGen algorithm is:
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PrKeyGen[Sx → kr] = PrKeyGen[Sx → kC] + PrKeyGen[Sx → kp]

=
1

q(ξ+m)
+ Pr[f ] +

1

qξ
(5.53)

From Equation 5.50 and Equation 5.53, the probability for Sx to pass the verification
of the new server S ′r in the repair phase is as follows:

Pr[Sx → verify(RepairPhase) = 1] = PrBruteForce[Sx → kr] + PrKeyGen[Sx → kr]

= 2
1

qξ+m
+ Pr[f ] +

1

qξ
(5.54)

If the pseudo-random function f is unforgeable and q is chosen large enough (e.g., 160
bits), the probability for Sx to pass the verification of the new server S ′r in the repair
phase is negligible.

We also consider that the S ′r itself is a malicious server who will perform the pollution
attack in the next epoch. Even though S ′r holds kr, S ′r cannot pass the verification in the
repair phase because kr is a one-time repair key. Another new server will be given a key
k′r 6= kr.

5.6.2 Curious Attack

We also show that our scheme is secure from the curious attack via the following theorem.

Theorem 14. The DD-POR is secured from the curious attack.

Proof. The new server is given the key kr = kC + kp ∈ Fξ+mq .

• Via the brute force search: the probability of the new server to find kC is 1/qξ+m.
This probability is from searching kC directly or searching kp and then obtaining
kC by kC = kr − kp. If q is chosen large enough (e.g, 160 bits), the probability is
1/(2160)ξ+m, which is negligible.

• Via the access to the Keygen algorithm: the probability of the new server to find kC
from learning kp and then obtaining kC by kC = kr − kp is: Pr[f ] + 1

qξ
. If q is chosen

large enough and f is unforgeable, the probability is negligible.

5.6.3 File reconstruction condition

We show the condition to reconstruct F via the following theorem.

Theorem 15. The original file F can be reconstructed if in any epoch, at least l out of n
servers collectively store m coded blocks which are linearly independent combinations of m
augmented blocks, and the matrix consisting of the accumulated coefficients has full rank
(i.e, the rank is m).
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Proof. Si contains d coded blocks: cij where j ∈ {1, · · · , d}. cij is computed from m
augmented blocks w1, · · · , wm by cij =

∑m
k=1 αijkwk ∈ Fξ+mq . Therefore, to reconstruct F ,

m augmented blocks are viewed as the unknowns that need to be solved. To solve these
unknowns, at least m coded blocks are required such that the coefficient matrix has full
rank. 

c(ij)1 =
∑m

k=1 α(ijk)1
· wk

c(ij)2 =
∑m

k=1 α(ijk)2
· wk

· · ·
c(ij)m =

∑m
k=1 α(ijk)m

· wk

(5.55)

Let l be the number of servers (l < n) which collectively stores these m coded blocks.
Because each server stores d coded blocks, l = dm

d
e.

5.7 Efficiency Analysis

The feature and efficiency comparison between the DD-POR scheme and the previous
scheme (RDC-NC, MD-POR, NC-Audit) is depicted in Table 5.2. Because the MD-POR
and NC-Audit schemes focus on the public authentication, the system models have one
more entity called TPA (Third Party Auditor) who is delegated the task of checking the
servers by the client C. For the fair comparison, we assume that the check task in these
schemes is performed by the client C.

5.7.1 Encode Computation

• In all the schemes, C needs O(m) to compute m tags for m augmented blocks, and
O(mnd) to compute nd coded blocks along with the tags. The complexity on the
client-side is thus O(mnd).

• Meanwhile, the servers only need to receive the coded blocks and tags from C without
any computation. The complexity on the server-side is thus O(1).

5.7.2 Check Computation

• In all the schemes, C needs O(1) to verify the aggregated coded block and tag of
each server. Therefore, the complexity on the client-side is O(n) to verify n servers.

• Meanwhile, each server needs to combine spotcheck coded blocks and spotcheck
tags to compute the aggregated coded block and aggregated tag, respectively where
spotcheck ∈ {1, · · · , d}. Therefore, the complexity of n servers is O(dn).

5.7.3 Repair Computation

• In the RDC-NC scheme, C needs O(l) to check l pairs of the aggregated coded
block and aggregated tag from l healthy servers, and needs O(dl) to compute d
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pairs of new coded blocks and new tags using the linear combinations of l pairs of
the provided coded blocks and tags. Therefore, the complexity on the client-side is
O(dl). In the MD-POR, NC-Audit and DD-POR schemes, the complexity on the
client-side is O(1) because C does not need to do anything due to the direct repair
feature.

• In the RDC-NC scheme, each of l servers combines its spotcheck coded blocks
and spotcheck tags to compute the aggregated coded block and aggregated tag,
respectively where spotcheck ∈ {1, · · · , d}. Therefore, the complexity on the server-
side is O(dl). In the MD-POR, NC-Audit and DD-POR schemes, l healthy servers
perform as in the RDC-NC (O(dl)), and the new server performs the task of C as
in the RDC-NC (O(dl)). Therefore, the complexity on the server-side is O(dl).

5.7.4 Modification Computation

• In the DD-POR, C only needs O(ξ) to recompute kr (Step 1), and O(1) to compute
the new tag of the modified augmented block (Step 2). Therefore, the complexity
on the client-side is O(ξ).

• Meanwhile, each server needs O(dξ) to update the coded blocks and tags (Step 3).
Therefore, the complexity of n servers is O(dnξ).

5.7.5 Insertion Computation

• In the DD-POR, C only needs O(1) to recompute kC (Step 1), O(ξ) to recompute
kr (Step 2), and O(1) to compute the tag of the inserted augmented block (Step 3).
Therefore, the complexity on the client-side is O(ξ).

• Meanwhile each server needs O(dξ) to update the coded blocks and tags (Step 4).
Therefore, the complexity of n servers is O(dnξ).

5.7.6 Deletion Computation

• In the DD-POR, C only needs O(1) to recompute kC (Step 1), and O(ξ) to recompute
kr (Step 2). Thus, the complexity on the client-side is O(ξ).

• Meanwhile each server needs O(dξ) to update the coded blocks and tags (Step 3).
Thus, the complexity of n servers is O(dnξ).

5.8 Numeric Example

Suppose m = 3, ξ = 1, q = 7. The file blocks are:
v1 = 3 ∈ F1

7

v2 = 4 ∈ F1
7

v3 = 2 ∈ F1
7

(5.56)
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The augmented blocks are:
w1 = (v1, 1, 0, 0) = (3, 1, 0, 0) ∈ F4

7

w2 = (v2, 0, 1, 0) = (4, 0, 1, 0) ∈ F4
7

w3 = (v3, 0, 0, 1) = (2, 0, 0, 1) ∈ F4
7

(5.57)

5.8.1 Generating Keys

Key for client. kC
rand← F4

7. Suppose:

kC =


k1
k2
k3
k4

 =


1
2
3
4

 ∈ F4
7 (5.58)

Key for new server. kr = kC + kp ∈ F4
7. kp is generated such that wkkp = 0 for all

k ∈ {1, · · · ,m} as follows:

• Construct a matrix M consisting of all augmented blocks:

M =

w1

w2

w3

 =

3 1 0 0
4 0 1 0
2 0 0 1

 (5.59)

• Transform M by Gaussian row echelon in F7 to obtain M ′ as follows:

M ′ =

 1 5 0 0

0 1 1 0

0 0 1 5

 (5.60)

• Let x = (x1, x2, x3, x4)
T . Solve M ′x = 0, we have:

x1 + 5x2 = 0
x2 + x3 = 0
x3 + 5x4 = 0

(5.61)

• From M ′, determine free variables = {x4} and pivot variables = {x1, x2, x3}. Equa-
tion 5.61 yields: 

x1
x2
x3
x4

 = x4


3
5
2
1

 (5.62)
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• Thus, the basis vector of M is:

B =


b1
b2
b3
b4

 =


3
5
2
1

 (5.63)

• Generate randomly r = 3 in F7.

• Compute kp as:

kp = rB = 3


3
5
2
1

 mod 7 =


2
1
6
3

 (5.64)

It is clear that: 
w1kp mod 7 = 0
w2kp mod 7 = 0
w3kp mod 7 = 0

(5.65)

• Finally, kr is computed as:

kr = kC + kp =


1
2
3
4

+


2
1
6
3

 mod 7 =


3
3
2
0

 (5.66)

5.8.2 Dynamic Operations

Modification

Suppose v2 = 4 is modified to v′2 = 5. Matrix M is changed as:

M =

3 1 0 0
4 0 1 0
2 0 0 1

→M ′ =

 3 1 0 0

5 0 1 0
2 0 0 1

 (5.67)

1. C recomputes kr:

• Recompute basis vector:

B′ =


b1
b2

−b1v′2 mod 7
b4

 =


3
5
6
1

 (5.68)

• Generate randomly r′ = 2 ∈ F7.
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• Recompute kp:

k′p = r′B′ = 2


3
5
6
1

 mod 7 =


6
3
5
2

 (5.69)

It is clear that: 
kpw1 mod 7 = 0
kpw

′
2 mod 7 = 0

kpw3 mod 7 = 0
(5.70)

• Recompute kr:

k′r = kC + k′p =


1
2
3
4

+


6
3
5
2

 mod 7 =


0
5
1
6

 (5.71)

2. C computes tag for w′2:

• C computes:

t′2 = w′2kC = (5, 0, 1, 0)


1
2
3
4

 mod 7 = 1 (5.72)

• C sends {w′2, t′2} to Si

3. Si recomputes coded blocks and tags :

Let {cij[1], · · · , cij[4]} denote the elements of cij:

cij =


∑m

k=1 αijkwk
αij1
αij2
αij3


T

=


cij[1]
cij[2]
cij[3]
cij[4]


T

(5.73)

Si update coded blocks:

cij =


cij[1] + αij2(w

′
2 − w2)

cij[2]
cij[3]
cij[4]


T

(5.74)

Si updates tags:

t′ij = tij + αij2(t
′
2 − t2) (5.75)

where αij2 = cij[3].
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Insertion

Suppose vI = 1 is inserted after v2. The matrix M is changed as follows:

M =

3 1 0 0
4 0 1 0
2 0 0 1

→M ′ =


3 1 0 0 0
4 0 1 0 0
1 0 0 1 0
2 0 0 0 1

 (5.76)

1. C recomputes kC:

k′C =


k1
k2
k3

kI
rand← Fq
k4

 =


1
2
3
5
4

 (5.77)

2. C recomputes kr:

• Recompute basis vector:

B′ =


b1
b2
b3

−vIb1 mod 7
b4

 =


3
5
2
4
1

 (5.78)

• Generate randomly r′ = 4 ∈ F7.

• Recompute kp:

k′p = r′B′ = 4


3
5
2
4
1

 mod 7 =


5
6
1
2
4

 (5.79)

It is clear that: 
w1k

′
p mod 7 = 0

w2k
′
p mod 7 = 0

wIk
′
p mod 7 = 0

w3k
′
p mod 7 = 0

(5.80)

• Recompute kr:

k′r = k′C + k′p =


1
2
3
5
4

+


5
6
1
2
4

 mod 7 =


6
1
4
0
1

 (5.81)
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3. C computes tag for w′2:

• C computes:

tI = wIk
′
C = (1, 0, 0, 1, 0)


1
2
3
5
4

 mod 7 = 6 (5.82)

• C sends {wI , tI} to Si.

4. Si recomputes coded blocks and tags:

Let {cij[1], · · · , cij[4]} denote the elements of cij:

cij =


∑m

k=1 αijkwk
αij1
αij2
αij3


T

=


cij[1]
cij[2]
cij[3]
cij[4]


T

(5.83)

Si updates coded blocks:

c′ij =


cij[1] + αijIwI

cij[2]
cij[3]

αijI
rand← Fq
cij[4]


T

(5.84)

Si updates tags:
t′ij = tij + αijItI (5.85)

Deletion

Suppose v2 = 4 is deleted. The matrix M is changed as follows:

M =

3 1 0 0
4 0 1 0
2 0 0 1

→M ′ =

(
3 1 0
2 0 1

)
(5.86)

1. C recomputes kC:

k′C =

k1k2
k4

 =

1
2
4

 (5.87)

2. C recomputes kr:
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• Recompute basis vector:

B′ =

b1b2
b4

 =

3
5
1

 (5.88)

• Generate randomly r′ = 3 ∈ F7.

• Recompute kp:

k′p = r′B′ = 3

3
5
1

 mod 7 =

2
1
3

 (5.89)

It is clear that: {
w1k

′
p mod 7 = 0

w3k
′
p mod 7 = 0

(5.90)

• Recompute kr:

k′r = k′C + k′p =

1
2
4

+

2
1
3

 mod 7 =

3
3
0

 (5.91)

3. Si recomputes coded blocks and tags:

Let {cij[1], · · · , cij[4]} denote the elements of cij:

cij =


∑m

k=1 αijkwk
αij1
αij2
αij3


T

=


cij[1]
cij[2]
cij[3]
cij[4]


T

(5.92)

Si updates coded blocks:

c′ij =


cij[1]− αij2w2

cij[2]
cij[3]
cij[4]


T

(5.93)

Si updates tags:
t′ij = tij − αij2t2 (5.94)

where αij2 = cij[3].
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5.9 Summary

In this chapter, we have proposed a network coding-based POR scheme, name the DD-
POR scheme, to support the direct repair and the dynamic operations in a symmetric
key setting. The main idea is based on the inter MAC technique which can generate a
key such such that the key is orthogonal to the augmented blocks. The security analysis
shows that the scheme can prevent the pollution attack and curious attack. The efficiency
analysis is given based on complexity theory to compare with the previous schemes.
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Chapter 6

ND-POR: Network Coding and
Dispersal Coding for POR

6.1 System Model

The ND-POR scheme has the following two entities:

• The first entity is the client who can be individuals or organizations. The client
outsources his/her data to a cloud storage and relies on the cloud storage for data
storage and maintenance.

• The second entity is the cloud servers which are managed by a cloud provider. The
cloud servers store the data of the clients and have responsibility to prove to the
client that the stored data are always available and intact.

6.2 Adversarial Model

The ND-POR scheme considers an adversary A as follows. A may control the servers
by corrupting the servers and robbing all the privileges of the servers. If A has not
corrupted a server, A cannot do anything because that all the data and the keys between
the client and the servers are assumed to be transmitted via a secure channel. After A
corrupts a server, A can modify/replace/forge data stored on that server and pretend to
be a healthy server by providing a fake valid MAC tag to the client, can prevent the client
from recovering the original file, and can perform the below four attacks (small corruption
attack, large corruption attack, replay attack and pollution attack). A restriction of A
is that A can control at most (n − h) out of the n servers within any time step (called
epoch). More concretely, after corrupting a server, A can perform as follows:

1. Accessing to the encode and check phases to output a codeword c such that A can
pass the verification without being detected with an advantage defined as:

AdvND−POR
A = Pr[κ← KGenECCκ(1

λ); c← AMTagECCκ(·),MVerECCκ(·):
MVerECCκ(c) = (m, 1) ∧m is not queried to MTagECCκ(·)]
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2. Preventing F to be recovered in the repair phase.

3. Performing the following four attacks:

• Small corruption attack. A corrupts at most a t-fraction of the file F with a
small data unit, where t = n−l+1

2
, in order to hide the data loss incidents. This

applies to the servers that want to preserve their reputation. To prevent the
small corruption attack, the ECC is used to detect and correct errors [10,26].

• Large corruption attack. A corrupts more than a t-fraction of the file F
with a large data unit, where t is the same parameter as in the small corruption
attack, to discard a significant fraction of the data. This applies to the servers
who want to sell the storage resource to multiple clients. To prevent the large
data corruption, the spot check method is proposed [9,102] in which the client
randomly samples small portions of the data. Then, the server returns a com-
putation over these portions of the data to the client. The results are checked
by MACs. The spot check can only prevent the large corruption attack but
cannot prevent the small corruption attack [8, 102].

• Replay attack. A tries to prevent the client from repairing the corruption by
re-using the old coded blocks instead of the current coded blocks and providing
these old coded blocks to the client in the repair phase. For example:

– The client encodes the augmented blocks {b1, b2, b3} into six coded blocks:
c11 = b1 and c12 = b2+b3 (stored on the server S1), c21 = b3 and c22 = b1+b2
(stored on the server S2), c31 = b1 + b3 and c32 = b2 + b3 (stored on the
server S3).

– In epoch 1, suppose that S3 is corrupted.

– In epoch 2, the client repairs S3 by two new coded blocks: c′31 = b1+b2+2b3
and c′32 = 2b1 + b2.

– In the end of epoch 2, suppose that S1 is corrupted.

– In epoch 3, S1 is repaired by two new coded blocks: c′11 = 3b1 + 3b2 and
c′12 = 3b2 + 3b3. At this time, A re-uses the old coded blocks c31 and c32
of S3 instead of c′31 and c′32.

– Thus, if S2 is corrupted in epoch 4, the linear combination between the
coded blocks of S1 and S2 is unable to repair S2.

• Pollution attack. A uses a valid data to avoid detection in the check phase,
but provides an invalid data in the repair phase. For example:

– Encode: the client encodes the augmented blocks {b1, b2, b3} into six coded
blocks: c11 = b1 and c12 = b2 + b3 (stored on the server S1), c21 = b3 and
c22 = b1 + b2 (stored on the server S2), c31 = b1 + b3 and c32 = b2 + b3
(stored on the server S3).

– Check: suppose that the corrupted server S3 is detected.

– Repair: S3 is repaired by two new coded blocks: c′31 = b1 + b2 + 2b3 and
c′32 = 2b1 + b2. At this time, A corrupts S1 without detection because this
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time is the repair phase, not the check phase. To repair S3, suppose that
the client requests coded blocks from S1 and S2. S1 then provides invalid
coded blocks to the client.

One of the contributions is to prevent the small corruption attack. The other three
attacks are still prevented in this ND-POR scheme by using the same solution as the
RDC-NC scheme [61]. These are discussed in the security analysis of the ND-POR
scheme.

6.3 Proposed ND-POR Scheme

Throughout this ND-POR scheme, the notations described in Table 6.1 are used.

Table 6.1: List of notations in the ND-POR scheme

Notation Description

C client
F original file
m number of file blocks
n number of servers
l number of NC-servers
n− l number of DC-servers
β number of blocks stored on a server.
k file block index (k ∈ {1, · · · ,m})
i server index (i ∈ {1, · · · , n})
j coded block index in a server (j ∈ {1, · · · , β})
vk file block (k ∈ {1, · · · ,m})
bk augmented block of vk (k ∈ {1, · · · ,m})
Si server (i ∈ {1, · · · , n})
cij coded block (i ∈ {1, · · · , l} and j ∈ {1, · · · , β})
dij dispersal coding parity block (i ∈ {l + 1, · · · , n}, j ∈ {1, · · · , β})
Fp finite field of a prime order p
z length of vk over Fp
Fzp a vector of length z over Fp
w w = z +m (length of a coded block over Fp)
Fwp a vector of length w over Fp
f Pseudo-Random Function (PRF) f : {0, 1}∗ × {0, 1}κ → Fp where κ is the

key length of f and κ should be large enough (e.g., 160)
|| concatenate operator
Sy corrupted server
S ′y new server which is used to replace Sy
h number of healthy servers used for data repair
v number of rows used for spot checks

130



6.3. PROPOSED ND-POR SCHEME

A adversary
s number of segments in a coded block of the RDC-NC scheme
λ security parameter
t boundary of small corruption attack or ECC threshold (t = (n− l+ 1)/2)

In the ND-POR scheme, n servers are employed:

• The first l servers {S1, · · · , Sl}, called NC-servers, store the coded blocks cij where
i ∈ {1, · · · , l}, j ∈ {1, · · · , β}.

• The last (n−l) servers {Sl+1, · · · , Sn}, called DC-servers, store the dispersal coding
parity blocks dij where i ∈ {l + 1, · · · , n}, j ∈ {1, · · · , β}.

The structure of the ND-POR scheme is depicted in Figure 6.1.
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Coded blocks Dispersal code 

parity blocks 

𝑆1 𝑆𝑙 … 𝑆𝑙+1 𝑆𝑛 … 

Figure 6.1: The structure of the ND-POR scheme

The ND-POR scheme is now described via each phase of the POR as follows.

6.3.1 Keygen

C generates the secret key: K = {Krtag,K′rtag, {Ki,K′i}i∈{l+1,··· ,n},Kenc} which are ran-
domly chosen in {0, 1}κ.
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6.3.2 Encode

C divides the original file into m file blocks: F = v1|| · · · ||vm. vk ∈ Fzp where k ∈
{1, · · · ,m}. C createsm augmented blocks {b1, · · · , bm} in which bk ∈ Fwp (k ∈ {1, · · · ,m})
has the following form:

bk = (vk,

m︷ ︸︸ ︷
0, · · · , 0, 1︸ ︷︷ ︸

k

, 0, · · · , 0) ∈ Fz+mp (6.1)

where w = z + m. Given a set of m augmented blocks, C computes lβ coded blocks cij
using the linear combinations and stores them on the NC servers {S1, · · · , Sl}. C then
encodes cij using the dispersal coding into a dispersal coding parity block dij for each row
and stores them on the DC-servers {Sl+1, · · · , Sn}. Namely, the encode phase is described
as follows.

1. C computes coded blocks from m augmented blocks:

For ∀i ∈ {1, · · · , l}, ∀j ∈ {1, · · · , β}:

• Generate m coefficients αijk
rand← Fp where k ∈ {1, · · · ,m}.

• Compute coded blocks:

cij =
m∑
k=1

αijkbk (6.2)

Therefore, a matrix {cij} where i ∈ {1, · · · , l}, j ∈ {1, · · · , β} is constructed.

2. C computes dispersal coding parity blocks in each row:

For ∀i ∈ {l+1, · · · , n}, ∀j ∈ {1, · · · , β}, C computes dispersal coding parity blocks:

dij = MTagECCKi,K′i(ci1, · · · , cil) (6.3)

3. C computes metadata for coded blocks:

For ∀i ∈ {1, · · · , l}:

• Generate w values {ξ1, · · · , ξw}:

ξu = fKrtag(i||u),∀u ∈ {1, · · · , w} (6.4)

• For ∀j ∈ {1, · · · , β}, cij ∈ Fwp is viewed as a column vector of w symbols:
cij = (cij1, · · · , cijw) with ciju ∈ Fp where u ∈ {1, · · · , w}. C computes a repair
tag for cij:

Tij = fK′rtag(i||j||αij1|| · · · ||αijm) +
w∑
u=1

ξuciju (mod p) (6.5)
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• C encrypts the coefficients:

εijk = EncKenc(αijk),∀k ∈ {1, · · · ,m}. (6.6)

This encryption is used to prevent the replay attack.

4. C distributes data to the servers:

• C sends to Si where i ∈ {1, · · · , l} the following information:

– The coded blocks cij where i ∈ {1, · · · , l}, j ∈ {1, · · · , β}.
– The encrypted coefficients εijk where i ∈ {1, · · · , l}, j ∈ {1, · · · , β}, k ∈
{1, · · · ,m}.

– The repair tags Tij where i ∈ {1, · · · , l}, j ∈ {1, · · · , β}.
• C sends to Si where i ∈ {l + 1, · · · , n} the following information:

– The dispersal coding parity blocks dij where i ∈ {l+1, · · · , n}, j ∈ {1, · · · , β}.

6.3.3 Check

C chooses a number of row indices to challenge the servers using the spot check method.
The servers respond C. C checks the responses using the MVerECC algorithm. All the
servers operate over the same subset of rows. Because the responses of all the servers lie
on a codeword, all the servers can be checked for each challenge.

1. C challenges the servers:

• C firstly chooses an integer v
rand← [1, β].

• C then sends to each server a set of row indices D = {j1, · · · , jv} where

j1, · · · , jv
rand← [1, β] and a key k ∈ I where I is a field with operation (+,×).

2. The servers respond C:

• Si computes:
Ri = RS-UHFk(cij1 , · · · , cijv) (6.7)

3. C verifies the servers: Because all servers operate over the same subset of rows D,
the combined response R = (R1, · · · , Rn) is a codeword of the dispersal coding.

• C firstly checks R by calling MVerECC(R1, · · · , Rn) of the dispersal coding to
verify. It returns false if the responses are invalid, and return true otherwise.

• After checking R, C checks the validity of each individual response Ri to de-
tect which server is corrupted. For the l NC-servers {S1, · · · , Sl}, Ri is a
valid response if it matches the i-th symbol in −→m. For the (n − l) DC-serves
{Sl+1, · · · , Sn}, Ri is a valid response if it is a valid MAC on −→m.
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6.3.4 Repair

If a failure is detected in the check phase, C executes the repair phase with the following
two sub-phases:

Sub-phase 1. The corruptions are firstly repaired by the RS decoder with the boundary
number of corruptions t = n−l+1

2
. If the number of corruptions is more than t, C uses the

sub-phase 2.

Sub-phase 2. The corruptions are repaired by the network coding. C firstly requires the
healthy servers to compute the aggregated coded blocks. Then, C combines these coded
blocks to generate β coded blocks for the new server. Suppose that Sy is the corrupted
server and S ′y is the new server which is used to replace Sy.

1. C requests h healthy servers {Si1 , · · · , Sih} to compute the aggregated coded blocks
and the proofs of correct encoding :

For ∀i ∈ {i1, · · · , ih}:

• C generates the coefficients {xi1, · · · , xiβ} where xij
rand← Fp with j ∈ {1, · · · , β}.

• C requests Si to compute an aggregated coded block and a proof of correct
encoding.

• Si computes:

ai =
∑β

j=1
xijcij ∈ Fwp (6.8)

then computes a proof of correct encoding:

θ =
∑β

j=1
xijTij (mod p) (6.9)

and sends ai, θ, {εij1, · · · , εijm} where j ∈ {1, · · · , β} to C.
• C decrypts the encrypted coefficients from Si to get the raw coefficients: {αij1,
· · · , αijm} where j ∈ {1, · · · , β}.
• C regenerates w values {ξ1, · · · , ξw}:

ξu = fKrtag(i||u), ∀u ∈ {1, · · · , w} (6.10)

• C checks if:

θ 6=
∑β

j=1
xijfK′rtag(i||j||αij1|| · · · ||αijm) +

w∑
u=1

ξuaiu (6.11)

where {ai1, · · · , aiw} are the symbols of the block ai. This verification is to
ensure that Si does not have the pollution attack.
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2. C repairs Sy:

• C generates w values {ξ1, · · · , ξw}:

ξu = fKrtag(y||u),∀u ∈ {1, · · · , w} (6.12)

• For ∀j ∈ {1, · · · , β}, ∀γ ∈ {1, · · · , h}, C generates the coefficients αyjγ
rand← Fp,

and computes the coded block:

cyj =
h∑
γ=1

zyjγaγ ∈ Fwp (6.13)

By viewing cyj as a column vector of w symbols: cyj = {cyj1, · · · , cyjw}, C
computes a repair tag for the block cyj:

Tyj = fK′rtag(i||j||αyj1|| · · · ||αyjh) +
w∑
u=1

ξucyju (mod p) (6.14)

and encrypts the coefficient:

∀γ ∈ {1, · · · , h}, εijγ = EncKenc(αijγ) (6.15)

3. C sends to the new server S ′y:

• cyj where j ∈ {1, · · · , β}.
• εyjγ where j ∈ {1, · · · , β}, γ ∈ {1, · · · , h}.
• Tyj where j ∈ {1, · · · , β}.

6.4 Security Analysis

This section describes the advantage of the defined adversary and explains how the small
corruption attack, large corruption attack, replay attack and pollution attack are pre-
vented.

6.4.1 Adversarial Check and Repair

A MAC consists of three algorithms: {MGen,MTag,MVer}. Let q1 denote the number of
queries to MTag, and q2 denote the number of queries to MVer. Let t denote the running
time. The boundary of the advantage of A on UMAC [99] is given in the following fact:

Fact 1. Let AdvUMAC(q1, q2, t) denote the advantage of the adversary A on UMAC making
q1 queries to MTag, q2 queries to MVer, and running in the time t. Let Advprf(q1, q2, t)
denote the advantage of the adversary A making (q1 + q2) queries to the oracle PRF and
running in the time t. Suppose that the UHF is an εUHF-AXU family of hash function.
Then, the following inequality is obtained:

AdvUMAC(q1, q2, t) ≤ Advprf(q1 + q2, t) + εUHFq2 (6.16)
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Furthermore, the boundary of the advantage of A on the dispersal coding codeword is
given as follows:

Theorem 16. Let Advcodeword(q1, q2, t) denote the advantage of A on the dispersal coding
making q1 queries to MTagECC, q2 queries to MVerECC, and running in the time t. If
RS-UHF is constructed from an (n, l)-RS code, then the following inequality is obtained:

Advcodeword(q1, q2, t) ≤ 2[AdvUMAC(q1, q2, t)] (6.17)

Proof. Suppose that A is successful when A makes q1 queries to the tagging oracle
MTagECC, q2 queries to the verification oracle MVerECC and runs in time t. A outputs a
codeword (c1, · · · , cn) which can be decoded to the message −→m = (m1, · · · ,ml) such that
at least one of the last s symbols in the codeword is a valid MAC on −→m computed with
UMAC. Another adversary A′ is considered for the UMAC construction. A′ is given an
access to a tagging oracle UTagκ,κ′(·) and a verification oracle UVerκ,κ′(·, ·) and needs to
output a new message and a tag pair. A′ chooses a position j ∈ {n− s + 1, · · · , n} ran-
domly, and generates keys {κi}ni=1 and {κ′i}ni=n−s+1 for i 6= j. A′ runs A. When A makes
a query to tag −→m = (m1, · · · ,ml), A′ computes ci ← RS-UHFκi(

−→m) for i ∈ {1, · · · , n−s},
and ci = UTagκi,κ′i(

−→m) for i ∈ {n−s+1, · · · , n}, i 6= j. A′ calls the UTag oracle to compute

cj = UTagκ,κ′(
−→m). A′ then responds to A with −→c ← (c1, · · · , cn). When A makes a query

−→c = (c1, · · · , cn) to the verification oracle, A′ tries to decode (c1, · · · , cj−1, cj+1, · · · , cn)
into message −→m. If the decoding fails (the number of errors in the codeword is more than
t = n−l+1

2
), then A′ responds to A with (⊥, 0). Otherwise, let −→m be the decoded message.

A′ makes a query to the verification oracle α ← UVerκ,κ′(
−→m, cj) and returns (−→m,α) to

A. Assume that A outputs −→c = (c1, · · · , cn) under the codeword that can be decoded
to −→m, such that −→m was not an input to the tagging oracle and at least one of the last
s symbols in −→c is a valid MAC for −→m. Then A′ outputs (−→m, cj). Because t = n−l+1

2
,

the number of remaining correct blocks is at least n − n−l+1
2

= n+l−1
2

. The number of
correct parity blocks is thus at least n+l−1

2
− l = n−l−1

2
. Furthermore, the number of the

original parity blocks before errors is (n − l). Therefore, the number of correct parity

blocks is at least (n−l−1)/2
n−l ≈ 1

2
of the number of the original parity blocks. In other words,

the codeword −→c can be decoded if at least a majority of its parity blocks are correct.
Then, with probability at least 1

2
, cj is a correct MAC on −→m. It follows that A′ succeeds

in outputting a correct message and MAC pair (−→m, cj) with probability at least half the
success probability of A.

From Equation 6.16 and Equation 6.17, the following inequality is obtained:

Advcodeword(q1, q2, t) ≤ Advprf(q1 + q2, t) + εUHFq2 (6.18)

Assume that the PRF is secure and the MAC is unforgeable, then:

Advprf(q1 + q2, t) + εUHFq2 ≤ ε(negligible). (6.19)

Therefore, Advcodeword(q1, q2, t) ≤ ε. In other words, the probability for A to output
codeword c such that A can pass the verification is negligible:
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Pr[κ← KGenECCκ(1
λ); c← AMTagECCκ(·),MVerECCκ(·) : MVerECCκ(c) = (m, 1) ∧m is not

queried to MTagECCκ(·)] ≤ ε.

Now the probability of A to prevent data recovery is given as the following theorem.

Theorem 17. F can be recovered as long as in any epoch, at least h out of n servers are
healthy and the matrix which consists of all the coefficients of the coded blocks has full
rank, i.e., rank equals to m.

Proof. m augmented blocks are {b1, · · · , bm} which are created from m file blocks {v1,
· · · , vm}. The number of coded blocks is nx (n servers, x coded blocks per server). To
compute a coded block cij for the server Si, C chooses m coefficients {αij1, · · · , αijm}, and
uses the linearly independent combination: cij =

∑m
k=1 αijkbk. {b1, · · · , bm} are viewed as

the unknowns that need to be solved. After solving {b1, · · · , bm}, the file blocks v1, · · · , vm
can be obtained by picking the first coordinate of each bk where k ∈ {1, · · · ,m}. F is
finally recovered as F = v1|| · · · ||vm. To solve m unknowns {b1, · · · , bm}, at least m coded
blocks are required which make the matrix have full rank because the number of unknowns
in an equation system has to be less than the number of equations. Let {cr1 , · · · , crm}
denote such m coded blocks which are required for file recovery. Let {αrk1, · · · , αrkm}
denote m coefficients which are used to construct crk .

cr1 =
∑m

k=1 αr1kbk
cr2 =

∑m
k=1 αr2kbk
· · ·

crm =
∑m

k=1 αrmkbk

(6.20)

Let h be the number of healthy servers that collectively store m coded blocks. In
any epoch, h = m

x
. In the RDC-NC scheme, there are n servers and α coded blocks per

server. Thus, the number of healthy servers in an epoch in the RDC-NC scheme is at least
h = m

α
. In the ND-POR scheme, there are also n servers but such n servers are divided

into two types: l NC-servers and (n− l) DC-servers. Because l < n, each NC-server has
β = nα

l
coded blocks. Therefore, the number of healthy servers in each epoch is at least

h = m
β

= ml
αn

. If the theorem is satisfied, the probability for A to prevent recovering F is
negligible:

Pr[F = {v1, · · · , vm} cannot be recovered] ≤ ε (6.21)

6.4.2 Small Corruption Attack

Theorem 18. The RS code in the dispersal coding is sufficient to prevent the small
corruption attack.

Proof. Let terror denote the number of corruptions caused by A in an epoch. Firstly,
because the RS is constructed with the parameter (n, l), the message is interpreted as the
description of a polynomial p of the degree less than l which is evaluated at n distinct
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points {a1, · · · , an}. The sequence of the values is the corresponding codeword C: C =
{p(a1), · · · , p(an)} (Section 3.4). Because any two different polynomials of the degree less
than l agree in at most (l − 1) points, any two codewords of the RS code disagree in at
least n− (l− 1) = n− l+ 1 positions. Moreover, there are two polynomials that do agree
in (l − 1) points but are not equal. Hence, the distance of the RS code is:

d = n− l + 1 (6.22)

Secondly, because any two strings in C differ in at least d places, we have:

2terror ≤ d (6.23)

From Equation 6.22 and Equation 6.23, we have:

terror ≤
n− l + 1

2
(6.24)

The inequality reflects the fact that, given any string s, there is at most one string c ∈ C
which is within the distance d of terror from s. This means that the advantage of A is
always bounded by the error resilience of the RS code.

6.4.3 Large Corruption Attack, Replay Attack and Pollution
Attack

The attacks are addressed in the RDC-NC scheme. This section briefly describes the key
ideas as follows:

Large corruption attack. In the check phase, using the spot check method, C peri-
odically and randomly samples a set of indices of the coded blocks stored on each server.
C then checks whether these sampled blocks match with the embedded MAC. If the ad-
versary corrupts a large fraction of the data stored on the server, C easily detects the
corruptions with an optimal computation and I/O at the server and communication be-
tween the server and the client.

Replay attack. To avoid the adversaryA replaying a coded block, the common solution
is to use a counter which is incremented each time the coded block on a server is recreated
due to server failure. However, in this solution, the client must store locally the latest
value of the counters. Therefore, the RDC-NC scheme uses a different solution to mitigate
the replay attack and to reduce the storage cost for the client. That is, the coefficients are
encrypted and stored together with the coded blocks to prevent A from knowing how the
original blocks were combined to obtain the coded block. The ability of A is negligible
because A does not know which old coded blocks to replay.
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Pollution attack. For each coded block cij of the server Si, a repair tag which is
constructed from a MAC is embedded into the coded block. In the repair phase, C requires
a number of servers which are used for data repair to provide their aggregated coded
blocks. Before computing the new coded blocks for the new server, C uses the tag to
check whether these servers combine the coded blocks correctly. Therefore, the servers
cannot inject polluted blocks to C.

6.5 Efficiency Analysis

Table 6.2 shows that the encode cost in the ND-POR scheme is more than that in the
RDC-NC scheme. However, the encode phase is performed only one time in the beginning,
but the check and repair phases are performed very often during the system lifetime.
Therefore, the check and repair costs are more important than the encode cost. Table 6.2
shows that the check and repair costs in the ND-POR scheme are less than these in the
RDC-NC scheme.

Before analysing the costs in the RDC-NC and ND-POR schemes, recall that each
coded block cij ∈ Fwp where w = m+ z. The coded block size is w log2 p. The unit of the
below computational complexities is the number of operations over Fwp .

6.5.1 Encode Phase

The RDC-NC scheme computes nα coded blocks. Its encode computation cost is thus
O(nα). The ND-POR scheme computes lβ coded blocks, then computes (n−l)β dispersal
coding parity blocks, where β = nα

l
. Its encode computation cost is thus O(n

2α
l

). It is
clear that the cost in the ND-POR scheme is more than n

l
times that in the RDC-NC

scheme. In an ECC, because the redundant blocks are chosen such that n− l < l, n
l
< 2.

Because n > l, n
l
> 1. Therefore, 1 < n

l
< 2. This means that although the cost in the

ND-POR scheme is more than n
l

times that of the RDC-NC scheme, it is less than double
times.

The number of MACs. In the RDC-NC scheme, the number of MACs is nαs where
n is the number of servers, α is the number of coded blocks stored on a server, s is the
number of segments in a coded block. This is because the MACs are embedded in the
segments of the coded blocks. In the ND-POR scheme, the number of MACs is lα where
l is a number of servers out of n servers (l < n). This is because the MACs are only
required for the network coding coded blocks which are located in only l servers.

6.5.2 Check Phase

The RDC-NC scheme challenges a subset of segment indices in each coded block of a
server. C thus needs nα challenges to check all blocks stored on n servers where α is the
number of blocks per server. In the ND-POR scheme, C challenges a subset of row indices
(the codewords of the dispersal coding). Each codeword lies on all n servers. There are
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β codewords. C thus needs β = nα
l

challenges to check all blocks stored on n servers.
The cost in the RDC-NC scheme is more than l times that in the ND-POR scheme. This
is an advantage of the ND-POR scheme when multiple servers are checked per challenge
instead of one sever as the RDC-NC scheme.

6.5.3 Repair Phase

In the RDC-NC scheme, the cost for repairing a corrupted server is O(h 2|F |
h+1

+ |F |
1+ 1

h

) in which

the cost of h healthy servers is h 2|F |
h+1

and the cost of client-side is |F |
1+ 1

h

). Because h = m
α

,

the cost is O(|F | 3m
α+m

). In the ND-POR scheme, in the sub-phase 1, the corruptions are

repaired by the RS decoder which has O(n log2
2 n log2 log2 n) [107]. Because n is far less

than the dominant parameter |F |, the cost of the RS decoder is less than the RDC-NC
scheme. Let n = 12 as in the experimental evaluation of the RDC-NC scheme, the RS can
decode in only 284 field operations. In the sub-phase 2, the corruptions are repaired by
the network coding like the RDC-NC scheme. The cost is thus O(h′ 2|F |

h′+1
+ |F |

1+ 1
h′

). Because

h′ = lm
nα

, the cost in the ND-POR is thus O( 3lm|F |
nα+lm

). Because n > l, 3m|F |
m+α

> 3lm|F |
nα+lm

. In
both cases, the costs in the ND-POR scheme are still better than the RDC-NC scheme.

Parameter Choice. The parameter choice is now discussed for maximizing resilience
of both cases simultaneously. Because an (n, l)-ECC can recover up to t = n−l+1

2
errors in

each row, A can win the ECC if the number of corruptions is more than t. Furthermore,
because the number of healthy servers is at least ml

nα
(Theorem 2), A can win if A corrupts

more than ml
nα

. Let f1(l) = n−l+1
2

, f2(l) = m
α
× l

n
. l should be chosen such that the

advantage of A is reduced. In other words, f1(l) and f2(l) are increased. If f1(l) and f2(l)
are considered separately, f1(l) = n−l+1

2
increases if l increases, f2(l) = ml

nα
increases if l

decreases. It is not synchronous. Hence, l should be balanced between f1 and f2. Let
f1(l) = f2(l), we determine l = dnα(n+1)

2m+nα
e.

Healthy Servers For Data Repair. As mentioned in Theorem 17, the RDC-NC
scheme needs at least dm

α
e healthy servers for data repair while the ND-POR scheme only

needs at least d lm
nα
e healthy servers for data repair (l < n). It is clear that the number

of healthy servers in the RDC-NC scheme is more than n
l

times that in the ND-POR
scheme.

6.5.4 Storage Cost

In the RDC-NC scheme, the size of nα coded blocks in Fwp is nαw log2 p. The size of
nαs challenge tags in Fp is nαs log2 p where s denotes the number of segments in a coded
block of the RDC-NC scheme. The size of nα repair tags in Fp is nα log2 p. Therefore, the
storage cost in the RDC-NC scheme is O(nα log2 p(w + s+ 1)). In the ND-POR scheme,
the size of nα coded blocks and (n− l)β where β = nα

l
dispersal coding parity blocks in

Fwp is w log2 p(nα+ (n− l)nα
l

) = n2α
l
w log2 p. The size of nα repair tags in Fp is nα log2 p.
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Thus, the storage cost in the ND-POR scheme is O(nα log2 p(
nw
l

+ 1)). To make the
cost in the ND-POR scheme better than the RDC-NC scheme, let nα log2 p(

nw
l

+ 1) <
nα log2 p(w + s+ 1). As a result, the parameters should be chosen such that w < sl

n−l .

6.5.5 Numerical Examples of The Parameters

In this section, we give two concrete numerical examples of the parameters as follows.

Example 6.5.1. n = 12, α = 3, s = 5, l = 10,m = 7, w = 20, z = 13, p = 4099, |F | =
1092. Suppose that all elements in Fp is less than or equal to 4095. This is to let the
elements not exceed 12 bits length. These parameters satisfy the conditions which we
stated in the manuscript:

• 1 < n
l
< 2 as stated in Section 6.5.1.

• l = dnα(n+1)
2m+nα

e as stated in Section 6.5.3. (In this example, l = d 12·3·13
2·7+12·3e = 10).

• w < sl
n−l as stated in Section 6.5.4.

We now show the costs of the RDC-NC and ND-POR schemes.

• The encode computation cost of the RDC-NC scheme is nα = 12·3 = 36. Meanwhile,
the encode computation cost of the ND-POR scheme is nαn

l
= 12 · 3 · 12

10
= 43.2.

• The check computation cost of the RDC-NC scheme is nα = 12 ·3 = 36. Meanwhile,
the check computation cost of the ND-POR scheme is nα

l
= 12·3

10
= 3.6.

• The repair computation cost of the RDC-NC scheme is 3m|F |
m+α

= 3·7·1092
7+3

= 2293.2.

Meanwhile, the repair computation cost of the ND-POR scheme is n log2
2 n log2 log2 n =

284 (in the case of the RS code), or 3lm|F |
nα+lm

= 3·10·7·1092
12·3+10·7 = 2163.4 (in the case of the

network coding).

• The number of MACs in the RDC-NC scheme is nsα = 12 · 5 · 3 = 180. Meanwhile,
the number of MACS in the ND-POR scheme is lα = 10 · 3 = 30.

• The number of the required healthy servers for data repair in the RDC-NC scheme
is dm

α
e = d7

3
e = 3. Meanwhile, that in the ND-POR scheme is d lm

nα
e = d10·7

12·3e = 2.

• The storage cost in the RDC-NC scheme is nα log2 p(w+ s+ 1) = 12 · 3 · log2 4099 ·
(20 + 5 + 1) = 11232. Meanwhile, the storage cost in the ND-POR scheme is
nα log2 p(

nw
l

+ 1) = 12 · 3 · log2 4099 · (12·20
10

+ 1) = 10800.

Example 6.5.2. n = 16, α = 5, s = 4, l = 14,m = 10, w = 25, z = 15, p = 1031, |F | =
1500. Suppose that all elements in Fp is less than or equal to 1023. This is to let the
elements not exceed 10 bits length. These parameters satisfy the conditions which we
stated in the manuscript:

• 1 < n
l
< 2 as stated in Section 6.5.1.
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• l = dnα(n+1)
2m+nα

e as stated in Section 6.5.3. (In this example, l = d 16·5·17
2·10+16·5e = 14).

• w < sl
n−l as stated in Section 6.5.4.

We now show the costs of the RDC-NC and ND-POR schemes.

• The encode computation cost of the RDC-NC scheme is nα = 16·5 = 80. Meanwhile,
the encode computation cost of the ND-POR scheme is nαn

l
= 16 · 5 · 16

14
= 91.43.

• The check computation cost of the RDC-NC scheme is nα = 16 ·5 = 80. Meanwhile,
the check computation cost of the ND-POR scheme is nα

l
= 16·5

14
= 5.71.

• The repair computation cost of the RDC-NC scheme is 3m|F |
m+α

= 3·10·1500
10+5

= 3000.

Meanwhile, the repair computation cost of the ND-POR scheme is n log2
2 n log2 log2 n =

512 (in the case of the RS code), or 3lm|F |
nα+lm

= 3·14·10·1500
16·5+14·10 = 2863.64 (in the case of the

network coding).

• The number of MACs in the RDC-NC scheme is nsα = 16 · 4 · 5 = 320. Meanwhile,
the number of MACS in the ND-POR scheme is lα = 14 · 5 = 70.

• The number of the required healthy servers for data repair in the RDC-NC scheme
is m

α
= 10

5
= 2. Meanwhile, that in the ND-POR scheme is lm

nα
= 14·10

16·5 = 1.75.

• The storage cost in the RDC-NC scheme is nα log2 p(w+ s+ 1) = 16 · 5 · log2 1031 ·
(25 + 4 + 1) = 24000. Meanwhile, the storage cost in the ND-POR scheme is
nα log2 p(

nw
l

+ 1) = 16 · 5 · log2 1031 · (16·25
14

+ 1) = 23657.

In summary, although the ND-POR scheme combines the network coding and the dis-
persal coding, the ND-POR scheme is not worse than the RDC-NC scheme in totals.

6.6 Summary

In this chapter, the ND-POR scheme has been proposed in which the network coding and
the dispersal coding technique are combined to reduce the costs of two important phases,
the check and the repair phases, and to prevent small corruption attack, replay attack,
pollution attack and large corruption.

In future work, we focus on the following problem. The repair phase has not been
optimized because the healthy servers need to provide the aggregated coded blocks to the
client, then the client computes the new coded blocks and stores them on the new server.
A new mechanism can be considered in which the healthy servers send their coded blocks
directly to the new server without sending back to the client. This mechanism can reduce
the burden for the client and also reduce the communication. To support this mechanism,
a signature scheme can be employed such as [84,103] that allows the new server to verify
the coded blocks provided from the healthy servers instead of the client, and to construct
the new coded blocks by itself.
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Chapter 7

SW-SSS: Slepian-Wolf Coding-based
SSS

7.1 System Model

Dealer 

Participant 1 

Participant 2 

Participant 3 

communication link 

Figure 7.1: System Model of the SW-SSS

In the adversarial model of the SW-SSS scheme, there are two types of entities as depicted
in Figure 7.1.

• Dealer: this entity is trusted, and has the following responsibilities:

– Generate the shares from the secret, then distribute the shares to the partici-
pants.
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– Collect the shares from the participants to reconstruct the secret when needed.

– Repair the share which is stored in the corrupted participant.

• Participants: these entities are untrusted, and have the following responsibilities:

– Store the shares (each participant store a share).

– Provide the shares to the dealer when the dealer needs to reconstruct the secret.

– Provide the shares to the dealer when the dealer needs to repair a corrupted
share.

The notations which are used in our SW-SSS scheme are given in Table 7.1.

Table 7.1: List of notations in the revisited SSS and the SW-SSS

Notation Description

S secret
m number of secret blocks (the first threshold)
bi secret block (i ∈ {0, · · · ,m− 1})
n number of participants (the second threshold)
L number of participants whose shares are collectively constructed from

m secret blocks.
Pi participant (i ∈ {0, · · · , n− 1})
ci share stored in Pi
si XOR used to construct ci (si = bj ⊕ bt ⊕ bz)
di metadata of ci (the number of ‘1’ bits in si)
j index of the first operand of si
t index of the second operand of si
z index of the third operand of si
|b| bit-size of a secret block (|b| = |S|

m
)

⊕ XOR operator
|| concatenation operator

7.2 Revisited XOR Network Coding-based SSS

In this section, we revisit the XOR network coding and apply it to a SSS. Although the
XOR-based network coding has been proposed in many previous network coding schemes
[135–139], the problem is that none of them applies the XOR network coding to a (m,n)-
SSS. Therefore, we revisit it and apply it to a (m,n) SSS as follows.

The dealer firstly divides S into m blocks: S = b0|| · · · ||bm−1 (|bi| = |S|
m

) and encodes S
into n shares. Each participant Pi holds a share ci where i ∈ {0, · · · , n− 1}. To compute
ci, the dealer chooses a number of secret blocks randomly and combines them using the

145



7.3. PROPOSED SW-SSS

XOR. The dealer then pads that XOR with a vector of length m which contains a ‘1’
bit in the index of each chosen secret block and (m − 1) ‘0’ bits elsewhere. The padded
vector is called the coefficient of ci. Suppose that ci is constructed from t secret blocks
bi0 , · · · , bit−1 . Let si = bi0 ⊕ · · · ⊕ bit−1 . ci has the following form:

ci = (a0, a2, · · · , am−1︸ ︷︷ ︸
m

, si︸︷︷︸
|S|
m

) (7.1)

where ai = 1 if i ∈ {i0, · · · , it−1} and ai = 0 elsewhere. The share size is |ci| = m + |S|
m

.
The ideal property of a SSS is |ci| = |S|. The revisited XOR network coding-based SSS

achieves a better share size if |ci| ≤ |S|. From this inequality, (m − |S|
2

)2 ≤ |S|2
4
− |S|.

Because |S| is large in a real system, |S|
2

4
−|S| ≈ |S|2

4
. Therefore, m ≤ |S|. In other words,

if the parameters are chosen such that m ≤ |S|, the scheme can reduce the share size.
Moreover, the coefficients are chosen such that the matrix consisting of the coefficients
of any m shares has rank m. This condition is to ensure that m secret blocks can be
reconstructed from any m shares. To reconstruct S, the dealer chooses any m shares to
find m secret blocks, then, concatenates them together. To repair a corrupted share, the
dealer requires m healthy shares to reconstitute using the XOR.

Example 7.2.1. Suppose that S = b0||b1||b2 and n = 4. The dealer creates the following
four shares:

• c0 = (1, 1, 1, b0 ⊕ b1 ⊕ b2)

• c1 = (1, 1, 0, b0 ⊕ b1)

• c2 = (1, 0, 1, b0 ⊕ b2)

• c3 = (1, 0, 0, b0)

The dealer sends {c0, · · · , c3} to the participants {P0, · · · P3}, respectively. To recon-
struct S, the dealer chooses m = 3 shares (suppose c0, c2, c3) and constructs the following
equation system: 

s0 = b0 ⊕ b1 ⊕ b2
s2 = b0 ⊕ b2
s3 = b0

(7.2)

Then, {b0, b1, b2} are solved using the Gaussian elimination. Finally, S is reconstructed
as S = b0||b1||b2. Suppose that P2 is corrupted, the dealer requires P0,P1 and P3 to
provide s0, s1 and s3. The dealer repairs s2 by s2 = s0 ⊕ s1 ⊕ s3.

7.3 Proposed SW-SSS

In this scheme, a share ci does not have the same form as in the revisited XOR network
coding-based SSS (Equation 7.1). Instead, ci is the index of the bin that the XOR belongs
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to. This scheme focuses on the share generation, secret reconstruction and share repair.
Checking a corrupted participant is beyond the scope of this proposed scheme because
several existing schemes using the MAC or signature techniques can be used.

7.3.1 Share Generation

Each XOR is constructed from three different secret blocks. From m secret blocks, there

are

(
m

3

)
XORs. However, only n out of

(
m

3

)
XORs are required for n participants. The

idea to choose these n XORs as the following remark:

Remark 1. The dealer chooses each XOR such that the index sequence of the three secret
blocks is a permutation of the proper set {0, · · · ,m − 1} in an ascending order. Each
XOR itself is also sorted in an ascending order. Namely, the dealer chooses n shares for
n participants from the following XORs respectively, until the dealer has enough n XORs:

(b0 ⊕ b1 ⊕ b2), (b0 ⊕ b1 ⊕ b3), · · · , (b0 ⊕ b1 ⊕ bm−1),
(b0 ⊕ b2 ⊕ b3), (b0 ⊕ b2 ⊕ b4), · · · , (b0 ⊕ b2 ⊕ bm−1),

· · ·
(b1 ⊕ b2 ⊕ b3), (b1 ⊕ b2 ⊕ b4), · · · , (b1 ⊕ b2 ⊕ bm−1),

· · ·

Concretely, the dealer performs the ShareGen algorithm which takes m,n and S as the
inputs, and outputs n pairs of share ci and its metadata di as follows:

• ShareGen(m,n, S)→ {(c0, d0), · · · , (cn−1, dn−1)}

– Divide the secret into m blocks: S = b0|| · · · ||bm−1.
– Compute the size of a secret block: |b| = |S|/m.

– Set a value: count← 0.

– For ∀j ∈ {0, · · · ,m− 3}, ∀t ∈ {j+ 1, · · · ,m− 2} and ∀z ∈ {t+ 1, · · · ,m− 1}:
∗ Compute a XOR for each share: si ← bj ⊕ bt ⊕ bz.
∗ Find the number of ‘1’ bits in si: di ← si.count(

′1′). This is also the
metadata of the share ci.

∗ Find the share ci ← FindShare(|b|, si, di).
∗ Increase count by 1: count = count+ 1

∗ Check if (count == n− 1), then return {(c0, d0), · · · , (cn−1, dn−1)}

• FindShare(|b|, si, di) → ci: this is the sub-algorithm which is used in the ShareGen
algorithm:

– Construct a set Mi which consists of all permutations of each XOR, given |b|
and di. The elements in Mi are sorted in an ascending order.
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– Find the corresponding index of si in Mi: ci ← index(Mi, si). This is the
share.

We can observe that the share is not si but the index of si in the set Mi. The number

of elements in Mi is |Mi| =
(
|b|
di

)
. The number of bits for representing a share is at most

log2 |Mi|. The bandwidth and the storage cost can be reduced because the size of an
index is less than the size of a XOR. Thank for the SWC. The ShareGen algorithm finally
returns (c0, d0), · · · , (cn−1, dn−1). The dealer distributes {ci, di} to the participant Pi.

Example 7.3.1. Suppose that S = 10100111001110110001. S is divided into m = 5
blocks: b0 = 1010, b1 = 0111, b2 = 0011, b3 = 1011 and b4 = 0001 (|S| = 20, |bi| = 4).
Suppose that n = 8, the shares are {c0, · · · , c7}.

To construct c0, s0 = b0 ⊕ b1 ⊕ b2 = 1110 is used. Because the number of ‘1’ bits
in s0 is 3, d0 = 3. Because d0 = 3 and |bi| = 4, M0 = {0111, 1011, 1101, 1110}. The
elements in M0 are sorted in an ascending order and are indexed as {0, · · · , 3}. Because

|M0| =
(

4

3

)
= 4, at most log2 4 = 2 bits are required to represent c0 instead of 4 bits of

s0. Because the index of s0 in M0 is 3, c0 = 3decimal = 11binary. {c0, d0} are sent to the
participant P0. Similarly, {c1, · · · c7} are computed as follows.

i si di Mi ci

0 b0 ⊕ b1 ⊕ b2 = 1110 3 {0111, 1011, 1101, 1110} 3decimal = 11binary
1 b0 ⊕ b1 ⊕ b3 = 0110 2 {0011, 0101, 0110, 1001, 1010, 1100} 2decimal = 10binary
2 b0 ⊕ b1 ⊕ b4 = 1100 2 {0011, 0101, 0110, 1001, 1010, 1100} 5decimal = 101binary
3 b0 ⊕ b2 ⊕ b3 = 0010 1 {0001, 0010, 0100, 1000} 1decimal = 1binary
4 b0 ⊕ b2 ⊕ b4 = 1000 1 {0001, 0010, 0100, 1000} 3decimal = 11binary
5 b0 ⊕ b3 ⊕ b4 = 0000 0 {} 0decimal = 0binary
6 b1 ⊕ b2 ⊕ b3 = 1111 4 {1111} 0decimal = 0binary
7 b1 ⊕ b2 ⊕ b4 = 0101 2 {0011, 0101, 0110, 1001, 1010, 1100} 1decimal = 1binary.

{ci, di} are then sent to Pi where i ∈ {0, · · · 7}.

7.3.2 Secret Reconstruction

To reconstruct S, the dealer requires m participants to provide their shares (suppose
ck0 , · · · , ckm−1). These shares are chosen such that the binary matrix consisting of the
coefficient vectors of the XORs has full rank. Concretely, the dealer performs the secret
reconstruction Reconst algorithm which takes m pairs of (cki , dki) as the inputs, and
outputs m secret blocks {b0, · · · , bm−1} as follows:

• Reconst((ck0 , dk0), · · · , (ckm−1 , dkm−1))→ {b0, · · · , bm−1}:

– For ∀i ∈ {0, · · · ,m− 1}:
∗ Find the XOR for cki : ski ← FindXOR(|b|, dki , cki).
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∗ Find the indices of three operands of ski : (jki , tki , zki)← LocateIndices(m, ki).

∗ Construct a vector vki which consists of (m+1) elements: m first elements
are the binary coefficients of m secret blocks and the finally element is ski .
Namely, vki = [e0, e1, · · · , em−1, ski ] where ex ∈ {0, 1} for x = 0, · · · ,m−1.
ex = 1 when x is the index of each operand in ski (jki , tki and zki). ex = 0
elsewhere.

∗ Construct a matrix Q in which each vector vki is a row of the matrix Q:
Q← [vk0 , vk1 , · · · , vkm−1 ]T .

∗ Execute the Gaussian elimination on Q to obtain a matrix Q′.

∗ Filter m unknowns {b0, · · · , bm−1} from Q′.

∗ Reconstruct the secret by concatenating all the secret blocks: S = b0 || · · ·
|| bm−1.

• FindXOR(|b|, dki , cki) → ski : this is the sub-algorithm which is used in the Reconst
algorithm:

– Lists all permutations given |b| and dki .

– Find the XOR ski by picking the cki-th element in the set Mki .

• LocateIndices(m, ki) → {jki , tki , zki}: this is sub-algorithm which is used in the
Reconst algorithm:

– Set a value: count← −1.

– For ∀j ∈ {0, · · · ,m− 3}, ∀t ∈ {j + 1, · · · ,m− 2}, ∀z ∈ {t+ 1, · · · ,m− 1}:
∗ Increase count by 1: count = count+ 1.

∗ Check if (count == ki), then set:

· jki ← j

· tki ← t

· zki ← z

Example 7.3.2. This example follows Example 7.3.1. Suppose that {c1, c3, c5, c6, c7}
are chosen to reconstruct S because the matrix consisting of the coefficient vectors of
{s1, s3, s5, s6, s7} has full rank. Because |b| = 4 and d1 = 2, M1 = {0011, 0101, 0110, 1001,
1010, 1100}. Because the element whose index in M1 is c1 = 10binary = 2decimal is 0110,
s1 = 0110. Similarly, s3 = 0010, s5 = 0000, s6 = 1111 and s7 = 0101. A vector vki is then
constructed for each cki . Because s1 = b0⊕b1⊕b3 = 0110, (j1, t1, z1) = (0, 1, 3). Therefore,
v1 = [1, 1, 0, 1, 0, 0110]. Similarly, v3 = [1, 0, 1, 1, 0, 0010], v5 = [1, 0, 0, 1, 1, 0000], v6 =
[0, 1, 1, 1, 0, 1111] and v7 = [0, 1, 1, 0, 1, 0101]. The matrix Q is constructed as follows:

Q =


v1
v3
v5
v6
v7

 =


1, 1, 0, 1, 0,
1, 0, 1, 1, 0,
1, 0, 0, 1, 1,
0, 1, 1, 1, 0,
0, 1, 1, 0, 1,

∣∣∣∣∣∣∣∣∣∣
0110
0010
0000
1111
0101

 (7.3)
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We apply Gauss-elimination on Q to obtain Q′:

Q′ =


1, 0, 0, 0, 0,
0, 1, 0, 0, 0,
0, 0, 1, 0, 0,
0, 0, 0, 1, 0,
0, 0, 0, 0, 1,

∣∣∣∣∣∣∣∣∣∣
1010
0111
0011
1011
0001

 (7.4)

From Q′, the secret blocks are obtained as: b0 = 1010, b1 = 0111, b2 = 0011, b3 = 1011
and b4 = 0001. Finally, S is reconstructed as S = b0|| · · · ||b4.

7.3.3 Share Repair

Suppose that the participant Pcorr is corrupted. The dealer finds only three shares which
belongs to three participants to repair Pcorr. The idea to find these three shares is given
in the following remark:

Remark 2. Let scorr denote the XOR used to construct the share ccorr in Pcorr. scorr =
bjcorr ⊕ btcorr ⊕ bzcorr . We choose two integers α, β ∈ {0, · · · ,m − 1} such that α, β 6=
jcorr, tcorr, zcorr. The idea to find three shares to repair Pcorr is that:

bjcorr ⊕ btcorr ⊕ bzcorr = (bjcorr ⊕ btcorr ⊕ bα)
⊕ (bjcorr ⊕ bzcorr ⊕ bβ)
⊕ (bjcorr ⊕ bα ⊕ bβ)

The three shares which will be used to repair Pcorr is the shares that are constructed from
the XORs: (bjcorr ⊕ btcorr ⊕ bα), (bjcorr ⊕ bzcorr ⊕ bβ) and (bjcorr ⊕ bα ⊕ bβ).

Concretely, the dealer performs the ShareRepair algorithm which takes Pcorr as the
inputs, and outputs the share ccorr and the metadata dcorr of Pcorr as follows.

• ShareRepair(Pcorr)→ {ccorr, dcorr}:

– Find indices of the XOR (bjcorr ⊕ btcorr ⊕ bzcorr):

(jcorr, tcorr, zcorr)← LocateIndices(m, corr).

– Choose α, β ∈ {0, · · · ,m− 1} such that α, β 6= jcorr, tcorr, zcorr.

– Sort {jcorr, tcorr, α}, {jcorr, zcorr, β} and {jcorr, α, β} in an ascending orders. Let
{jr1 , tr1 , zr1}, {jr2 , tr2 , zr2} and {tr3 , tr3 , zr3} denote the results of these sorts,
respectively.

– Find three participants used for the repair:

∗ Pr1 ← LocateParticipant(jr1 , tr1 , zr1).

∗ Pr2 ← LocateParticipant(jr2 , tr2 , zr2).

∗ Pr3 ← LocateParticipant(jr3 , tr3 , zr3).
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– Require Pr1 ,Pr2 and Pr3 to provide {cr1 , dr1}, {cr2 , dr2} and {cr3 , dr3}, respec-
tively.

– Find the XORs (sr1 , sr2 and sr3) by picking the cr1-th, cr2-th and cr3-th element
in the set Mr1 , Mr2 and Mr3 , respectively:

∗ sr1 ← FindXOR(|b|, dr1 , cr1).

∗ sr2 ← FindXOR(|b|, dr2 , cr2).

∗ sr3 ← FindXOR(|b|, dr3 , cr3)

– Recover scorr as: scorr ← sr1 ⊕ sr2 ⊕ sr3 .

– Find the metadata dcorr by counting the number of ‘1’ bits in scorr.

– Compute the share ccorr using the FindShare sub-algorithm like the share gen-
eration algorithm.

• LocateParticipant(jri , tri , zri) → Pri : this is the sub-algorithm which is used in the
ShareRepair algorithm:

– Set a value: count = −1.

– For ∀j ∈ {0, · · · ,m− 3}, ∀t ∈ {j + 1, · · · ,m− 2}, ∀z ∈ {t+ 1, · · · ,m− 1}:
∗ Increase count by 1: count = count+ 1.

∗ Check if: (j == jri) and (t == tri) and (z == zri), then return count.

Example 7.3.3. This example follows Example 7.3.1 and Example 7.3.2. Suppose that
P4 is corrupted. {jcorr, tcorr, zcorr} = {0, 2, 4} because P4 uses b0⊕ b2⊕ b4 to construct its
share. Choose α = 1 and β = 3 because 1, 3 6= 0, 2, 4.

b0 ⊕ b2 ⊕ b4 = (b0 ⊕ b2 ⊕ b1)
⊕ (b0 ⊕ b4 ⊕ b3)
⊕ (b0 ⊕ b1 ⊕ b3)

Let {jr1 , tr1 , zr1} = {0, 1, 2}, {jr2 , tr2 , zr2} = {0, 3, 4} and {jr3 , tr3 , zr3} = {0, 1, 3}. The
participants are chosen for repairing P4 as follows:

• Given {jr1 , tr1 , zr1} = {0, 1, 2}, P0 is chosen because P0 uses (b0 ⊕ b1 ⊕ b2).

• Given {jr2 , tr2 , zr2} = {0, 3, 4}, P5 is chosen because P5 uses (b0 ⊕ b3 ⊕ b4).

• Given {jr3 , tr3 , zr3} = {0, 1, 3}, P1 is chosen because P1 uses (b0 ⊕ b1 ⊕ b3).

The participants P0,P5 and P1 are then required to provide (c0, d0), (c5, d5) and (c1, d1)
to the dealer. The XORs used for the repair are found as follows:

• Given (c0, d0) = (11, 3), the dealer finds s0 = 1110.

• Given (c5, d5) = (0, 0), the dealer finds s5 = 0000.
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• Given (c1, d1) = (10, 2), the dealer finds s1 = 0110.

The dealer computes scorr = s0⊕s5⊕s1 = 1000. Because the number of ‘1’ bits in 1000
is 1, dcorr = 1. Because dcorr = 1 and |b| = 4, Mcorr = {0001, 0010, 0100, 1000}. Because
|Mcorr| = 4, at most log2 4 = 2 bits are required to represent ccorr. The share ccorr is the
index of scorr in Mcorr, which is ccorr = 3decimal = 11binary.

7.4 Secrecy and Share Size

This section analyses two properties of our proposed SW-SSS scheme.

7.4.1 Secrecy

We firstly consider the secret reconstruction condition. Let epoch be a time step in which
the participants are checked. If a corrupted participant is detected, it will be repaired in
the epoch.

Theorem 19. The secret S can be reconstructed if in any epoch, at least m out of n
participants are healthy, and the matrix consisting of the coefficient vectors of the XORs
has full rank.

Proof. S = b0|| · · · ||bm−1. To reconstruct S, we view m secret blocks (b0, · · · , bm−1)
as m unknowns that need to be solved. To solve these unknowns, at least m shares
(ci1 , · · · , cim−1) along with their metadata (di1 , · · · , dim−1) are required to make the matrix
have full rank. 

si0 = bj0 ⊕ bt0 ⊕ bz0
si1 = bj1 ⊕ bt1 ⊕ bz1
· · ·
sim−1 = bjm−1 ⊕ btm−1 ⊕ bzm−1

(7.5)

Therefore, the number of required participants is at least m, in order to ensure that
the equation system is solvable. Theorem 19 yields to a constrain between n and m that
n > m. Because each of n shares is constructed from any three out of m secret blocks,

another constraint between n and m is that n ≤
(
m

3

)
. Therefore, m and n should be

chosen such that m < n ≤
(
m

3

)
.

The secrecy is now analysed as follows. Let H(S) be the entropy of the random vari-
able which is induced by S. Let L denote the number of participants whose shares are
collectively constructed from m secret blocks. The secrecy of the SW-SSS scheme is given
in the following theorem:

Theorem 20. The secrecy of t random variables {Ci1 , · · · , Cit} which represent any t
shares {ci0, · · · , cit−1} and t random variables {Di0, · · · , Dit−1} which represent any t
metadata {di0, · · · , dit−1} is:
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H(S|(Ci0 , Di0), · · · , (Cit−1 , Dit−1)) =


H(S), if t < L
m−t
m
H(S), if L ≤ t < m

0, if m ≤ t

(7.6)

Proof. si is the original coded sequence (the XOR) that can be uniquely determined by
the share ci and its metadata di. From the property of the conditional entropy:

H(S|(ci0 , di0), · · · , (cit−1 , dit−1)) ≤ H(S|si0 , · · · , sit−1) (7.7)

The equality holds if S is uniformly distributed. For each case of t, the secrecy is given
as follows:

• Case 1 (t < L): {si0 , · · · , sit−1} are constructed from inadequate m secret blocks
b0, · · · , bm−1. The matrix consisting of the coefficient vectors of sij does not have
full rank. Thus, H(S|si0 , · · · , sit−1) = H(S). This yields:

H(S|(Ci0 , Di0), · · · , (Cit−1 , Dit−1)) = H(S). (7.8)

• Case 2 (L ≤ t): the matrix consisting of the coefficient vectors of sij has rank t.
Thus, H(S|si0 , · · · , sit−1) = m−t

m
H(S). This yields:

H(S|(Ci0 , Di0), · · · , (Cit−1 , Dit−1)) =
m− t
m

H(S) < H(S) (7.9)

• Case 3 (m ≤ t): from (2), m−t
m
H(S) = 0. This yields:

H(S|(Ci0 , Di0), · · · , (Cit−1 , Dit−1)) = 0 (7.10)

This completes the proof.

7.4.2 Share Size

The share sizes in the previous schemes (Shamir-SSS, XOR-SSS, NC-SSS), the revisited
XOR network coding-based SSS and the SW-SSS are given as follows:

• In the previous schemes, the share size is |S| = m · |b| (ideal SSS).

• In the revisited XOR network coding-based SSS, the share size is (m+ |b|) as men-
tioned in Section 7.2.

• In the SW-SSS, the share size is at most log2

(
|b|
di

)
as mentioned in Section 7.3.1.

For ∀|b| and ∀di ∈ {0, · · · , |b|}, we have log2

(
|b|
di

)
< |b|. Thus, log2

(
|b|
di

)
= |b|

x
for a

certain x > 1. It is clear that m+ |b| > |b|
x

.
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7.5 Efficiency Analysis

Let (×) and (⊕) denote the complexity of a multiplication operation in a finite field
and the complexity of a XOR, respectively. The ⊕ operation is much faster than ×
operation (denoted by (×) � (⊕)). The efficiency comparison between the previous
schemes (Shamir-SSS [110], XOR-SSS [130], NC-SSS [132]), the revisited XOR network
coding-based SSS and the SW-SSS scheme is given in Table 7.2.

7.5.1 Storage Cost

The storage costs in the previous schemes (Shamir-SSS, XOR-SSS, NC-SSS), the revisited
XOR network coding-based SSS and the SW-SSS are given as follows:

• In the previous schemes, the storage cost is the same as the share size because each
Pi only stores a share. Namely, the storage cost is O(m|b|).

• In the revisited XOR network coding-based SSS, similar to the previous schemes,
the storage cost is the same as the share size because each Pi only stores a share.
Namely, the storage cost is O(m|b|).

• In the SW-SSS, each Pi stores the share ci (|ci| = log2

(
|b|
di

)
) and the metadata di

(|di| = log2 |b| because di ∈ [1, |b|]). Therefore, the storage cost is O(log2

(
|b|
di

)
+

log2 |b|). For ∀|b| and ∀di ∈ [0, |b|], log2

(
|b|
di

)
< |b|. Thus, log2

(
|b|
di

)
= |b|

x
for some

x > 1, and ( |b|
x

+ log2 |b|) < (|b| + m) if log2 |b| < m. This inequality holds if the
parameters are chosen such that |b| < 2m. If S is divided such that any three blocks
are different in the same number of bits (d0, · · · , dn−1 are the same), Pi does not
need to store di because it becomes a shared information. The storage cost is thus
the same as the share size.

7.5.2 Computation Cost

Share Generation. The computation costs of the share generation algorithm in the
previous schemes (Shamir-SSS, XOR-SSS, NC-SSS), the revisited XOR network coding-
based SSS and the SW-SSS are given as follows:

• In the Shamir-SSS, each share is computed from a polynomial on multiplications.
Thus, the computation cost is O(n log n)(×).

• In the XOR-SSS scheme, the computation cost is O(npn)(⊕) where np is the smallest
prime such that np ≥ n.

• In the NC-SSS, n shares are computed from a linear combination of m secret blocks.
Thus, the computation cost is O(mn)(×).
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• In the revisited XOR network coding-based SSS, the dealer also computes the shares
as in the NC-SSS. However, it uses the XOR instead of a linear combination over
field multiplications. Thus, the computation cost is O(mn)(⊕).

• In the SW-SSS, n shares are computed from the XORs of a tuple of three secret
blocks. Thus, the computation cost is O(n)(⊕).

Secret Reconstruction. The computation costs of the secret reconstruction algorithm
in previous schemes (Shamir-SSS, XOR-SSS, NC-SSS), the revisited XOR network coding-
based SSS and the SW-SSS are given as follows:

• In the Shamir-SSS, the Gaussian elimination on multiplications is applied to solve
the secret and (m− 1) coefficients. Thus, the computation cost is O(m2)(×).

• In the XOR-SSS, the dimension of the matrix used for the Gaussian elimination is
(np × np), not (m×m) where np is the smallest prime such that np ≥ n. Thus, the
computation cost is O(n2

p)(⊕).

• In the NC-SSS, the Gaussian elimination on multiplications is applied to solve m
coefficients. Thus, the computation cost is O(m2)(×).

• In the revisited XOR network coding-based SSS, the Gaussian elimination on XORs
is applied to solve m coefficients. Thus, the computation cost is O(m2)(⊕).

• In the SW-SSS, the computation cost is the same as the revisited XOR network
coding-based SSS. Namely, the computation cost is O(m2)(⊕).

Share Repair. The computation costs of the share repair algorithms in the previous
schemes (Shamir-SSS, XOR-SSS, NC-SSS), the revisited XOR network coding-based SSS
and the SW-SSS are given as follows:

• In the Shamir-SSS, the share repair is not supported. Thus, the computation cost
is N/A.

• In the XOR-SSS, the share repair is not supported. Thus, the computation cost is
N/A.

• In the NC-SSS, a corrupted share is repaired using m healthy shares using the field
linear combinations. The computation cost is O(m)(×).

• In the revisited XOR network coding-based SSS, a corrupted share is repaired using
m healthy shares using the XORs. The computation cost is O(m)(⊕).

• In the SW-SSS, a new share is computed from three healthy shares. Thus, the
computation cost is O(1).
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7.5.3 Communication Cost

Share Generation. During the share generation, the dealer distributes n share to n
participants. The communication costs in the previous schemes (Shamir-SSS, XOR-SSS,
NC-SSS), the revisited XOR network coding-based SSS and the SW-SSS are given as
follows:

• In the previous schemes, the cost is O(nm|b|) because the share size is m|b|.

• In the revisited XOR network coding-based SSS, the cost is O(n(m+ |b|)) because
the share size is (m+ |b|).

• In the SW-SSS, the cost is O(n( |b|
x

+ log2 |b|)) because the size of a share and its

metadata is ( |b|
x

+ log2 |b|).

Secret Reconstruction. In the previous schemes (Shamir-SSS, XOR-SSS, NC-SSS),
the revisited XOR network coding-based SSS and the SW-SSS, during the secret recon-
struction, m participants are required to provide their shares to the dealer. The commu-
nication cost in each scheme is thus m times the storage cost of that scheme. Concretely:

• In the previous schemes, the communication cost is O(m2|b|).

• In the revisited XOR network coding-based SSS, the communication cost isO(m(m+
|b|)).

• In the SW-SSS, the communication cost is O(m( |b|
x

+ log2 |b|)).

Share Repair. The communication costs of the share repair in the previous schemes
(Shamir-SSS, XOR-SSS, NC-SSS), the revisited XOR network coding-based SSS and the
SW-SSS are given as follows:

• In the Shamir-SSS, the share repair is not supported. Thus, the communication
cost is N/A.

• In the XOR-SSS, the share repair is not supported. Thus, the communication cost
is N/A.

• In the NC-SSS, m healthy participants are required to provide their shares to the
dealer for the share repair. The size of a share is m|b|. Thus, the communication
cost is O(m2|b|).

• In the revisited XOR network coding-based SSS, m healthy participants are required
to provide their shares to the dealer for the share repair. The size of a share is
(m+ |b|). Thus, the communication cost is O(m(m+ |b|)).

• In the SW-SSS, only three healthy shares are required for the share repair. The
size of a share and its metadata is ( |b|

x
+ log2 |b|). Thus, the communication cost is

O( |b|
x

+ log2 |b|).
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7.6 Implementation

7.6.1 Speeding up the FindShare algorithm

To find the share ci, we need to use the FindShare algorithm in which we construct a list Mi

consisting of all permutations and then find the index of the XOR si in Mi. For example,
in the example of the share generation, the XOR s0 = 1110, the metadata d0 = 3, the
secret size is |b| = 4. To find c0, we construct M0 = {0111, 1011, 1101, 1110} and then
find the index of s0 in M0, which is 3. Then, c0 = 3.

In our implementation, we use another way to find ci given si, di, |b| without the need
to construct Mi. We describe it in the FindShare New algorithm which takes (|b|, di, si) as
the inputs and outputs ci as follows:

• FindShare New(|b|, di, si)→ ci:

– Set a value res← 0.

– Set a value mask as the bits shifted to the left by (|b| − 1) places: mask =
1 << (|b| − 1).

– For ∀l ∈ {|b|, · · · , 1}:
∗ Check if the bitwise and operation between si and mask is not 0, then:

· Update res by: res = res+ gmpy2.Combination(l − 1, di).

· Decrease di by 1: di = di − 1

∗ Shift mask to the right by 1 place: mask >>= 1

∗ Decrease l by 1: l = l − 1

– Return res

In the implementation, we use the gmpy2 library embedded in Python to compute a
combination operation as mentioned later in Section 7.6.3. This algorithm is O(n) where
n is the number of bits (and not the length of the list).

7.6.2 Speeding up the FindXOR algorithm

To find the XOR si, we need to use the FindXOR algorithm in which we construct a
list Mi consisting of all permutations and then map the share ci (which also means the
index) in Mi. For example, in the example of the secret reconstruction, the share c1 =
2, the metadata d1 = 2, the secret size is |b| = 4. To find c1, we construct M1 =
{0011, 0101, 0110, 1001, 1010, 1100} and then find the element whose index in M1 is 2,
which is 0110. Then, s1 = 0110.

In our implementation, we use another way to find si given ci, di, |b| without the need
to construct Mi. We describe it in the FindXOR New algorithm. The key idea of this
algorithm is introduced as follows. Let Z denote the number of ‘1’ bits (which is di),
and let N denote the number of ‘0’ bits (which is |b| − di). We know that the number of
permutations starting with ‘0’ is equal to the number of permutations of (N − 1) ‘0’s and
Z ‘1’s, let’s call it K.
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• If ci > K, the permutation starts with ‘1’, ci remains the same.

• If ci <= K, the permutation starts with ‘0’, remove K from ci.

Fix the first bit and loop this process with ci = ci −K and the correct number of ‘0’s
and ‘1’s. This algorithm is also O(n) where n is the number of bits (and not the length
of the list).

Concretely, the FindXOR New algorithm takes (|b|, di, ci) as the inputs, and outputs si
as follows:

• FindXOR New(|b|, di, ci)→ si:

– Set Z = di which is the number of ‘1’ bits.

– Set N = |b| − Z which is the number of ‘0’ bits.

– Construct a list lst = [0...01...1] which consists of N ‘0’ bits and Z ‘1’ bits.

– Set l← lst

– Set result as an empty string

– For i ∈ {0, · · · , len(lst)}:
∗ Compute K as a combination between the length of l and Z: K =(

len(l)− 1

Z

)
.

∗ Check if (ci < K), then:

· Pad a ‘0’ bit in the final position of result.

· Remove a ‘0’ bit in l.

∗ Else:

· Pad a ‘1’ bit in the final position of result.

· Remove a ‘1’ bit in l.

· Decrease Z by 1: Z = Z − 1.

· Update ci = ci −K
∗ Decrease i by 1: i = i− 1

– Pad the first element of l to result: result+ = l[0].

– Return result.
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7.6.3 Performance Evaluation
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Figure 7.2: Computation performance of the SW-SSS scheme

We show the implementation of the SW-SSS scheme to prove that is is applicable to a
real system. The program that is written by Python 2.7.3 is executed using a computer
with Intel Core i5, 2.40 GHz, 4 GB of RAM, Win 7 64-bit OS. The gmpy2 library is used.
Each result is the average of 100 runs. The parameters m and n are set as follows:

• Each secret block, bi, is set to be 210 bits.

• The number of participants, n, is set to be n = m+ 1.

The simulation results in Figure 7.2 are observed with three sets of the computation
performance: ShareGen, Reconst, and ShareRepair by varying the number of secret blocks,
m. The graphs reveal that the computation time of the ShareRepair algorithm is almost
constant and is independent on m. The computation time of the ShareGen and Reconst
algorithms linearly increases with m. The average slopes of increment in the ShareGen
and Reconst algorithms are 0.004 and 0.012, respectively. From these results, if the secret
size, |S|, is 226 bits (m = 65, 500), which is almost an upper bound of the size of a
secret (e.g., secret key, digital signature), the computation time of the ShareGen, Reconst
and ShareRepair algorithms is merely 374.72 seconds (6 minutes), 905.28 seconds (15.1
minutes) and 0.031 seconds, respectively.

160



7.7. SUMMARY

7.7 Summary

In this chapter, we firstly revisit the XOR-based NC and then apply it for the SSS in order
to support the share repair, in order to obtain the arbitrary parameters, and in order to
reduce the share size. This chapter then proposes the main SSS to optimize the share
size, named the SW-SSS. The key idea is based on the binning idea of the SWC, which
is commonly used in data compression in a network. The security analysis is provided
based on the entropy theory. The efficiency analysis is discussed based on the complexity
theory. The simulation results of the SW-SSS scheme reveal that it is applicable to a real
SSS system. Future research is required to investigate the implementation of the previous
schemes.
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Chapter 8

Conclusion and Future works

This chapter concludes our thesis by summing up what have been done and what contri-
butions were achieved. At the end of this chapter, we discuss some limits of the study
and point out suggestions for future research.

8.1 Conclusion

In this thesis, we propose three schemes as follows:

• MD-POR: this is our main proposed POR which has the following contributions:

– Direct repair : If a corrupted server is detected, the healthy servers will send
their coded blocks directly to the new server without sending them back to the
clients. The new server can verify the provided coded blocks and can compute
the new coded blocks for itself without burdening the clients.

– Multi-client : Multiple clients who own different secret keys can participate in
the system. Their data are mixed together without losing the data confiden-
tiality of individual clients.

– Symmetric key setting : The scheme is constructed using symmetric key setting
for the efficiency.

– Public authentication: Not only the client but also any entity who has a given
information can check the cloud servers while learning nothing about the secret
key of each client. We employ a TPA on behalf of the clients to check the servers
periodically.

• DD-POR: This scheme is an improvement of the MD-POR scheme to support dy-
namic operations unlike the MD-POR scheme. This means that the client not only
can read the data but also can modify, insert, and delete the data. However, the
DD-POR scheme is only a partial improvement of the MD-POR scheme because
in this DD-POR scheme, we can only deal with a single client instead of multiple
clients as the MD-POR scheme. Furthermore, the DD-POR does not deal with
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the public authentication as the MD-POR scheme. Namely, the DD-POR has the
following contributions:

– Direct repair: like the MD-POR scheme, when a server is corrupted, the healthy
servers will provide their coded blocks and tags directly to the new server
without sending them back to the client. Then, the new server can check
them, and can compute the new coded blocks and the tags for itself.

– Dynamic operations: unlike the MD-POR the client not only can check and
retrieve the data, but also can modify, insert and delete the data.

– Symmetric key setting: The scheme is constructed using symmetric key setting
for the efficiency.

• ND-POR: This scheme has been proposed in which the network coding and the
dispersal coding technique are combined in order to:

– Reduce the costs of two important phases: the check phase and the repair
phase.

– Prevent replay attack, pollution attack and large corruption and specially, small
corruption attack.

In future work, we focus on how to support direct repair (the MD-POR and DD-
POR schemes). The repair phase has not been optimized because the healthy servers
need to provide the aggregated coded blocks to the client, then the client computes
the new coded blocks and stores them on the new server. A new mechanism can be
considered in which the healthy servers send their coded blocks directly to the new
server without sending back to the client. This mechanism can reduce the burden
for the client and also reduce the communication. To support this mechanism, a
signature scheme can be employed such as [84, 103] that allows the new server to
verify the coded blocks provided from the healthy servers instead of the client, and
to construct the new coded blocks by itself.

• SW-SSS: we firstly revisit the XOR network coding and apply it to the SSS. The
revisited XOR network coding-based SSS has the following four advantages:

– The shares are constructed using the XOR for fast computation.

– The parameters (m,n) can be chosen arbitrarily.

– The direct share repair is supported.

– The size of a share is smaller than the size of the secret.

We then show that the SWC, which is used to compress a data stream in a network,
can be also applied for SSS to reduce the share size of the revisited XOR network
coding-based SSS. In other words, the SW-SSS improves the fourth advantage and
still satisfies the first three advantages of the revisited XOR network coding-based
SSS.
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8.2 Future work

The research in this thesis has several future works:

1. Improve the DD-POR scheme to multiple clients and public authentication: As
mentioned in the contribution chapter, the DD-POR scheme is an improvement
of the MD-POR scheme such that the DD-POR scheme can support the dynamic
operations (which means that the client can modify, insert and delete his/her data
stored in the server) while the MD-POR cannot. However, the DD-POR scheme is
only a partial improvement of the MD-POR scheme because the DD-POR scheme
only supports a single client instead of multiple client like the MD-POR scheme,
and because the DD-POR scheme does not meet the public authentication feature.

2. Implement the DD-POR scheme: this is because the efficiency of the DD-POR
scheme is only analysed using the complexity theory without an implementation.

3. Implement the previous schemes which are used to compare with the MD-POR and
SW-SSS schemes.
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Appendix A

Appendix

A.1 The Algorithms of the SW-SSS Scheme

A.1.1 Share Generation

Algorithm 1 ShareGen
Input: m,n, S
Output: {c0, d0}, · · · , {cn−1, dn−1}
1: S = b0|| · · · ||bm−1
2: |b| = |S|/m
3: count← 0
4: for j ← 0 to m− 3 do
5: for t← j + 1 to m− 2 do
6: for z ← t+ 1 to m− 1 do
7: si ← bj ⊕ bt ⊕ bz
8: di ← si.count(

′1′)
9: ci ← FindShare(|b|, si, di)
10: count+ +
11: if (count == n− 1) then
12: return {c0, d0}, · · · , {cn−1, dn−1}
13: end if
14: end for
15: end for
16: end for
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Algorithm 2 FindShare

Input: |b|, si, di
Output: ci

1: Mi ← list permutation(|b|, di)
2: ci ← index(Mi, si)
3: return ci

A.1.2 Secret Reconstruction

Algorithm 3 Reconst

Input: {ck0 , dk0}, · · · , {ckm−1 , dkm−1}
Output: {b0, · · · , bm−1}
1: for i← 0 to m− 1 do
2: ski ← FindXOR(|b|, dki , cki)
3: jki , tki , zki ← LocateIndices(m, ki)
4: vki ← [ ]
5: for x← 0 to m− 1 do
6: if (x == jki) or (x == tki) or (x == zki) then
7: vki [x]← 1
8: elsevki [x]← 0
9: vki [m]← ski
10: end if
11: end for
12: end for
13: Q← [vk0 , vk1 , · · · , vkm−1 ]T

14: Q′ ← GaussEliminate(Q)
15: {b0, · · · , bm−1} ← filter(Q′)
16: S ← b0|| · · · ||bm−1
17: return S

Algorithm 4 FindXOR

Input: |b|, dki , cki
Output: ski
1: Mki ← list permutation(|b|, dki)
2: ski ←Mki [cki ]
3: return ski
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Algorithm 5 LocateIndices
Input: m, ki
Output: jki , tki , zki
1: count← −1
2: for j ← 0 to m− 3 do
3: for t← j + 1 to m− 2 do
4: for z ← t+ 1 to m− 1 do
5: count+ +
6: if (count == ki) then
7: jki ← j
8: tki ← t
9: zki ← z
10: end if
11: end for
12: end for
13: end for
14: return jki , tki , zki

A.1.3 Share Repair

Algorithm 6 ShareRepair
Input: Pcorr
Output: ccorr, dcorr

1: jcorr, tcorr, zcorr ← LocateIndices(m, corr)
2: Choose α, β ∈ {0, · · · ,m− 1} such that α, β 6= jcorr, tcorr, zcorr
3: {jr1 , tr1 , zr1} ← AscendingSort(jcorr, tcorr, α)
4: {jr2 , tr2 , zr2} ← AscendingSort(jcorr, zcorr, β)
5: {jr3 , tr3 , zr3} ← AscendingSort(jcorr, α, β)
6: Pr1 ← LocateParticipant(jr1 , tr1 , zr1)
7: Pr2 ← LocateParticipant(jr2 , tr2 , zr2)
8: Pr3 ← LocateParticipant(jr3 , tr3 , zr3)
9: Pr1 ,Pr2 ,Pr3 are required to provide {cr1 , dr1}, {cr2 , dr2}, {cr3 , dr3} to the dealer
10: sr1 ← FindXOR(|b|, dr1 , cr1)
11: sr2 ← FindXOR(|b|, dr2 , cr2)
12: sr3 ← FindXOR(|b|, dr3 , cr3)
13: scorr ← sr1 ⊕ sr2 ⊕ sr3
14: dcorr ← scorr.count(

′1′)
15: ccorr ← FindShare(|b|, scorr, dcorr)
16: return {ccorr, dcorr}
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Algorithm 7 LocateParticipant
Input: jri , tri , zri
Output: Pri
1: count← −1
2: for j ← 0 to m− 3 do
3: for t← j + 1 to m− 2 do
4: for z ← t+ 1 to m− 1 do
5: count+ +
6: if (j == jri) and (t == tri) and (z == zri) then
7: return count
8: end if
9: end for
10: end for
11: end for
12: return count

A.1.4 Speeded Up Algorithms

Algorithm 8 FindShare New

Input: |b|, di, si
Output: ci

1: res = 0
2: mask = 1 << (|b| − 1)
3: for l← |b| to 1 do
4: if si&mask then
5: res = res+ gmpy2.Combination(l − 1, di)
6: di = di − 1
7: end if
8: mask >>= 1
9: l = l − 1
10: end for
11: return res

183



Algorithm 9 FindXOR New

Input: |b|, di, ci
Output: si

1: Z = di // number of ‘1’ bits
2: N = |b| − Z // number of ‘0’ bits
3: lst = [0...01...1] //list consisting of N ‘0’ bits and Z ‘1’ bits
4: l = lst
5: result =′′// empty string
6: for i← 0 to len(lst) do
7: K = gmpy2.Combination(len(l)− 1, Z)
8: if ci < K then
9: result+ =′ 0′

10: l.remove(′0′)
11: else
12: result+ =′ 1′

13: l.remove(′1′)
14: Z− = 1
15: ci = ci −K
16: end if
17: i = i− 1
18: end for
19: result+ = l[0]
20: return result
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