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Abstract 

 
The development in digital technologies has facilitated speech signal to be reduplicated and edited at high fidelity. 

Although many applications benefit from these developments, new social issues related to malicious attacks and 

unauthorized tampering to speech have arisen. For example, by using advanced speech analysis/synthesis tools, ordinary 

people are capable to produce high naturalness of tampered speech without leaving perceptual clues. Since these tools 

enable the speech to be tampered in a much easier and credible way, it is becoming difficult to confirm the originality of 

speech signal. As an important information carrier, the originality of speech signals should be strictly confirmed. To avoid 

the unauthorized tampering as well as the negative influence that they may cause, it is necessary to conduct relevant 

research about speech protection and tampering detection to protect speech signal.  

Information hiding technique which can hide or embed digital data such as copyright notice or serial number in the 

original speech signal has been considered as an effective solution for the above issues. The embedded digital data is 

generally referred as watermarks, and this kind of information hiding methods is specified as watermarking methods. To be 

effective, watermarking methods should satisfy several requirements: (1) inaudibility to human auditory system, (2) 

blindness for watermark extraction, (3) robustness against allowable speech processing and common attacks, and (4) 

fragility against tampering. The first three requirements are required for general watermarking methods, and the last one is 

an additional requirement when watermarking methods are used for tampering detection. However, it is proven to be 

difficult for watermarking methods to satisfy all these requirements simultaneously. Our research aim is to solve the 

problem of unauthorized tampering with information hiding and watermarking methods. The first target is to realize a 

general watermarking method that can satisfy all the first three requirements. After that, this watermarking method will be 

applied to other applications, such as tampering detection by exploring the fragility, and hybrid watermarking.  

Since human auditory system is usually not sensitive to tiny changes of speech parameters, watermarks are possible to be 

inaudibly embedded by subtly modifying speech parameters. According to the source-filter model, the linear prediction (LP) 

coefficients can provide accurate estimation of formants. The line spectral frequencies (LSFs), as substitute parameters of 

LP coefficients, can not only represent the formants but also have several excellent properties: (i) they are less sensitive to 

noise and (ii) the influences caused by the deviation of LSFs can be limited to the local spectral, thus the distortion 

introduced by LSFs deviation in both spectral and sound quality can be minimized. In addition, since LSFs are universal 

features in different speech codecs, if watermarks are embedded into LSFs, they are possible to survive from the 

encoding/decoding process. Therefore, embedding watermarks into LSFs also enables the watermarking method to be 

robust against difficult speech codecs.  

Since LSFs can directly represent the formants, the modifications to LSFs made by watermark embedding can be 

physically considered as make tuning to the formants of speech signal. Therefore, our main concept for watermarking is 

formant tuning. Based on this concept, we propose two watermarking schemes. One is watermarking based on quantizing 

LSFs with quantization index modulation (QIM) (LSFs-QIM based watermarking). In this method, different watermarks 

are embedded into the LSFs of speech signal with different quantization steps. In the watermarking extraction process, 

watermarks are blindly extracted by re-quantizing the LSFs obtained from the watermarked signal with the same 

quantization steps. However, it is found that, since the QIM based modifications to LSFs are quite unintentional, the 

original formant structure of speech signal is easily disrupted, which will degrade the sound quality of speech signal. 

Moreover, the performance of this method is characterized by the quantization step, i.e., small quantization step is benefit 

for good sound quality of watermarked signal but strong robustness cannot be obtained, and vice versa. Therefore, it is 

difficult for this method to get a trade-off between inaudibility and robustness. 
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As to overcome these drawbacks, the original formant structure of speech signal should be considered for better 

performance. As we have found, in the field of speech synthesis, formant which is a crucial acoustic feature for speech 

perception, can be enhanced to improve the quality and intelligibility of speech when the speech is impaired by 

environmental noise or other reasons. Since formant can be enhanced to improve the speech quality, and such modifications 

do not cause perceptual distortion to the original speech, watermarking based on formant enhancement is possible to be 

inaudible to human auditory system. Based on this concept, we propose another watermarking scheme, i.e., watermarking 

based on formant enhancement (formant-enhancement based watermarking). In this method, different watermarks are 

embedded by enhancing different formants: ``0'' is embedded by enhancing the sharpest formant and ``1'' is embedded by 

enhancing the second sharpest formants, after which different bandwidth relationships between the sharpest and the second 

sharpest formants are established. These different bandwidth relationships can be used to blindly extract watermarks in the 

extraction process. 

We evaluate the proposed two watermarking methods with respect to inaudibility and robustness (both methods are 

blind). For the LSFs-QIM based watermarking, the performance of inaudibility and robustness are evaluated with different 

quantization steps. The results from inaudibility evaluation reveal that the proposed method can satisfy inaudibility when 

quantization steps are small. The results from robustness evaluation suggest that the proposed method has good bit 

detection rate for normal extraction and some of general speech processing. However, the weak robustness of this method 

against speech codecs, down-sampling, and low-bit quantization has greatly restricted its effectiveness. For the formant 

enhancement based watermarking, evaluations are carried out for both this method and other watermarking methods to 

make a comparison study. The LP order and the modification level for the formant enhancement based method are well 

examined for achieving good performance in inaudibility and robustness. Based on the evaluation results, watermark 

embedding through formant enhancement does not cause severe degradation to the original speech quality, and the 

watermark extraction by identifying bandwidth relationship is able to tolerate slight distortions of frequency components 

caused by other processing. Therefore, the formant enhancement based method can satisfy the requirements of inaudibility, 

blindness, and robustness, especially the robustness against speech codecs. 

Since the formant enhancement based method can satisfy the three basic requirements for watermarking, we apply it to 

tampering detection scheme of speech signal. Ideally, if the watermarking method can satisfy fragility, tampering can be 

detected with the mismatched bits between embedded watermarks and the extracted watermarks. The tampering detection 

ability of the proposed scheme is evaluated against several kinds of tampering. The embedding bit rate of watermarks is 4 

bps, each embedded bit is able to account for 0.25 s speech segment when locating the tampering. The evaluation results 

show that when tampering has been made to the watermarked speech, watermarks in the tampered segment will be 

destroyed. Therefore, the proposed scheme is fragile against tampering, and it has the ability to detect tampering as well as 

checking the originality of speech signals. The formant enhancement based watermarking is also applied to hybrid 

watermarking method, where the formant enhancement based watermarking and cochlear delay based watermarking are 

combined together. The evaluation results suggest that the robustness of hybrid method can be improved compared with 

each single method, since the disadvantage of one watermarking method can be concealed by the other watermarking 

method.  

Based on these results, we conclude that the formant enhancement based method can satisfy the first three requirements 

for general watermarking. It can also satisfy fragility when used for tampering detection. Therefore, it has the ability to 

solve the problems of speech tampering. 

 

Keywords: Information hiding, speech watermarking, formant enhancement, tampering detection, hybrid watermarking 
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Chapter 1

Introduction

The development in digital technologies has significantly impacted the way of human life

from communications to social interaction. Benefit from digital technologies, digital mul-

timedia such as digital video, image, audio, and speech can be transmitted universally,

and people can access to these massive information in a faster way that cannot be achieved

prior to digital technologies. Digital signals offer several advantages over the analog sig-

nals. For example, they are in good qualities, easy for storage, and suitable for computing

and processing. The modification to digital signal can be operated to the exact location

of the whole signal, and a copy of digital signal is exactly the same as the original one.

Moreover, digital signals are easily to transmit over the internet and telecommunication

systems.

However, since digital technologies also enable digital signals to be delivered in a de-

tached manner crossing time and distances, unforeseen operations associated with content

replacement and cropping can be performed when the signals are transmitted. It is known

that the digital signals which contain invaluable importance have been widely used for

many important occasions, the security for the digital signal has become a tremendously

important issue to deal with. To avoid these unauthorized tampering as well as the nega-

tive influence that they may cause, the research towards to valid the originality of digital

signals should be conducted.

In previous research, the protection of digital signals mainly focus on video, audio,
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and images which contains commercial values. Currently, as speech signals have been

widely used in our daily life, such as mobile and Voice over Internet Protocol (VoIP)

communication, digital forensics, and commercial activities, the protection of speech signal

has drawn much attention. This work focuses on the protection of speech signal.

1.1 Speech applications and speech protection

1.1.1 Applications of speech signals

Speech is a tool by means of which people can communicate with others to express his/her

feelings, emotions, and willingness. In a face to face communication case, there is no

doubt that what the listeners hear is what the speakers want to express. With the recent

development in the Internet and digital technologies, people can easily record the speech

contents (what the speakers say) with modern electronic devices such as a tape recorder

and a voice taper. This is a quite powerful way to enable people who have missed a

valuable meeting or significant occasions to keep track of what has happened. Apart

from these, recorded speech materials can also be found in the following applications

such as VoIP communications [1], digital forensics [2], government activities, commercial

investigation, where the originality of the speech is extremely important.

• VoIP communications: VoIP refers to making phone calls over the IP network [3, 4].

The technique of VoIP is becoming increasingly popular since people are enabled to

make telephone calls at reduced expenses because phones are made over the Internet

rather than company’s network, just like the email systems. VoIP is available on

phones, computers, and other devices. VoIP is not only a way to transport data,

but also a foundation for more enriched multimedia communications applications

with speech and video. For most business applications, the VoIP calls are managed

with private networks so that the information security can be ensured. For common

customs, since the VoIP calls connect directly to the Internet, attackers can stole

the speech data, record conversations, or spy on the calls. Therefore, there exists
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a potential threat that the captured speech data may be misused for crime issues.

Motivated by this, effective measures should be used to protect the speech data

transmitted via VoIP communication.

• In digital forensics, speech signals are usually employed as a kind of digital evidence

[5, 6]. The speech evidences may record the criminal activities or the interroga-

tion (also called questioning or interpellation) of the suspects and victims. These

evidences need to be recovered from electronic/digital devices and then submitted

to the court to support or oppose a hypothesis. Since the judicial proceedings is

largely based on these evidences, the integrity and originally of digital speech ev-

idence should be strictly confirmed. If there is tampering motived by malicious

intends that try to mislead the listeners, such as cutting or adding some key word

in the speech sentences, or transform the individuality of speaker to that of another

speaker, unfair results will come out and people will question the fairness of the

court and lose the confidence of social justice.

• For the government activities, every element of the government officers’ statement

greatly affects the society and the human life. If the speech recordings involving

official secrets are stolen and attacked, such as content concatenation or replacement,

once the modified speech recordings are released publicly, unforeseen effect will be

brought [7]. It is tough for the government to address the issue and bring it under

control.

• Commercial investigation: forensics may be used in the private section, such as

business and intrusion investigations [8, 9]. In a corporation, confidentialities such

as negotiation, board meeting, and economic decision are usually recorded for emer-

gency needs and treated with extraordinary secrecy. Once the speech data is the

tampered illegally, it may cause serious economic losses.
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1.1.2 Protection of speech signals

Undoubtedly, the speech signal contains increasing values. As we can imagine, with the

ease of high-quality tampering, speech signal has become vulnerable and difficult to trust.

Although we are not sure whether unauthorized tampering to speech has caused serious

problems or not, this is indeed a potential threat that we should consider. Investigation

about whether the speech has been tampered since its creation should be carried out.

This research is aiming to validate the originality of speech. Two main issues involved in

whether the speech is original and whether the speech has been tampered with since it

was created should be considered to protect speech signal.

1.2 Speech protection based on cryptography

Motivated by speech security problem, many solutions have been proposed. There are

generally two categories to prevent the speech signals from being tampered, i.e., active

method and passive method. The cryptography [10], as an active method, can date back

to the widespread of electronic communications when electronic security is becoming

important. It is generally believed that the cryptography realizes a secure transmission

over the untruthful medium. Secure transmission indicates that the speech signal (in a

particular unreadable format) sent from the sender side cannot be accessed or altered by

the third party, and only the legal recipient at the receiver side will be provided with

a key to decrypt the speech. Cryptography, therefore, can prevent speech signals from

being tampered by setting up a secure transmission from the sender side to the receiver

side. Two main processes involved in cryptography are (1) encryption which transforms

the data into the unreadable format and (2) decryption which restores the unreadable file

to its original format. A secure transmission provided by cryptography generally relates

to three requirements including (i) authentication, (ii) privacy, and (iii) integrity [11]:

(i) Authentication: refers to prove and guarantee the identity, i.e. speech signal is not

sent by an impostor instead of the specific sender.

(ii) Privacy: concerns with ensuring that any attackers cannot access the transmitted
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Figure 1.1: Block diagrams of (a) secret-key based cryptography scheme and (b) public-

key based cryptography scheme, where “Plaintext” is the original signal and “Ciphertext”

is the encrypted signal.

speech except the intended receiver.

(iii) Integrity: indicates that the received speech has not been altered prior to receiver

in any way from the original.

Three typical cryptography schemes have been designed when accomplish these re-

quirements. These are secret-key (symmetric-key) scheme, public-key (asymmetric-key)

scheme, and hash function based scheme. In the secret-key (symmetric-key) scheme, both

the sender and receiver use the same single key to encrypt and decrypt the digital sig-

nal. In the public-key (asymmetric-key) scheme, two keys are required: the public key is
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usually known to everybody and the private key is only known to the indented receiver.

These two keys are generated in a way that it is impossible to work out the private key

based on the public key. The block diagram of these two schemes are illustrated in Fig.

1.1. In the hash function based scheme, an unrecoverable mathematical operations is

used to encrypt the signal. The hash algorithms are typically used to ensure that the

transmitted signal has not been altered [12, 13].

Benefit from the advance in modern computer, cryptography has become available to

everyone for producing the encrypted signal with a complexity that most powerful attack

algorithms cannot workout in million years. As an effective security tool, cryptography

can meet most of the secure interests in telecommunication, Internet, and confidential

message, by preventing them from unauthorized access. However, since the key in cryp-

tography attaches great importance to the security of the whole system, if the decryption

key is captured by illegal user, or if the system that used to encrypt the signal is intruded

by hackers, cryptography cannot protect the signals anymore. Besides, it is also impor-

tant to note that although cryptography can ensure the secure transmission of signal,

it never examines the signal itself that being protected [10]. That is to say once the

decrypted signal is edited or distributed, cryptography cannot (1) protect the decrypted

signal against attacks or (2) provide any information to track the signal for its originality.

This indicates that cryptography cannot be used to address the tampering issues in the

form of decrypted signal. Therefore, more suitable methods should be used to address

the tampering issues in speech for originality accounts.

1.3 Data hiding technique and digital watermarking

1.3.1 Overview of information hiding

As a complement technique to cryptography, information hiding technique [14, 15] has

been proposed as a passive method. As indicated by the name, this technique hides or em-

beds additional information (e.g., digital data/ message, serial number, and identification

6



marks) in the digital signals [16, 17]. Compared with cryptography, information hiding

technique concentrates on hiding information for particular purposes other than securing

the communications [18]. Since information hiding just add additional information to the

digital data, it does not prevent the data from being accessed and used.

Two main branches in information hiding can be found in literature, one is steganogra-

phy [19] and the other is digital watermarking [20, 21]. Steganography refers to embedding

confidential information such as message, image, or video, within another digital signal

(cover signal) without attracting suspicion. Digital watermarking is an art of embed-

ding digital information (e.g. copyright notice or serial number) into the digital signal,

mainly for protection purpose. The embedded data is generally referred as watermarks.

Both steganography and watermarking take advantages of the redundant components in

digital signal to hiding data. In particular, steganography concentrates on hiding the

existence of the embedded information from being discovered by the third party during

communication, while watermarking aims to protect the digital signal with the embedded

information. Therefore, watermarking can be used for digital signal protection. Com-

pared with cryptography, watermarking does not prevent the users from listening to and

using the signal. Moreover, since watermarks are directly embedded within the signal, the

embedded information can permanently exist and is difficult to be removed. Therefore,

watermarking enables signal to be protected in a more suitable and durable way.

Digital watermarking can provide effective protection of digital signals by preventing

them from being unauthorized tamper or identifying the tampering. The hidden water-

marks usually under a low energy level so that they won’t distort the perceptual quality

of these signals. The basic watermarking scheme including watermark embedding and ex-

traction processes are illustrated in Fig. 1.2, where the signal with or without watermarks

is referred as watermarked signal and original signal, respectively.

Watermarking was originally motivated when signal which contain commercial values

became available in the digital form [20, 21, 22]. In general, the copy of digital signal is

completely the same as the original one, watermarking has great concern to music, man-

ufacturers, and publishing companies since unauthorized copies usually lead to great loss.
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Figure 1.2: Block diagram of (a) watermark embedding and (b) watermark extraction.

In the past few decades, digital watermarking has been found in many applications, such

as copyright protection [23, 24], authentication, broadcast monitoring, digital forensics,

secure communication, crime investigation, and so on. The details about watermarking

will be introduced in the following section.

1.3.2 Digital watermarking for audio

Watermarking technique was originally applied to image and video protection. While

as it is getting mature, more attention has been paid to the extensively used audio and

speech [25, 26]. To be effective, audio/speech watermarking should satisfy several basic

requirements of (a) inaudibility: the embedding of watermarks should not degrade the

sound quality of signal for its applications; (b) robustness: allowable processing and

common attacks to watermarked signal (e.g., re-sampling and re-quantization) should not

destroy the embedded watermarks; (c) blindness: watermarks should be detected without

referring to any information of the original signal [27, 28]. The importance of a particular

requirement may vary among different applications. For copyright protection of audio

signals, watermarks are embedded within the digital products in form of serial numbers

or identification code for several purposes such as recording the copyright ownership,

tracing the distributions, and identifying the producers, etc. In this case, inaudibility

and robustness are controlled as the top priority, since inaudibility keeps the commercial

value of the audio product intact and robustness guarantees a reliable extraction of the

copyright information after the distribution process. However, since inaudibility and
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robustness conflict with each other, watermarking that can satisfy both inaudibility and

robustness are difficult to be realized.

In previous works, numerous watermarking techniques related to image and video

have been studied rigorously [29, 30]. Digital watermarking for audio, however, is more

challenging since the human auditory system (HAS) is more sensitive in comparison with

human visual system (HVS) due to its wide dynamic range. Nonetheless, many relatively

successful watermarking algorithms regarding to audio signals have been proposed and

applied in some real situations effectively. Many principles that used in image and video

watermarking have been inherited to accommodate audio watermarking. These methods

can be divided into several categories.

• Watermarking in time domain. The time-domain methods, such as the least sig-

nificant bit-replacement (LSB) [31] method took advantage that human was not

sensitive to slight modification to the insignificant bits to realize inaudibility. The

echo-hiding based methods [32, 33] utilized mask effect in time domain to achieve

inaudibility. Most conventional echo hiding methods had the problem concerning

the robustness against malicious attacks and security, and the time-spread echo [34]

method was then proposed to solve these problems. However, most of the time-

domain methods were prone to be not robust.

• Watermarking in transform domain. Another type of methods were implemented

in the transform domain for stronger robustness. One typical class of watermarking

methods employed the spectrum modulation technique, such as the secure (tamper-

resistant) spread spectrum [35], improved spread spectrum (ISS) [36, 37], direct

spread spectrum (DSS) [38], and robust spread-spectrum [39, 40]. This kind of

watermarking was well known for its robustness since the watermark information

was spread over a wide frequency, so it was difficult to destroy or remove it without

causing distortion to the original signal. However, inaudibility of these methods

could not be always satisfied.

• Watermarking based on human auditory system (HAS). Since the HAS [41] is more
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sensitive than human visual system (HVS), more watermarking methods tended

to exploit the properties of the HAS and applied such knowledge to obtain better

performance. In these methods, watermarks were embedded into the perceptu-

ally inaudible components while leaving the sensitive components intact to realize

inaudibility. For example, Fallahpour and Megas [42] proposed an audio watermark-

ing method in the logarithm domain by utilizing the property of absolute hearing

threshold. Swanson et al. [43] suggested to embed copyright protection information

into digital audio signal by directly modifying the audio samples after considering

the temporal and frequency masking effect. Battisti et al. [44] presented an audio

watermarking techniques based on Linear Predictive Coding (LPC) and the fre-

quency masking effect. Unoki and Hamada [45] introduced an audio watermarking

technique based on the characteristics of human cochlear delay (CD).

• Watermarking based on quantization index modulation (QIM) [46, 47]. This kind

of methods can achieve good balance between embedding capacity and distortion

introduced into the host signal, although robustness is improved at the expense of

degraded inaudibility.

1.3.3 Digital watermarking for speech

Different from audio signals, speech signals are usually used as a true representation for an

event happened at a certain time and place. When verifying this, the originality of speech

signals should be validated. Speech watermarking can deal with this issue by addressing

two questions: one is whether the speech is original and the other is whether the speech has

been tampered since its creation. To accomplish this, a well-designed speech watermarking

should not only satisfy three basic requirements of inaudibility, robustness, and blindness,

but also have the ability to detect tampering. In this case, speech watermarking is usually

designed to satisfy an additional requirement of fragility. Fragility means watermarks

should be destroyed and fail to be detected once a slight tampering has been made to

the watermarked signal. This kind of watermarking is referred as fragile watermarking
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[48, 49]. Fragile watermarking has the ability to identifying positions where tampering

has occurred as well as check the originality of speech with the destroyed watermarks.

It is important to note that since speech signals are unavoidably subjected to gen-

eral speech processing and common attacks, robustness which means watermarks can be

reliably extracted although watermarked signals have been processed with these process-

ing, is also very important. Therefore, effective speech watermarking methods should

satisfy two conflicting requirements: robustness against general processing and fragility

against malicious tampering, to confirm that the failed detection of watermarks could

only be caused by tampering, not by general processing. Only then can the watermarking

methods provide effective protection of speech signals.

In general, tampering detection schemes for speech come down to two main categories:

(1) schemes just verify the originality of speech without localizing the tampering and (2)

schemes that can locate the tampering in time domain. The second category is more

preferred in practical applications. Although there are many similar characteristics be-

tween audio and speech signals, the broadband audio watermarking methods may not

be effective for speech since speech is characterized by intermittent voiced and unvoiced

period with most information presented below a relative narrow bandwidth of 4 kHz. In

the literature, limited tampering detection schemes concerning the above two categories

have been found. For example, in [50], Park et al. investigated a scheme with water-

marking and pattern recovery to detect tampering. A watermark pattern was attached

to speech so that when tampering occurred, destroyed watermark pattern could be used

to identify the tampering. In this scheme, tampering was only detected after MP3 (at

16 kbps) and code-excited linear prediction (CELP) (11.5 kbps) compression, and only

three tampering, i.e., substitution, insertion, and removal were considered. Celik et al.

proposed a watermarking method by introducing small changes to pitch (fundamental

frequency) [51] with quantization index modulation (QIM) [46, 47]. Insensitivity of hu-

man perception to the natural variability of pitch enabled the method to be inaudible.

The stability of pitch under low data rate compression (e.g. Global System for Mobile

communications coder (GSM) 6.10 and Adaptive Multi-Rate coder (AMR)) also made
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the method effective for semi-fragile authentication. Nonetheless, the method had not

been designed to be robust against attacks that aimed to block the extraction of water-

marks. For example, a sophisticated modification of pitch such as re-embedding, would

destroyed the watermarks. Wu et al. implemented a fragile speech watermarking for

tampering detection based on odd/even modulation with exponential scale quantization

[52]. Watermarks were embedded as a kind of pseudo-random noise in discrete Fourier

transform (DFT) domain by roughly approximating the psychoacoustic model. The time

resolution for tampering could be set at 0.5 second or even shorter. Nonetheless, its com-

patibility with the CELP codecs still needed to be improved. In [45, 53, 54], Unoki and

Hamada introduced a watermarking method by employing the characteristics of cochlear

delay (CD). Watermarks were embedded by enhancing the phase of the original speech

with respect to two kinds of group delays. Based on this concept, a tampering detection

scheme was presented in [55]. The performance of this scheme was evaluated at variant

embedding bit rate. It was found that the scheme could successfully detect tampering,

and the detection precision (in second) could be increased with higher bps. Nonetheless,

this scheme did not show strong robustness when subjected to speech codecs of G.726 [56]

and G.729 [57] and Conjugate-Structure ACELP (CS-ACELP) [58].

Since the requirements for watermarking usually conflict with each other, it is proven

to be difficult for many speech watermarking methods [31], [48] and [55] to satisfy all

these requirements simultaneously, such as inaudibility and robustness, and robustness

and fragility (fragility may occasionally make the watermarking methods not robust).

The performance of these watermarking methods will be much degraded.

1.4 Motivation and purpose

1.4.1 Motivation

Speech signal is actively involved in the human life. Advanced digital techniques have

enabled speech signal to be easily accessed and distributed via the Internet and digital
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devices. These advances have been accompanied by a series of social issues in related to

data abuse and authorized tampering. As an important information carrier, speech signal

is usually used as a true representation of an event happened at a certain time and place.

Therefore, the originality of speech signal is very important, especially for those used in

digital forensics and speech communication.

However, since unauthorized tampering to speech can easily delete or replace im-

portant information of speech signal, the originality of speech is becoming difficult to be

confirmed. Our research is motivated by this issue, and we would like to detect tampering

as well as check the originality of speech in this research.

1.4.2 Purpose

Information hiding technique, especially the watermarking method can detect the tam-

pering and validate the originality of speech signals by hiding digital data into speech.

To be effective, watermarking methods should satisfy several requirements: (1) inaudi-

bility to human auditory system, (2) blindness for watermark detection, (3) robustness

against allowable speech processing and common attacks, and (4) fragility against tam-

pering. However, it is proven to be difficult for watermarking methods to satisfy all these

requirements simultaneously.

The main purpose of this research is to solve the problem of unauthorized tampering as

well as check the originality of speech with information hiding and watermarking methods

that can satisfy all the requirements simultaneously. The first target is to realize a gen-

eral watermarking method that can satisfy all the first three requirements (inaudibility,

blindness, and robustness). After that, the fragility of this method will be investigated

for tampering detection. Finally, the watermarking method will be explored for other

applications. To achieve these targets, we have deeply studied the knowledge of speech

production, the source-filter model, the linear prediction (LP) analysis, and speech per-

ception. The process of speech production is essential for us to construct the framework

of watermarking and the knowledge of speech perception helps us to realize inaudible
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watermarking by taking advantage of insensitive and robust speech parameters.

As we have found, formant is an important acoustic feature for speech perception,

and formant can to be tuned when the quality of speech is impaired by environmental

noise or other reasons. For example, in the field of speech synthesis, the sound quality

of synthesized speech can be improved by tuning the formants. Since formant can be

tuned to improve the speech quality, and such modifications do not cause perceptual

distortion to the original speech, watermarking based on formant tuning is possible to

be inaudible. Moreover, formant can be directly controlled by line spectral frequencies

(LSFs) and the LSFs are robust speech parameters. Therefore, if watermarks can be

embedded into LSFs as making tuning of formant, the watermarking method is able

to realize inaudibility and robustness simultaneously. According to these analysis, we

have proposed our main concept of watermarking, i.e., watermarking based on formant

tuning. To make our watermarking method effective, the principles of how formants can

be produced, controlled, and then tuned by LSFs have been investigated. The whole

watermarking scheme is based on the source-filter model of speech production, and the

LP analysis is used to separate the information of sound source and the formants so that

watermarks can be embedded.

Although, several LP-based information hiding schemes have been proposed in pre-

vious works [59, 60, 61], compared with these works, our watermarking method focuses

on modifying the formants, i.e., vocal tract filter information for watermark embedding,

other than modifying the sound source. Moreover, to the best of our knowledge, our work

is the first time to introduce the idea of formant tuning for speech watermarking.

Ideally, if our method can satisfy all the requirements of speech watermarking, it

can embed watermarks without degrading the speech quality, and the tampering can be

effectively detected. That is to say, it can address the problems of speech tampering and

check the originality of speech signal. Some malicious affairs in speech communication,

digital forensics, government, and industries can also be avoided.
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1.5 Dissertation Outline

The rest of this dissertation is organized as follows, the organization follows the structure

in Fig. 1.3.

Chapter 2

In this chapter, the background about speech, speech production, and the source-filter

model is talked about. This knowledge is essential for the speech processing based re-

search. The LP analysis which can model the vocal tract filter is also discussed. Speech

analysis/synthesis and speech coding based on LP are introduced. Moreover, two im-

portant speech parameters, i.e., formants and line spectral frequencies (LSFs), and their

properties are given out.

Chapter 3

After knowing the basic knowledge of speech production and the properties of speech

parameters, in chapter 2, we introduce our main concept of speech watermarking. The

LSFs which have several excellent properties, are selected as the carrier of watermarks.

The modifications to LSFs can be considered as make tuning to the formants. Based

on this analysis, we propose two concepts of speech watermarking. One is watermarking

based on LSFs modifications with QIM, and the other one is watermarking based on

formant enhancement.

Chapter 4

In this chapter, we will implement the above two speech watermarking methods. The

framework of watermarking based on LSF is firstly constructed. Watermarks are embed-

ded into speech signal by quantizing LSFs with QIM. The overall watermarking scheme

consists of watermark embedding and extraction processes are explained. In the formant-

enhancement based watermarking, we will introduce the ides of enhancing the formant by

directly closing up two LSFs. This idea is then employed for the watermarking embedding.

The whole scheme of watermark embedding and extraction based on formant enhance-

ment is also discussed. Additionally, a frame synchronization scheme is also implemented

in this chapter.
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Chapter 5

In this chapter, we will evaluate the proposed two methods with respect to inaudibility

and robustness (both of the two methods are blind methods). The database and evalua-

tion measure are firstly given out. For the LSFs and QIM based method, we will check

the inaudibility and robustness performances by using different quantization steps. In

the evaluations of formant-enhancement based watermarking, we will give much consid-

eration about the adjustable parameters when balancing the inaudibility and robustness.

The obtained results from the watermarking methods will be analyzed. Besides, we will

investigate the influence of frame synchronization to watermarking method with respect

to speech quality and watermark extraction.

Chapter 6

In this chapter, the formant-enhancement based watermarking will be applied for

tampering detection and hybrid watermarking. For tampering detection, the detailed

processing at the sender side and the receiver side will be explained. The ability of the

proposed method will be evaluated with respect to inaudibility, robustness, and several

kinds of tampering. The obtained results will be discussed to check the effectiveness of

tampering detection. The formant-enhancement based watermarking is also used to im-

plement a hybrid watermarking by incorporating the cochlear delay based watermarking.

The whole scheme of hybrid watermark will be talked about. The performance of the

hybrid method will be evaluated and the results will be discussed.

Chapter 7

The contributions and the summary of the dissertation is given out. A simple discus-

sion of future research directions are also talked about.

1.6 Summary

This chapter presents an introduction of this research. An overview of problems in speech

protection, data hiding techniques, and speech watermarking methods have been sur-

veyed. Existing watermarking methods and their advantages and disadvantages have
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been analyzed and summarized. The motivation and research purpose of this dissertation

are clarified. Finally, the organization of this dissertation is outlined.
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Chapter 2

Research background

In this chapter, the background knowledge about speech is presented. These includes

the basic knowledge of speech production, the source-filter model, the LP analysis, and

several acoustical features such as formants and the LSFs.

2.1 Basic knowledge of speech

Speech carries important information for human communication. Most of the research on

speech starts from the process of speech production. The mechanism of speech produc-

tion and the basic parameters involved in speech production are essential for the speech

processing based research.

Speech is a phonetic combination of a limited set of vowels and consonants. Speech

production concerns to the manners about how the speech organs such as tongue, lips, and

jaw work together to make a sound. At the articulatory level, the acoustic properties of

phonemes including vowels and consonants are characterized primarily by the manner and

constriction location of articulation: consonants are articulated with tight constriction or

complete closure in the vocal tract, while constrictions of vowels are not as tight as those

of consonants. In the process of speech production, air flow is firstly expelled from the

lungs, and then the air flow will pass through the glottis between vocal folds with or

without constriction. When the glottis is closed with no air passed and no vocal folds
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Figure 2.1: The source-filter model for speech production.

vibration, a voiceless sound is produced. If the glottis is opened, the air can pass and the

vocal folds will vibrate, then a voiced sound is produced. Finally, the air flow will go to

the nasal or the oral cavity for different speech sounds [62, 63].

In speech processing based research, such as speech coding, speech analysis and syn-

thesis, and speech recognition, the physical process of speech production is generally

simplified into a source-filter based model. In the next chapter, the source-filter model

will be explained.

2.2 Source-filter model for speech production

2.2.1 Theory of source-filter model

Human beings are able to independently control the glottal pulse and vocal tract. The

process of speech production can be modelled by a linear system, named as the source-

filter model. The basic conception of source-filter model appeared in the work of Chiba

and Kajiyama [64], and Fant proposed the systematic theory of source-filter model in

1960 [65, 66]. The source-filter model is of great value to many speech analysis/synthesis

methods [67, 68] and low bit-rate speech coders [69, 70] due to its simplicity and good

approximation for speech production.

The source-filter model of speech production assumes the glottal pulse is the sound

source and the vocal tract acts as an acoustic filter. When we produce speech sounds, as

seen in Fig. 2.1, the sound source (also named as excitation signal), x(t), becomes the

input signal to the vocal tract filter, h(t). The output speech, y(t), can be expressed by
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Figure 2.2: The source-filter model of speech production.

the convolution of an input signal and vocal tract filter, that is:

y(t) = h(t) ∗ x(t), (2.1)

where ∗ denotes the convolution.

In the source-filter model, the sound source and vocal tract filter are assumed to be

independent with each other. That is to say we can adjust the properties of the filter

without modifying the properties of the sound source. This assumption enables the speech

production model to be very practical and accurate [71].

2.2.2 Implementation of source-filter model

In general, the source-filter model can be implemented as follows. For voiced speech,

the sound source can be modelled with a periodic impulse train; for unvoiced speech,

the sound source can be modelled with a white noise-like signal [72]. This two kinds of

state can fit well with true glottal behaviours. The vocal tract filter can be approximated

with an all-pole filter. This source-filter model for speech production is illustrated in

Fig. 2.2, where the pitch period T varies among different people. The speech sound

can be produced by the convolution of the excitation signal and the filter. Adjusting

21



the shape of the vocal tract filter can usually generate the speech sounds with different

qualities. Although the actual process of speech production is non-linear and there is

an interaction between the sound source and a vocal tract filter, the source-filter model

provides us a good and reasonable approximation of speech production for many speech

analysis/synthesis applications.

2.3 Linear prediction analysis

2.3.1 Fundamentals of LP analysis

The source-filter model is closely related to LP [73, 74], since the vocal tract filter is an

all-pole filter, which can be modelled with the linear prediction. This chapter will talk

about the LP model, LP based speech analysis/synthesis, and speech coding.

LP [73, 74, 75, 76] is a technique for time series analysis in linear system. As indicated

by its name, LP predicts the current signal (the output of LP system) with a linear

combination of its previous samples. A general representation of LP is expressed in Eq.

(2.2):

x̂(n) =

p∑
i=1

aix(n− i), (2.2)

where p indicates the LP order, ai are the LP coefficients, x̂(n) is the prediction value of

the output signal x(n), and x(n− i) stands for the i-th previous sample. The prediction

error e(n) between the output signal and its prediction value is commonly referred as

residue. Residue can be expressed as follows:

e(n) = x(n)− x̂(n) = x(n)−
p∑

i=1

aix(n− i). (2.3)

The main problem in LP analysis is how to obtain the set of LP coefficients to provide

an accurate prediction of signal. Many methods have been proposed to calculate the

LP coefficients, e.g., the autocorrelation method. For most methods, LP coefficients are
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calculated by minimizing the squared error E of the residue e(n) as follows:

E =
∑
n

e(n)2 =
∑
n

(
e(n)−

p∑
i=1

aix(n− i)

)2

(2.4)

2.3.2 Speech analysis and synthesis based on LP

The LP model can be used for speech analysis/synthesis based methods. According to

Eq. 2.3, the residue e(n) can be represented in z-domain as follows:

E(z) = X(z)−
p∑

i=1

aiX(z)z−i = X(z)

(
1−

p∑
i=1

aiz
−i

)
. (2.5)

where X(z) and E(z) are the z-transformation of the input signal x(n) and residue e(n),

respectively. The above equation can be also written as follows:

A(z) =
E(z)

X(z)
= 1−

p∑
i=1

aiz
−i, (2.6)

where A(z) is named as transfer function.

With the transfer function A(z), speech analysis process can be realized as Fig. 2.3(a),

where LP residue can be calculated by filtering the speech with A(z). This process is also

named as inverse filtering, and A(z) is usually called as the speech analysis filter or the

inverse filter.

Corresponding to speech analysis process, the speech synthesis process is realized in

Fig. 2.3(b) with a similar manner. The output X(z) of the 1/A(z) can be excited and

reconstructed by the residue signal E(z), where 1/A(z) is an all-pole filer, which can be
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given by

1

A(z)
=
X(z)

E(z)
=

1

1−
p∑

i=1

aiz−i

, (2.7)

1/A(z) is usually referred as vocal tract filter or speech synthesis filter.

2.3.3 Speech coding based on LP analysis/synthesis

Nowadays, speech coding algorithms have been widely used in telecommunications, mo-

bile communications, VoIP, and radio system [3, 4]. Speech coding is the process of

compressing analog speech waveform into digital form. The main objective of speech

coding is to express the speech with fewer bits so they can be efficiently transmitted over

the band-limited transmission channel or stored in the digital media devices [77]. The

whole process of speech coding can be summarized as follows: at the sender side, speech

encoding process will convert the analog speech signal into digital form; at the receiver

side, the decoding process will convert the digital speech back to the analog waveform.

The perceptual quality and the bit rate are two important criteria that can determine

the performance of coding methods. Therefore, efficient speech coding method should

provide good quality of reconstructed speech with as few bits as possible.

In general, speech coding algorithms can be divided into two categories: the waveform

coders and the voice coders (vocoders). The waveform coders try to directly encode the

exact waveform of the speech signal (either temporal or spectra waveform). Therefore, the

waveform of reconstructed signal should be as closer as the original one to enable a good

perceptual quality. Two kinds of typical waveform coders are Pulse Code Modulation

(PCM) [78], and Adaptive Differential Pulse-Code Modulation (ADPCM) [79] in time

domain, and sub-band coders and adaptive transform coders in frequency domain. The

waveform coders are generally implemented with low complexity but high bit rate (over 16

kbps). When the bit rate is lowered, the quality of reconstructed speech will be drastically

degraded.

Compared with waveform coders, the vocoders can realize better speech quality at
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a lower bit rate since the mechanism of speech production is considered [80]. LP based

speech analysis/synthesis method is used in most vocoders, in which the spectral envelope

of each speech frame is represented with extracted speech parameters. This kinds of

vocoder are referred as LPC. LPC are widely used in the residual excited Linear Prediction

(RE-LP), multi-pulse LPC (M-LPC) Vocoder [81], and Code-Excited Linear Prediction

(CELP) [82, 58]. In LPC based vocoders, a speech signal X(z) will be passed through

the speech analysis filter, as shown in Fig. 2.3 (a). to obtain the residue signal E(z).

This process is expressed in Eq. (2.8). The residual signal has very flat spectrum and less

redundancy compared with the original speech, so that it can be quantized with fewer

bits. The residual signal together with the filter coefficients ai will be encoded and then

transmitted to the receiver.

E(z) = X(z)(1−
p∑

i=1

aiz
−i). (2.8)

At the receiver, the speech X(z) is reconstructed by passing the residual E(z) through

the synthesis all-pole filter, as shown in Fig. 2.3 (b). This process is expressed in Eq.

(2.9).

X(z) = E(z)

(
1

A(z)

)
=

E(z)

1−
p∑

i=1

aiz−i

. (2.9)

2.3.4 Formans and LSFs

Speech analysis and synthesis utilize the residue information and the vocal tract informa-

tion. The vocal tract information can be represented with one kind of speech parameters,

i.e., formants. Formants are concentration of frequencies which are close to the resonance

frequencies of the vocal tract. The characteristics that humans require to distinguish

vowels can be represented by formant information. Besides, formants are very important

parameters to evaluate the quality of speech. The positions of formant frequencies are

mainly determined by the shape and length of the vocal tract. People at different ages or

with different genders usually have different formant frequencies even for the same speech

sound.
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Based on the source-filter model, the set of LP coefficients constitute a vocal tract

filter that has only poles, and these poles correspond to the resonant frequencies of the

spectrum, that is the formants. Each pair of complex-conjugate poles in the all-pole filter

represents one formant, as seen in Fig. 2.4. All the formants in speech spectrum are

consecutively labelled as F1, F2, F3, ..., from the low frequency to high frequency. Based

on these analysis, LP coefficients can provide accurate estimate of formants.

However, since LP coefficients are hard to interpolate and sensitive to noise, a small

error in LP coefficients can distort the whole spectrum or make the LP filter unstable.

In practice, LP coefficients are usually substituted with other advanced representations,

such as log area ratios (LARs), line spectral pairs (LSPs) [83, 84], LSFs [85, 86], and

reflection coefficients (RCs), to ensure the stability of the predictor. Among these rep-

resentations, LSPs and LSFs possess several excellent properties over the others. These

properties enable them to be widely used in the LP based speech coding and other speech

analysis/synthesis based research [87].

LSPs and LSFs are actually a mathematical transformation of the LP coefficients. The

transformation from LP coefficients to LSPs can be explained as follow [88, 89]. Usually,
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a p-th order LP inverse filter in Eq. (2.6) can be expressed as follows:

A(z) =
U(z) + V (z)

2
, (2.10)

U(z) = A(z) + z−(p+1)A(z−1), (2.11)

V (z) = A(z)− z−(p+1)A(z−1). (2.12)

LSPs are defined as the roots (the zeroes) of U(z) and V (z). All the roots of U(z) and

V (z) are alternately located on the half unit circle on the complex plane, as seen in Fig.

2.5. All of roots have a complex conjugate on the z-plane [90].

When p is an even number and greater than two, U(z) has a zero of −1 while V (z)

has a zero of 1, along with other p/2 pairs of conjugated zeros. Therefore, U(z) and V (z)

can also be represented as follows:

U(z) = (1 + z−1)

p/2∏
i=1

(1− 2z−1 cosφi + z−2), (2.13)

V (z) = (1− z−1)

p/2∏
i=1

(1− 2z−1 cos θi + z−2), (2.14)

where cos(φi) and cos(θi) are LSPs in the cosine domain. The φi and θi are LSFs and

they interlace with each other and satisfy the ordering property from 0 to π as follows:

0 < φ1 < θ1 < φ2 < θ2 < · · · < φp/2 < θp/2 < π. (2.15)
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The distribution of LSFs on the half unit circle can be observed from Fig. 2.6. The

distance of two adjacent LSFs can reflect the resonance information of the speech spectra,

i.e, a closer distance indicates a strong resonance. The properties and advantages of LSFs

can be summarized as follows:

(1) In comparison to LP coefficients, LSFs are less sensitive to quantization noise [91];

(2) When the roots of U(z) and V (z) are interleaved and monotonically increasing,

stability of predictor can be ensured;

(3) LSFs are easy to be interpolated, when used in CELP speech coders, they can be

quantized with fewer bits than other LP representations while keeping a good quality of

reconstructed speech [92, 93];

(4) The influences caused by deviation of LSFs can be limited to the local spectra;

(5) Except for CELP coders, LSFs are used in almost all of the LP based speech

coders. LSFs can be regarded as universal features in different speech codecs.

(6) The LSFs can directly reflect the vocal tract and formant information.

Benefits from these properties, LSFs have been widely used.

2.4 Summary

In this chapter, the background knowledge about speech and the mechanism of speech

production are talked about. The physical process of speech production is generally
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simplified into a source-filter based model. The characteristics vocal tract filter in the

source-filter model can be approximated by LP. The fundamentals and principles of LP

are introduced. Moreover, two important parameters, i.e., formant and line spectral

frequencies (LSFs), and their properties are given out. This knowledge is essential for the

speech processing based research, such as speech analysis/synthesis and speech coding.
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Chapter 3

Concept of watermarking based on

formant tuning

The purpose of this research is to protect speech signals with watermarking methods.

The first target is to realize a general watermarking method that can satisfy three basic

requirements of inaudibility, blindness, and robustness. After that, some special require-

ments, such as fragility for tampering detection will be explored to check the originality

of speech signals. With this purpose, in this chapter, we would like to introduce our main

concept for speech watermarking methods.

3.1 Introduction

Watermarking is an efficient way to protect speech signals without degrading the speech

quality and obstructing the speech from being listened or used. In chapter 1, a detailed

introduction of data hiding and speech watermarking methods have been surveyed. The

advantages and disadvantages of existing watermarking methods have been analyzed and

summarized. It is clearer that the demanding requirements of watermarking are hard to

satisfy.

To realize desirable watermarking, basic requirements concerning inaudibility, blind-

ness, and robustness, should be considered before selecting the implementation domain
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and the speech parameters that are used to carry the watermarks. For inaudibility, since

all watermarking methods embed the watermarks by artificially modifying the original

speech (in either time domain or transformed domain), distortion will be introduced to

the original speech signals unavoidably. Therefore, it is important to choose the speech

parameters that human is not sensitive to make the embedded watermarks inaudible. Be-

sides, the chosen parameters should be robust enough to guarantee a reliable watermark

extraction even watermarked signals have been processed by different speech codecs and

speech processing.

3.2 Inaudible speech watermarking

As the sensory system for hearing, the human auditory system is very sensitive [41].

Therefore, understanding the characteristics of human auditory system is helpful for de-

signing inaudible speech watermarking. In the literature, several previous works have

exploited the properties of HAS and embedded watermarks to the perceptually inaudible

components for inaudibility. These included the work of Celik et al., who proposed a

watermarking method by introducing small changes to fundamental frequency [51], the

work of Unoki and Hamada, who took advantages of characteristics of cochlear delay

(CD) that human is unable to discriminate an enhanced group delay from the original

speech [45, 54], and the work of Fallahpour and Megas [42], who proposed a watermarking

method in the logarithm domain by utilizing the property of absolute hearing threshold.

Besides, there are other properties of HAS, such as the frequency masking effect, tem-

poral masking effect, frequency selectivity, psychoacoustic model, and insensitive speech

parameters have been used for embedding watermarks without altering the perceptual

quality of the speech signal. In this research, we would like to realize an inaudible speech

watermarking by subtly modifying the suitable parameter of speech signal. We believe

that if the speech parameter could be slightly modified with suitable method, watermarks

are possible to be inaudibly embedded into the speech signals.
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Figure 3.1: The waveform of 8.1 second speech.

3.2.1 Parameter for speech watermarking

In chapter 2, the basic knowledge of speech production, LP analysis, and speech param-

eters such as formant and LSFs have been reviewed. Based on the source-filter model,

the LP coefficients can provide accurate estimation of formants. The LSFs, as substitute

parameters of LP coefficients, cannot only represent the formants but also insensitive to

noise and easy to ensure the stability of predictor. Moreover, there are other excellent

properties can be found about LSFs: (1) the influences caused by the deviation of LSFs

can be limited to the local spectral, thus if there is distortion introduced to LSFs, the

degradation of speech signal in both spectra and sound quality can be minimized; (2)

LSFs are universal features in different speech codecs, it is easy for them to survive from

different encoding/ decoding process. Correspondingly, we believe that (1) if LSFs are

selected to carry the watermarks, sound distortion introduced to the original speech sig-

nal can be minimized; (2) embedding watermarks into LSFs enables the watermarking

method to be robust against difficult speech codecs. According to these analysis, the

LSFs are selected for watermarking embedding.

3.2.2 Formant tuning: the physical meaning for modifying LSFs

In this chapter, we will talk about the physical meaning for watermarking based on LSFs

modifications. Firstly, an example about how to predict a signal and estimate the formants

with LP analysis will be given.
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Figure 3.2: The waveform of (a) one speech frame (b) the estimated speech frame with

LP analysis, and (c) the residue signal.

One speech stimulus out from the ATR database (B set) [94] was used as example

speech signal. This stimulus was 20 kHz sampled, and 16-bit quantized, with a duration

of 8.1 second. Figure 3.1 shows the waveform the speech stimulus. One speech frame

of 4000 samples (250 ms) was extracted from the speech, as shown in Fig. 3.2(a). The

10-th order LP analysis was applied to this frame. The estimated signal by LP analysis

is shown in Fig. 3.2(b). As we can see, LP analysis can provide very accurate estimation

of the speech signal. The difference between the original speech frame and the estimated

speech is shown in Fig. 3.2(c), this signal is residue.

As we have introduced, the LP coefficients can provide accurate estimation of the

vocal tract information, i.e., the formants. The LSFs converted from LP coefficients can

also directly reflect the formants. In this example, the order of LP analysis was chosen as
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Figure 3.3: (a) LSFs distribution on half unit circle and (b) relationship between LSFs

and formants.

10, so we can get 10 LSFs. Figure 3.3 shows the distribution of LSFs on half unit circle

and the relationship between LSFs and formants. In theory, two adjacent LSFs (a pair

of LSFs) can produce a formant, and the closer two LSFs are, the sharper formant is.

As shown in Fig. 3.3(b), five formants are estimated in the LP spectral envelope. These

formants correspond to the “P1” to “P5” labelled LSFs pairs in Fig. 3.3(a).

Since LSFs can directly represent the shape of formants, modifications made to LSFs

can be considered as make tuning to the formants in physical. In the following, we will

talk about our two ideas of how to make tuning to formants by controlling LSFs.

3.3 Concept of watermarking based on LSFs modifi-

cations with QIM

QIM is a mathematical operation of quantizing the value of signal to fixed value with

a fixed quantization step. A comprehensive and in-depth introduction of the QIM has

been presented by Chen and Wornell in [46, 47]. QIM has been considered as a promising

method for digital watermarking since the implementation of QIM based watermarking is

easy and applicable to any parameters of the digital signals. In addition, for QIM based
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watermarking, a trade-off among the conflicting requirements of distortion introduced to

the speech signal, robustness, and embedding capacity can always be achieved by adjusting

the quantization step [95].

Suppose s is the random signal needed to be quantized. The basic form of QIM can

be expressed with Eq. (3.1), where Q(·) is the quantization function of QIM, ∆ is the

quantization step, “[·]” stands for the rounding function, and sw is the quantized value of

the signal s. The distance between the values of sw and s depends on the quantization

step ∆.

sw = Q(s) = ∆
[ s

∆

]
(3.1)

Considering the excellent properties of LSFs and advantages of QIM, our first concept

for watermarking is embedding watermarks by quantizing LSFs with QIM. The framework

of this watermarking will be constructed in chapter 4.

3.4 Concept of watermarking based on formant en-

hancement

As a crucial acoustic feature for speech perception, formant needs to be enhanced when

the quality or intelligibility of speech is impaired by noise or other reasons. The method

of re-shaping the formant to make it sharper is commonly referred as formant enhance-

ment. This kind of method was originally developed in the adaptive post-filtering of

speech codec to alleviate the perceptual effect caused by quantization noise [96]. Similar

approaches that deal with formant to achieve better speech quality are widely found in

the speech recognition system where the speech quality is reduced by noise [97, 98], and

the hidden Markov model (HMM) based speech synthesis [99] where speech is muffled by

the over-smoothed spectral envelope. In speech synthesis, the post-filtering technique for

mel-cepstrum based and all-pole spectrum based spectra can be applied to increase the

dynamics between formant peak and the spectral valley [99, 100, 101]. For example in

[101], speech spectrum is modified so that the low-energy parts of the spectrum (valleys)
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can be additionally reduced and spectral peak is kept unmodified, this modification can

be considered as making formant much sharper. Most of these methods try to obtain

a more prominent formant structure by enhancing formant without shifting the center

frequency of formant to maintain and optimize the speech quality [102].

Since formant can be enhanced to improve speech quality [103], and such modifications

do not cause perceptual distortion to the original speech, watermarking based on formant

enhancement is possible to be imperceptible to human. Therefore, we employ this concept

to achieve inaudibility for watermarking. Watermarks will be embedded through formant

enhancement. This watermarking method will be implemented in chapter 4.

3.5 Summary

In this chapter, we introduce our main concept of speech watermarking methods. In gen-

eral, human is insensitive to tiny changes of speech parameters, watermarks are possible to

be inaudibly embedded by subtly modifying speech parameters. Since LSFs can not only

represent the formants but also have several excellent properties such as easy to ensure

the stability of predictor and robust against different speech codecs, LSFs are selected

as the carrier of watermarks. We investigate how the formant can be estimated by LP

analysis and the relationship between LSFs and formants. The modifications to LSFs can

be considered as make tuning to the formant. Then two concepts of speech watermarking

are proposed: one is watermarking based on LSFs modifications with QIM, and the other

is watermarking based on formant enhancement. In the next chapter, we will implement

these two watermarking methods.
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Chapter 4

Implementation of speech

watermarking

The purpose of this research is to protect speech signals with watermarking methods. In

the previous chapter, we have introduced the our main concept of speech watermarking,

one is watermarking based on LSFs modifications with QIM, and the other is watermark-

ing based on formant enhancement. In this chapter, we will implement these two speech

watermarking methods.

4.1 Watermarking based on LSFs modifications with

QIM

4.1.1 QIM based watermark embedding and extraction

QIM-based watermark embedding

QIM has been considered as a promising method for digital watermarking since it is easy

to implement and applicable to any parameters of the digital signals. In QIM based

watermarking, dither modulation-quantization index modulation (DM-QIM) which can

provide two quantizers are usually used to embed different watermarks bits “0” and “1”
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Figure 4.1: An illustration of QIM based watermark embedding.

[104]. A general embedding function of DM-QIM can be expressed as Q(s, w) with two

variables of s and w, where s stands for the signal needed to be quantized for watermark

embedding and w stands for the indexes of different quantizers for different watermark

bits. Before embedding watermark bits, the quantization step ∆, which can decide the

size of quantization cell, should be chosen. Based on ∆, two quantizers of DM-QIM,

Q0(s, 0) and Q1(s, 1), that have different parameters for embedding watermarks “0” and

“1” are decided. Eqs. (4.1) and (4.2) give the embedding functions for bits “0” and “1”

in our QIM based watermarking:

s0 = Q0(s, 0) = Q(s− b0) + b0 = ∆

[
s− b0

∆

]
+ b0, b0 = −∆

4
, (4.1)

s1 = Q1(s, 1) = Q(s− b1) + b1 = ∆

[
s− b1

∆

]
+ b1, b1 =

∆

4
, (4.2)

where bw (w = 0 or 1) denotes the dither vector corresponding to Q0(s, 0) or Q1(s, 1), s0

and s1 are the quantized values of s that carry watermark “0” and “1”, respectively. In

general, there is not strict rules for how to fix the embedding functions, the only criterion

is to make sure that there is no overlap quantized values can be generated by both Q0

and Q1.

Figure 4.1 illustrates the QIM based watermark embedding. Suppose s lies somewhere

in one quantization cell. By using the embedding function, s will be uniquely mapped to

the o−point (labelled as s0) after embedding bit “0” or the x−point (labelled as s1) after

embedding bit “1” in the same cell.
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Figure 4.2: An illustration of QIM based watermark extraction.

QIM based watermark extraction

Watermark extraction means extract the embedded bit “0” or “1” from the received

watermarked signal. The watermarked signal is renamed as ŝ, and the value of ŝ is not

completely equal to the quantized value, s0 or s1, since it may be affected by channel

noise or other turbulences.

To extract the embedded bit, we re-quantize ŝ with two quantizersQ0(s, 0) andQ1(s, 1)

and obtain two quantized values of ŝ0 and ŝ1. The extracted bit can be decided by

comparing the distances between ŝ0 and ŝ, and the distance between ŝ1 and ŝ. The

shorter distance indicates the embedded bit. These calculations can be expressed with

Eqs. (4.3) to (4.5). The illustration of this process is shown in Fig. 4.2.

d0 = |ŝ−Q0(s, 0)| =
∣∣∣∣ŝ− (∆

[
s− b0

∆

]
+ b0

)∣∣∣∣ , b0 = −∆

4
(4.3)

d1 = |ŝ−Q1(s, 1)| =
∣∣∣∣ŝ− (∆

[
s− b1

∆

]
+ b1

)∣∣∣∣ , b1 =
∆

4
(4.4)

w =

 0, d0 < d1

1, otherwise
(4.5)

We can find that in the watermark extraction process, only the watermarked signal and

the quantization step are needed to extract the watermark bit. Therefore, QIM based
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watermarking can realize blind watermark extraction.

4.1.2 Scheme of watermark embedding and extraction

In this chapter, we will construct the framework of watermarking by quantizing LSFs with

QIM. This watermarking method (LSFs-QIM based watermarking) utilizes the source-

filter model for speech production. The overall watermarking scheme consists of water-

mark embedding and extraction processes. Watermarks w(m) are embedded into the LSFs

of original speech signal x(n) to construct the watermarked signal y(n). The embedded

watermarks are then extracted from watermarked signal blindly.

Watermark embedding process

Figure 4.3 has the block diagram of the watermark embedding process. Watermarks are

embedding to LSFs of original speech signal as follows:

Step 1 Original signal, x(n), is segmented into non-overlapping frames, and frame num-

ber is labelled as “m”. The framed signal is referred as xm(n).

Step 2 Each frame is analyzed with a p-th order LP analysis to extracted the LP coeffi-

cients, ai (i = 1, 2, · · · , p) and LP residue, rm(n).

Step 3 The LP coefficients, ai (i = 1, 2, · · · , p) within one frame are converted to LSFs,

φi (i = 1, 2, · · · , p). Converted LSFs are expressed in the angle domain (◦), and all
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LSFs within one frame satisfy the ordering property from 0 to π as: 0 < φ1 < φ2 <

· · · < φp−1 < φp < π.

Step 4 Current watermark w(m) (w(m) = “0” or “1”) for frame xm(n) will be duplicated

p times for the watermark embedding.

Step 5 All LSFs within the speech frame xm(n) are quantized with one of the DM-QIM

quantizers Qw(φi, w) (w = 0 for embedding “0” and w = 1 for embedding “1”) as

follows:

φ̂i = Qw(φi, w), w = 0 or 1, i = 1, 2, · · · , p, (4.6)

where Qw(φi, w) are defined as follows:

Q0(φi, 0) = Q0(φi − b0) + b0 = ∆

[
φi − b0

∆

]
+ b0, b0 = −∆

4
, (4.7)

Q1(φi, 1) = Q1(φi − b1) + b1 = ∆

[
φi − b1

∆

]
+ b1, b1 =

∆

4
. (4.8)

In these equations, ∆ is also expressed in angle (◦). After this process, all the LSFs

in one frame are mapped to fixed points, φ̂i (i = 1, 2, · · · , p).

Step 6 Modified LSFs, φ̂i, that contain watermarks are converted back to LP coefficients,

âi (i = 1, 2, · · · , p).

Step 7 Current frame ym(n) is then synthesized with the LP coefficients, âi and the

residue rm(n) which is obtained in step 2.

Step 8 The whole watermarked signal y(n) is finally reconstructed with all watermarked

frames using non-overlapping and adding function.

Watermark extraction process

Figure 4.4 illustrates the watermark extraction process, where six steps are involved.

Watermarks can be extracted from y(n) as follows:

41



y(n)
LP coeff. 

to LSFs
LP 

analysis
Framing

Watermarked 

signal

QIM 

extraction

Majority 

desicion

Detected

watermarks
ym(n) LP coeff. 

ai

LSFs

θi

m

ŝ(m)

Figure 4.4: Block diagram of LSFs-QIM based watermark extraction process.

Step 1 Watermarked signal y(n) is segmented into non-overlapping frames of the same

size in the embedding process, and frame number is labelled as “m”. The framed

watermarked signal is referred as ym(n).

Step 2 The p-th LP analysis is applied to each frame to obtain LP coefficients, âi (i =

1, 2, · · · , p).

Step 3 LP coefficients are converted to LSFs, θi (i = 1, 2, · · · , p). Since we embed the

same bits in all LSFs of one frame in the embedding process, and there exists the

possibility that not all the LSFs can be correctly detected. Thus, all the LSFs are

associated together to determine the embedded bit for one frame with a majority

decision in the following step.

Step 4 Each LSF within one frame is re-quantized with both two quantizers in Eq. (4.9).

θ̂iw = Qw(θ̂i, w), w = 0 and 1, i = 1, 2, · · · , p (4.9)

where θ̂iw is the quantized value of θ̂i. The distances between two quantized results

θ̂iw (w =0 and 1) and θ̂i are calculated as follow:

diw = θ̂iw − θ̂i, w = 0 and 1, i = 1, 2, · · · , p (4.10)

Each LSF can indicate an embedded bit (“0” or “1”) with the quantizer that provides

shorter distance using Eq. (4.11).

ŵ(m)i =

 0, di0 < di1

1, otherwise
, i = 1, 2, · · · , p (4.11)
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Table 4.1: Original LSFs and modified LSFs in one frame.

Modifications to LSFs in one frame

No. 1 2 3 4 5 6 7 8 9 10

Original LSFs (◦) 8.21 10.08 48.80 55.52 69.90 76.64 101.11 107.53 136.30 143.59

Modified LSFs (◦) 9.00 9.00 49.00 57.00 69.00 77.00 101.00 109.00 137.00 145.00

Step 5 The final decision on the embedded bit of current frame is obtained by

ŵ(m) =


0,

p∑
i=1

ŵ(m)i < p/2

1, otherwise

(4.12)

Step 6 The extracted bit from each frame can construct the whole extracted watermarks,

ŵ(m).

4.1.3 Example

This section illustrates an example of the watermarking based on LSFs modifications with

QIM. One speech stimulus from the ATR database (B set) [94] was used as the original

signal. This stimulus had a sampling frequency of 20 kHz, and 16-bit quantization, with

a duration of 8.1 second. The order of LP analysis was chosen as 10, so we could get

10 LSFs from each frame. One bit watermark “1” was embedded into one frame. This

watermark was duplicated to ten times (“1111111111”) and then embedded into ten LSFs

with a quantization step of 4.0◦. The values of original LSFs and modified LSFs are given

in Tab. 4.1. The distribution of LSFs on half unit circle and the LP spectral envelope

before and after DM-QIM modifications have been shown in Fig. 4.5.

Clearly, this modifications can make original LSFs shifted on half unit circle, and

the positions of formants will be moved. From Fig. 4.5(b), we can also notice that

the QIM based modifications to LSFs are quite unintentional, since some of LSFs have

been positioned closer while some of them have been positioned further. This will easily
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Figure 4.5: Example of (a) distribution of LSFs on half unit circle before and after

modifications and (b) LP spectral envelope before and after modifications.

disrupt the original formant structure of speech signals and degrade the sound quality of

watermarked signals.

In general, the performance of QIM based watermarking is characterized by the size of

quantization step. A large quantization step will aggravate the distortion introduced to

the digital signal, however, a stronger robustness can be obtained, and vice versa. Since

robustness is increased at the expense of reduced sound quality, this may indicate that it

is difficult for this method to achieve a trade-off between inaudibility and robustness.

4.2 Watermarking based on formant enhancement

Since formant enhancement can improve the sound quality of speech, modifications in-

troduced by formant enhancement may not cause perceptual distortion to the original

speech. Therefore, watermarking based on formant enhancement is possible to be imper-

ceptible to human to realize inaudibility. In this chapter, we take advantage of formant

enhancement to achieve inaudibility for watermarking. Watermarks will be embedded

through formant enhancement.
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In most speech synthesis methods [99, 100, 102], formants are enhanced with compli-

cated methods so that the dynamics between formant peaks and spectral valleys can be

increased. However, such complicated methods are not suitable for watermark embedding

and robust watermark extraction. As to inherited formant enhancement for watermark-

ing, we investigate a simple but effective formant enhancement method. The following

subsections will separately talk about how the formant can be enhanced and then applied

for formant enhancement based watermarking.

4.2.1 Formant enhancement by controlling LSFs

The positions of LSFs on half unit circle can reflect the formants of speech: the closer

two LSFs are, the sharper the formant is. Therefore, formant can be effectively enhanced

by directly closing up two LSFs. Figure 4.6 illustrates how this idea can be implemented.

In Fig. 4.6, original formant (dotted curve) is produced by a pair of LSFs, φl and φr. Its

sharpness can be mathematically measured by the tuning level, that is Q-value defined in

Eq. (4.13), where fc is the center frequency of formant, BW is the bandwidth between

fl and fr that converted from φl and φr with Eq. (4.14), in which Fs is the sampling

frequency of signal.

Q =
fc
BW

=
fc

fr − fl
(4.13)

fr =
φr

2π
× Fs and fl =

φl

2π
× Fs (4.14)

To enhance this formant, as seen in Fig. 4.6, two LSFs φl and φr are symmetrically shifted

to be closer to each other, that is φl to φlw and φr to φrw. This process can be expressed

with Eq. (4.15), where ∆ is used to control the degree of shift, a bigger ∆ indicates a

more severe shift of LSFs as well as a much enhanced formant.

φlw = φl + ∆ and φrw = φr −∆, 0 < ∆ < (φr − φl)/2 (4.15)

After obtaining two shifted LSFs φlw and φrw, a narrower bandwidth BWew is produced.

According to Eq. (4.16), the tuning level of original formant has been increased to Qew,
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Figure 4.6: Formant enhancement by controlling a pair of LSFs.

and the enhanced formant (solid curve in Fig. 4.6) has become much sharper.

Qew =
fc

BWew

=
fc

frw − flw
(4.16)

where flw and frw are calculated as follows:

frw =
φrw

2π
× Fs and flw =

φlw

2π
× Fs (4.17)

Note that in the above manipulation, two LSFs are symmetrically shifted, so there is no

deviation between the center frequency of the original formant and the enhanced formant

which furthest maintains the sound quality of the original signal.

4.2.2 Formant enhancement for watermarking

Preliminary analysis

We employ the concept of formant enhancement for watermarking. Watermarks can be

embedded into the original signal when LSFs are shifted for formant enhancement. Before

embedding, several issues should be clarified to make the watermarking method effective.

(i) Selection of the suitable formant for enhancement. Several formants can be esti-

mated from the speech segment in each frame, we should select the suitable formant for

enhancement. As we have surveyed, the distortion caused by enhancing formants in the

lower and higher frequencies can be easily perceived by human, we thus leave the first
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formant and last formant unmodified. Only one formant in the middle region will be

enhanced for watermark embedding.

(ii) Embedding and blind extraction mechanism. Formants in each frame can be con-

secutively indexed with F1, F2, F3, · · · , from the low frequency to high frequency. For

different frames, if the watermarks are embedded into the same indexed formants, it will

be easy for the attackers to destroy them with simple rule. As to well hide watermarks,

the formant for embedding will be randomly selected from each frame according to wa-

termark “0” or “1”. Moreover, since formant structures vary widely with different speech

frames, it is preferable to enhance the selected formants according to their original tuning

characteristics (self-adaptive enhancement) to achieve inaudibility.

However, the above embedding mechanism concerning random formant selection and

self-adaptive enhancement results in a serious problem for blind watermark extraction

since it is so difficult to detect watermarks just relying on the irregular formant structure

extracted from the watermarked signal when any prior knowledge about which formant has

been enhanced and how it has been enhanced is not available. As we have considered, one

solution for both inaudibility and blind extraction is we can enhance the selected formant

and hence to establish an internal relationship between the enhanced formant and another

formant in current frame, where the relationship is used to reflect the position of enhanced

formant and how the formant is enhanced. In extraction process, two formants can make

a cross-reference. Watermarks can be extracted by identifying the relationship.

Embedding concept

The chapter talks about how to embed watermark and extract watermark for one speech

frame by formant enhancement. For each frame, one bit watermark will be embedded.

“0” is embedded by enhancing the sharpest formant and “1” is embedded by enhancing

the second sharpest formant. Since the closer two LSFs are, the sharper the formant is,

these two formants can be easily found from the speech frame by checking the bandwidths

of each formant and selected two smallest ones. The reason why these two formants are

selected to carry the relationships of watermarks will be explained later. Note that the
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first formant in low frequency and the last formant in high frequency are not involved in

the selection process, since enhancing them will drastically distort the sound quality of

the original signal.

Figure 4.7(a) illustrates the extracted two formants, where the sharpest formant (la-

belled as 1st) is produced by φa and φb and the second sharpest formant (labelled as 2nd)

is produced by φc and φd. According to previous chapter, the sharpest formant has the

smallest bandwidth BWab and its tuning level is Q0 = fc0/BWab, the second sharpest

formant has the second smallest bandwidth BWcd, and its tuning level is Q1 = fc1/BWcd.

The rules for embedding are as follow:

A. Rule of embedding “0”: To embed “0”, as seen in Fig. 4.7(b), the sharpest formant

will be enhanced. An enhancing factor Ωe0 (Ωe0 > 1) in Eq. (4.18) is used to control

how much the formant is enhanced. According to Eq. (4.18), BWab has to be reduced

to its 1/Ωe0 for the enhancement, that is the newly obtained bandwidth BWabw equals

BWab/Ωe0. To achieve this, original LSFs φa and φb will be shifted to φaw and φbw with

the modification degree ∆e0 in Eq. (4.19), where ∆e0 is calculated by φa, φb, and Ωe0

with Eq. (4.20). Since BWcd is originally bigger than BWab, after enhancing the sharpest
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formant, an updated relationship, BWcd > BWabw × Ωe0, has been established in the

current frame.

Q0 × Ωe0 =
fc0
BWab

× Ωe0 =
fc0

BWab/Ωe0

=
fc0

BWabw

,Ωe0 > 1 (4.18)

φaw = φa + ∆e0 and φbw = φb −∆e0 (4.19)

∆e0 =
1

2

[
(φb − φa)×

(
1− 1

Ωe0

)]
(4.20)

B. Rule of embedding “1”: To embed “1”, as seen in Fig. 4.7(c), the second sharpest

formant will be enhanced. An enhancing factor Ωe1 (Ωe1 = BWcd

BWab
) in Eq. (10) is used for

the enhancement. With this factor, BWcd will be reduced to the same as BWab. This is

achieved by shifting φc and φd to φcw and φdw with Eq. (11), where ∆e1 is calculated by

φc, φd and Ωe1 with (4.23). Therefore, after embedding “1”, the bandwidth relationship

BWcdw = BWab has been established in the current frame.

Q1 × Ωe1 =
fc1
BWcd

× Ωe1 =
fc1

BWcd/Ωe1

=
fc1
BWab

=
fc1

BWcdw

,Ωe1 =
BWcd

BWab

(4.21)

φcw = φc + ∆e1 and φdw = φd −∆e1 (4.22)

∆e1 =
1

2

[
(φd − φc)×

(
1− 1

Ωe1

)]
(4.23)

In summary, different watermarks are embedded by establishing different bandwidth

relationships between the sharpest and the second sharpest formants via formant enhance-

ment. The different bandwidth relationships enable watermarks to be blindly extracted.

Note that this watermarking method can be applied for both voiced/unvoiced speech

frames, while the formants extracted from unvoiced speech segment are just pseudo-

formants. Especially, when all the samples in speech frame are completely 0, the samples

will be added very tiny values (like white noise) to enable the LP analysis work.

Extraction concept

According to the embedding rules, bandwidth relationships always exist in the sharpest

and the second sharpest formants no matter for embedding “0” or “1”. Therefore, in

extraction process, for each frame of watermarked signal, we extract these two formants
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Figure 4.8: Concept of watermark extraction: (a) “0” is extracted and (b) “1” is extracted.

respectively. As seen in Fig. 4.8, the sharpest formant should have the smallest band-

width, we name it as bwab (produced by θa and θb). The second sharpest formant should

have the second smallest bandwidth, we name it as bwcd (produced by θc and θd). If “0”

has been embedded, according to Fig. 4.8(a), the relationship between bwab and bwcd

should be bwcd > bwab × Ωe0, an equivalent representation is given in Eq. (4.24); if “1”

has been embedded, bwcd in Fig. 4.8(b) should be similar to bwab, an equivalent represen-

tation is given in Eq. (4.25). Since LP analysis calculates LP coefficients (or LSFs) based

on the criterion that the mean-squared error is always minimized, the LP coefficients (or

LSFs) that are derived from watermarked frame are not exactly the same as those after

embedding process even there is no modifications. Therefore, as shown in Eq. (4.26), we

set a threshold (half of the difference between two extracted bandwidths) to discriminate

two cases of embedding “0” or “1”, and enable the method to be error-tolerant.

embedding “0”: bwcd − bwab > bwab × (Ωe0 − 1) (4.24)

embedding “1”: bwcd − bwab ≈ 0 (4.25)

ŝ(m) =

 0, bwcd − bwab > bwab × Ωe0−1
2

1, otherwise
(4.26)

Embedding and extraction analysis

Now we discuss why the sharpest and the second sharpest formants are selected to carry

the relationship for watermarks. For the example in Fig. 4.9, three sharpest formant that
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labelled as Q0 (the sharpest formant), Q1 (the second sharpest formant), and Q2 (the third

sharpest formant) originally follow the bandwidth relationship that BWij>BWcd>BWab.

Consider one case that Q0 and Q2 labelled formants are selected for watermark embed-

ding. To embed “1”, BWij will be made to the same as BWab for formant enhancement.

Since BWij>BWcd>BWab, the modification to BWij will be severer in comparison with

enhancing the Q1 labelled formant. Therefore, sound quality will be much degraded.

Alternatively, if we slightly reduce BWij to embed “1” and if BWijw in Fig. 4.9 is still

larger than BWcd after enhancement, it will be difficult or even impossible to recognize

bandwidth relationship for watermark extraction. Although this phenomenon can be al-

leviated by setting bandwidth bounds for extraction, formant enhancement in embedding

process, however, will be much hampered and complicated.

In comparison, establish bandwidth relationships in the sharpest and the second

sharpest formant can effectively avoid the above problem. This is because these two

formants always possess two smallest bandwidths no matter before or after watermark-

ing, so the bandwidth relationships in the extraction process can be extracted for water-

mark extraction without any ambiguity. Besides, the distortion introduced by formant

enhancement in this case can be minimized compared with enhancing other formants.

In addition, in the embedding process, the enhanced formant is selected according to

the frequency characteristics of each frame and the watermark “0” or “1”, therefore, the
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enhanced formant is possible to exist in any frequency range, which enables the water-

marks to be well hidden. Moreover, since watermarks are embedded into the intrinsically

irregular formant structures, it is difficult for the attackers or the third party to confirm

whether the formant structure was formed by artificial manipulation, since the embedded

bandwidth relationship is also possible in a rough speech. Especially when the LP order

for estimating formants is unknown, bandwidth relationship is unable to discover.

4.2.3 Scheme of watermark embedding and extraction

In this chapter, we will construct the framework of watermarking by enhancing formants.

The overall scheme consists of watermark embedding and watermark extraction processes.

Watermarks w(m) are embedded into the LSFs of original speech signal x(n) to construct

the watermarked signal y(n). The embedded watermarks are then extracted from the

watermarked signal blindly.

Watermark embedding process

Figure 4.10 has a block diagram of embedding process. Watermarks are embedded as

follows.

Step 1 Original signal, x(n), is segmented into non-overlapping frames, and frame num-

ber is labelled as “m”. The framed signal is referred as xm(n).

Step 2 Each frame is analyzed with a p-th order LP analysis to extracted the LP coeffi-

cients, ai (i = 1, 2, · · · , p) and LP residue, rm(n).

Step 3 The LP coefficients, ai (i = 1, 2, · · · , p) within one frame are converted to LSFs,

φi (i = 1, 2, · · · , p).

Step 4 Each frame will be embedded with one bit watermark “0” or “1” (according to

s(m)), after which, a pair of shifted LSFs (φaw and φbw for embedding “0”, or φcw

and φdw for embedding “1”) are generated.
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Figure 4.10: Block diagram of of formant enhancement based watermark embedding

process.

Step 5 All LSFs φ̂i including the shifted LSFs and the other un-shifted LSFs will be

converted back to LP coefficients âi (i = 1, 2, · · · , p).

Step 5 Current frame ym(n) is then synthesized with the LP coefficients, âi and the

residue rm(n).

Step 8 The whole watermarked signal y(n) is finally reconstructed with all watermarked

frames using non-overlapping and adding function.

Watermark extraction process

The watermark extraction process is illustrated in Fig. 4.11, watermarks are extracted as

follows:

Step 1 Watermarked signal y(n) is segmented into non-overlapping frames of the same

size in the embedding process, and frame number is labelled as “m”. The framed

watermarked signal is referred as ym(n).

Step 2 The p-th LP analysis is applied to each frame to obtain LP coefficients, âi (i =

1, 2, · · · , p).
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Figure 4.11: Block diagram of of formant enhancement based watermark extraction.

Step 3 LP coefficients are converted to LSFs, θi (i = 1, 2, · · · , p), and two smallest

bandwidths are then extracted for representing the sharpest formant and the second

sharpest formant.

Step 4 The watermark in one frame is extracted with the method introduced in chapter

4.2.2.

Step 5 The extracted bit from each frame can construct the whole extracted watermarks,

ŵ(m).

4.3 Frame synchronization

In our proposed two methods, the watermark extraction process works when the frame

positions are known. In practice, the speech signal may be cropped or incomplete, in

this case, we have to automatically find the starting point of each frame. Therefore, an

automatic frame synchronization scheme should be implemented. Frame synchronization

indicates that without knowing any information about the frame size and the total frame

numbers, all the frames can be correctly segmented.

We have implemented the frame synchronization scheme for the proposed two methods.

The frame synchronization is separated with the watermark embedding and extraction

processes. As shown in Fig. 4.12, after the watermark embedding process, the synchro-

nization information will be embedded into the watermarked signal. In our method, a

random 0-1 sequence of length 20 is used as the synchronization information. This in-

formation is embedded to the first 20 speech samples of each frame of the watermarked
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20 

samples

010010101011010...0

Random 0-1 sequence

1 1 00 1 1 00 1 0 0000 1 1

1 0 001 1 001 0 000 01 1

1 1 00 1 1 00 1 00000 1 1

1 0 101 0 011 0 001 00 1

1 0 100 0 111 1 001 10 0

.
.
.

1st 

2nd

3rd 

4th 

20th 

1 1 00 1 1 00 1 0 0000 0 0

1 1 101 1 001 0 000 01 1

1 1 00 1 1 00 0 00000 1 1

0 0 001 0 011 0 001 00 1

0 0 000 0 111 1 001 10 0

.
.
.

Figure 4.13: Embedding the 0-1 sequence for frame synchronization.

signal. The detailed embedding process is as follows. Firstly, 20 speech samples will be

expressed with 16-bit binary code. Then we got 20 16-bit binary codes. Secondly, the last

three bits of the 20 binary codes will be sequently replaced the 0-1 sequence, as shown

in Fig. 4.13. Finally, the 20 binary codes will be expressed in decimal to express the

watermarked speech.

The watermarked signal can be transmitted, and it may be cut of some samples and

incomplete. Before watermark extraction, all the speech frames can be segmented with

the embedded synchronization information. As the pattern (0-1 random sequence) which

indicates the beginning of each frame, is embedded into the watermarked signal, by ap-

plying the correlation technique between the received signal and the 0-1 random sequence,

the beginning of each frame can be found. Figure 4.14 shows an example for frame syn-
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Figure 4.14: Result of frame synchronization.

chronization. As shown in Fig.4.14(a), the speech watermarked signal is 8.0 second, and

we set the frame size is 0.125s, so there would be 64 frames. In Fig. 4.14(b), after using

correlation, there are totally 64 peaks can be observed. These peaks correspond to the

beginning of frames. The watermarks can be extracted separately for each segmented

frame.

The frame synchronization does not consume much time, because only the correlation

is used. In this method, the 0-1 sequence replaces the last three bits of the 20 samples of

each frame for reliable frame segmentation. Actually, replace the last one bit of the speech

samples is enough for frame segmentation. Furthermore, embedding the 0-1 sequence to

the last several bits of 20 samples of each speech frame will not greatly degrade the speech

quality.
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4.4 Summary

In this chapter, we have separately implement two speech watermarking methods. In the

LSFs and QIM based watermarking, the basic knowledge of DM-QIM which can provide

two quantizers to embed different watermarks bits “0” and “1” is introduced. Then,

we construct the framework of watermarking by quantizing LSFs with QIM. The overall

watermarking scheme consists of watermark embedding and watermark extraction. An

example of the watermarking based on LSFs modifications with QIM is illustrated. From

this example, the influences to the LP spectral envelope and the formants by modifying

LSFs with QIM can be observed.

In the formant enhancement based watermarking, we firstly introduce the ides of en-

hancing the formant by directly closing up two LSFs. This idea is then employed for

the watermarking embedding. Several issues are clarified before watermark embedding to

make the method effective, these include (i) how to select the most suitable formant for

enhancement and (ii) how to realize the blind watermark extraction. To solve these prob-

lems, different watermarks are embedded by enhancing different formants, after which

different bandwidth relationships between the sharpest and the second sharpest formants

are established. These different bandwidth relationships can be used to blindly detect wa-

termarks in the extraction process. Finally, we construct the whole scheme of watermark

embedding and extraction.

Additionally, an automatic frame synchronization scheme is implemented. With this

scheme, the frames of speech can be automatically segmented. Moreover, this scheme is

designed beyond the watermarking methods, it is applicable to any watermarking meth-

ods.
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Chapter 5

Evaluations of proposed methods

The purpose of this research is to protect speech signals with watermarking methods. In

the previous chapter, we have implemented two speech watermarking methods. In this

chapter, we will evaluate these two methods with respect to inaudibility and robustness

(both of the two methods are blind methods).

5.1 Database and conditions

We conducted several experiments with respect to inaudibility and robustness to evaluate

the proposed methods. Twelve speech stimuli (Japanese sentences, uttered by six males

and six females) in the ATR speech database (B set) [94] were used as the original speech

signals. All stimuli were clipped into 8.1 second duration, sampled at 20 kHz, and quan-

tized with 16 bits. All of the evaluations were conducted on Linux operating system with

kernel 3.4.87-2vl6. The CPU is Intel (R) Core (TM) i7-4771 with frequency of 3.50 GHz,

and the memory is 15.6 GB.

5.1.1 Measurements for inaudibility

Inaudibility can be checked by objective and subjective tests. The log spectrum dis-

tortion (LSD) [105] and the perceptual evaluation of speech quality (PESQ) [106] are
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objective measures. They can estimate the degradation between the original speech and

the watermarked speech.

LSD defined in Eq. (5.1) can measure the spectral distance between the original speech

and the watermarked speech, where m indicates the frame index, M is the total numbers

of frames, X(ω,m) and Y (ω,m) are the spectra of m-th frame in the original speech and

the watermarked speech, respectively. LSD of 1.0 dB is chose as the criterion, and a lower

value indicates a less distortion.

LSD =

√√√√ 1

M

M∑
m=1

(
10log10

|Y (ω,m)|2
|X(ω,m)|2

)2

(dB) (5.1)

PESQ that recommended by ITU-T recommendation P.862 evaluates the speech qual-

ity with Objective Difference Grades (ODG) that range from −0.5 (very annoying) to 4.5

(imperceptible). ODG of 3.0 (slightly annoying) was set as the criterion, and a higher

value indicates a better speech quality.

5.1.2 Measurements for robustness

Watermarking method should be robust against allowable speech processing (e.g., speech

codecs ad general speech processing, such as re-sampling and re-quantization) to guaran-

tee the effectiveness of the embedded watermarks. Robustness can be indicated by Bit

Detection Rate (BDR), i.e., the ratio between correctly extracted watermarks and all em-

bedded watermarks. The BDR can be calculated with Eq. (5.2), where s(m) represents

embedded watermarks, ŝ(m) is the detected watermarks, and M is the total length of

s(m). The symbol “⊕” denotes the operation of “exclusive-OR”, that is, if the bit values

of s(m) and ŝ(m) are different (s(m) = 1 and ŝ(m) = 0, or s(m) = 0 and ŝ(m) = 1),

“s(m) ⊕ ŝ(m)” equals 1; otherwise, “s(m) ⊕ ŝ(m)” equals 0. We chose BDR of 90% as

the criterion, and a higher BDR indicates a stronger robustness.

BDR =

M −
M∑

m=0

s(m)⊕ ŝ(m)

M
× 100 (%) (5.2)
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5.2 Evaluations for LSFs and QIM based watermark-

ing

In this chapter, we evaluate the LSFs and QIM based watermarking method with respect

to inaudibility and robustness. The embedded information was “JAIST-IS”. The LP order

was 10-th. For extended use of watermarking as information hiding method, we evaluated

the performance of the proposed method as a function of embedding bit rate. The bit

rates were ranged from 4, 8, 16, 32, 64, 128, 256, 512 and 1024 (Here, one effective bit

information (“0” or “1”) was embedded into one frame. If 1 second original signal were

segmented into four frames, then the bit rate was 4 bps). Quantization steps of QIM were

adopted as 0.5◦, 1.0◦, and 3.0◦.

5.2.1 Evaluations for inaudibility

Figure 5.1 plots the results for the evaluations of inaudibility. These results were calcu-

lated on the average of twelve stimuli. The straight blue dashed-lines in each sub-figure

indicated the criteria for LSD (≤ 1dB) and PESQ (≥ 3.0). As we can see from Fig.

5.1 (a), sound quality got worse when bit rate increased, nevertheless, for all bit rates

from 4 bps to 1024 bps, watermarked signals with all quantization steps could satisfy the

criterion of LSD. In Fig. 5.1(b), only results for the quantization steps of 0.5◦ and 1.0◦

reached the criterion of PESQ. This indicated smaller quantization steps could lead to

better sound quality of watermarked signals.

Especially, in this figure, an additional result labelled as “ResynOrg” was also given

out. This result was calculated between the original signal and the resynthesized orig-

inal signal (LP analysis/synthesis of original signal without watermarking) for checking

whether sound distortion could be caused by speech analysis/synthesis in spite of the

embedding of watermarks. Based on the obtained results, the resynthesized signal had

almost the same sound quality as the original signal, which suggested sound distortion

caused by speech analysis/synthesis was imperceptible.
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Figure 5.1: Evaluations of inaudibility for LSFs and QIM based watermarking: (a) LSD

and (b) PESQ.

5.2.2 Evaluations for robustness

Watermarking method should be robust against allowable speech processing to guarantee

the effectiveness of the embedded watermarks. In this section, the robustness of proposed

method was evaluated from two aspects: (a) robustness against different speech codecs,

and (b) robustness against general speech processing.

Evaluations against speech codecs

Speech codec is a kind of necessary processing for speech transmission over the Internet

and telecommunication systems. Currently, there are many types of speech codecs to com-

press speech data for transmission, and watermarking methods should be robust against

these different speech codecs. Speech codecs can generally be classified into waveform-
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Figure 5.2: Evaluations of robustness for LSFs and QIM based watermarking against

speech codecs.

based and parameter-based schemes. Accordingly, we applied two typical speech codecs of

G.711 (waveform-based, PCM) and G.729 (parameter-based, CELP) to the watermarked

signals to evaluate the robustness of the proposed method.

The BDR results for normal detection and detection after G.711 and G.729 are pre-

sented in Fig. 5.2. The straight dashed line in each sub-figure indicated the criteria for

BDR (≥ 90%). It is shown that, for normal detection, the proposed had good bit detec-

tion rate for bit rate increased from 4 to 512 bps with all quantization steps. In contrast,

BDR results deteriorated a lot after watermarked signals have been processed by G.711,

especially for the small quantization step. This indicated that larger quantization could
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Figure 5.3: Evaluations of robustness for LSFs and QIM based watermarking against

re-sampling and re-quantization.

lead to stronger robustness. However, based on the BDR results after G.729, we can

basically conclude that this method was not robust against this speech codec, although

LSFs is a kind of speech parameter employed by this speech codec.

Evaluations against general speech processing

We also evaluated the proposed method against several speech processing [45]. These

included re-sampling at 24 kHz and 12 kHz, re-quantization with 24 bits and 8 bits. The

BDR results for these evaluations are presented in Fig. 5.3. The straight dashed line in

each sub-figure indicated the criteria for BDR (≥ 90%). From this figure, we can see that
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for re-sampling at 24 kHz and re-quantization at 24-bit, the proposed method was robust.

However, for down-sampling at 12 kHz, and low-bit quantization at 8-bit, the embedded

watermarks could not be correctly extracted, i.e., the proposed method was not robust.

This was because once the speech signal was processed with these operations, the shape

of waveform changed. Correspondingly, we could not accurately estimate the modified

LSFs, and extract watermarks.

5.2.3 Discussion

In this chapter, we evaluated the watermarking method by carrying out two kinds of ob-

jective evaluations with respect to inaudibility (LSD and PESQ) and robustness against

different speech codecs and general processing. We took into consideration of the inaudi-

bility and robustness that were influenced by minor modifications to LSFs with different

quantization steps. The results from inaudibility evaluation revealed that the proposed

method could satisfy inaudibility when quantization step was small. The results from

robustness evaluation revealed that the proposed method had good bit detection rate for

normal detection and some of general speech processing. However, the weak robustness of

current method against speech codecs, down-sampling, and low-bit re-quantization greatly

restricted its performance and effectiveness since it was very sensitive to modifications that

could change the shape of waveform or the value of signal.

5.3 Evaluations for formant enhancement based wa-

termarking

In this chapter, we conducted several experiments with respect to inaudibility and ro-

bustness to evaluate the formant enhancement based watermarking. In comparison to

LSFs and QIM based watermarking, formant enhancement based watermarking in which

the original formant structure of speech signal is considered to embed watermark, should

be able to achieve better performance in inaudibility and robustness. The same twelve
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Figure 5.4: Group separation for bit rates of 4 bps and 8 bps.

speech stimuli in the ATR speech database (B set) were used as the original signals. The

embedded watermarks was “JAIST-IS-Acoustic”. Since our method is based on speech

analysis/synthesis, the frame size was fixed at 25 ms (40 frames in 1.0 second) to attain

better sound quality. The performance of the proposed method as a function of bit rate.

To construct the bit rates, all frames within 1.0 second speech segment were separately

divided into 4, 8, 20, and 40 groups. Frames within the same group were embedded with

the same watermark and then extracted the watermark with a majority decision. Thus,

the bit rates for the proposed method were 4, 8, 20, and 40 bps. An example of frame

separation at 4 bps and 8 bps is shown in Fig. 5.4.

5.3.1 Parameter analysis

In the proposed method, two adjustable parameters, i.e., LP order and Ωe0 for embed-

ding “0” affect the performance of inaudibility and robustness (Ωe1 for embedding “1”

is automatically fixed according to bandwidth characteristics of each frame). These two

parameters should be optimized for the proposed method.

LP analysis The order of LP analysis is important to determine the characteristics of

formant structure. High LP order is beneficial to follow the details of spectrum

contour, and more finer formants can be estimated under high LP order. Low LP
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Figure 5.5: Inaudibility affected by LP order and Ωe0: (a) LSD and (b) PESQ.

order can just provide global frequency information, only a few global formants can

be provided in this case. Under low order LP analysis, each estimated formant will

carry more information in comparison with the formant that estimated by high order

LP analysis. That is to say the sound distortion brought by tuning one formant

that estimated with low order LP analysis will be more severe. Therefore, to achieve

inaudibility, LP order should be as higher as possible. On the other hand, since most

processing will bring distortion to the formant structure of watermarked signal, if

LP order is so high to follow all the spectral details, any distortion will result in

LSFs deviation, which will obstruct the watermark extraction. In this case, LP

order should be low to achieve robustness.

Modification degree Ωe0 According to Eqs. (4.24) to (4.26), bigger Ωe0 will increase

the bandwidth difference between the sharpest formant and the second sharpest

formant which makes it easier to discriminate “0” or “1”. However, bigger Ωe0 also

means severe modification to the sharpest formant in the original signal which will

degrade the sound quality severely.

The inaudibility and robustness are conflicting, and affected by LP order and Ωe0.

To select the optimal parameters, we tentatively checked the inaudibility and robustness

performance (at 4 bps) as a function of LP order and Ωe0. LP order was selected as 8,

10, 12, 14, 16, 18, and 20. Ωe0 was selected as 1.50, 1.65, 2.0, and 3.0. Since objective

measures enable quick results, we evaluated inaudibility with LSD and PESQ. Robustness
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Figure 5.6: Robustness affected by LP order and Ωe0: (a) normal detection and (b)

detection after G.729.

was checked by normal extraction with BDR results. We also checked the watermark

extraction after G.729 codec. This was because many watermarking methods failed to

extract watermarks after this codec. Therefore, robustness against G.729 was one of the

most difficult criterion, which could typically check whether the method was robust or

not.

According to the LSD and PESQ results in Fig. 5.5, we can find: (i) under the same

Ωe0, inaudibility was not obviously affected by different LP orders; (ii) under the same

LP order, when Ωe0 was increased to 3.0, there was an obvious distortion in inaudibility.

Therefore, Ωe0 should be less than 3.0 for inaudibility.

Figure 5.6 shows the robustness results. We can see that with all different LP orders

and Ωe0, normal watermark extraction had almost the same BDR results, close to 100%.

On the other hand, these two parameters greatly influenced the robustness against G.729,

since BDR results drastically increased when LP order was increased. Therefore, it would

be prefer to choose lower LP order for robustness. According to these results, we finalized

Ωe0 as 2.0 for inaudibility and LP order as 10 for robustness (where BDR after G.729 at

Ωe0 = 2.0 could be controlled over 90%).
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Figure 5.7: Evaluations of inaudibility for formant enhancement based watermarking: (a)

LSD and (b) PESQ.

5.3.2 Evaluations for inaudibility

We follow the above parameters to evaluate the proposed method. Evaluations were also

done to three typical methods: the least significant bit-replacement (LSB) method [31],

direct spread spectrum (DSS) method [38], and cochlear delay (CD) method [54] These

methods have separately exhibited excellent performance in inaudibility, robustness, and

both inaudibility and robustness. A quick review of these methods is as follows: LSB

replaces the least significant bits with watermarks at the quantization level so that re-

placement in less perceptible component does not cause distortion to human perception;

DSS spreads watermarks over many (possibly all) frequency bands so that watermarks

cannot be easily destroyed; CD embeds watermarks by enhancing the phase information

of the original signal with respect to two kinds of cochlear delay (one is for “0” and the

other one is for “1”). The embedding bit rates for LSB, DSS, and CD were 4, 8, 16, 32,

and 64 bps according to their original implementations. The inaudibility of the proposed

method was evaluated with objective measures, i.e., LSD and PESQ, and a subjective

listening test. All evaluation results were calculated on the average of twelve stimuli.
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Objective evaluations

Figure 5.7 plots the LSD and PESQ results for the proposed method, CD, DSS, and LSB.

As we can see, LSB had the best performance among all the four methods. CD could

satisfy inaudibility when the bit rate was no more than 16 bps. DSS could not satisfy

the criteria for either LSD or PESQ. The proposed method could satisfy criteria for both

LSD and PESQ, which indicated it could objectively satisfy the inaudibility requirement.

Subjective evaluations

Inaudibility of the proposed method was also investigated through a listening test in which

all twelve stimuli were involved. The experiment conditions referred to those in [45]. For

each stimulus, five test pairs were set up. Each test pair contained two speech tracks,

one was the original (Org) stimulus and the other was the same original (Org) stimulus,

or the resynthesized original (ResynOrg) stimulus, or the watermarked stimulus (at 4

bps) that was realized by the proposed method (Pro), CD, or DSS, where the test pair

consisted of the original (Org) stimulus and resynthesized original (ResynOrg) stimulus

was evaluated for the proposed method to check whether sound distortion could be caused

by speech analysis/synthesis in spite of watermarks. Three male subjects and one female

subject with normal hearing ability have attended to the listening test. Each subject was

presented with one test pair in a trial and then asked to report the similarity between two

tracks by choosing a subjective score from 0 (completely the same), 1 (probably the same),

2 (probably different), and 3 (completely different). Each subject was totally presented

with 60 test pairs (twelve stimuli × five pairs (Org-Org, Org-ResynOrg, Org-Pro, Org-CD,

Org-DSS)).

The mean subjective scores on five test pairs for each stimuli are given out in Fig. 5.8.

These results revealed that it was difficult for subjects to tell the difference between two

tracks in the Org-Org, Org-ResynOrg, and Org-Pro test pairs, which suggested that the

sound distortion caused by speech analysis/synthesis and watermarks embedding in pro-

posed method was perceptually insignificant. In comparison, CD was slightly perceptible
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Figure 5.8: Evaluations of inaudibility for formant enhancement based watermarking with

listening test.

for a few stimuli, and DSS introduced obvious distortion to the original signals.

5.3.3 Evaluations for robustness

Evaluations against speech codecs

We applied some typical speech codecs to the watermarked speech to evaluate the robust-

ness. These included G.711 and G.729 that we used in LSF-QIM based watermarking,

G.726 (waveform-based, ADPCM), G.723.1 [107], and Mixed Excitation Linear Predic-

tive (MELP) [108]. G.723.1 is a dual rate speech coder for communications at 5.3 and 6.3

kbit/s. The G.723.1 is an audio codec for voice which is completely different codec from

G.723. G.723.1 is mostly used in VoIP due to its low bandwidth requirement. The MELP

speech codec was proposed for low bit rate speech coding in 1995. MELP is based on

the traditional LPC vocoder, and it can generate the parametric representation of speech

signals and provide the speech with good quality. The MELP is mainly used in military

70



4 8 16 20 32 40 64
40

50

60

70

80

90

100
B

D
R

bE
t

)

Ea)bNormal

Proposed
CD
DSS
LSB

4 8 16 20 32 40 64
40

50

60

70

80

90

100

Eb)bG.711

B
D

R
bE

t
)

4 8 16 20 32 40 64
40

50

60

70

80

90

100

Ec)bG.723.1

B
D

R
bE

t
)

4 8 16 20 32 40 64
40

50

60

70

80

90

100

Ed)bG.726

B
D

R
bE

t
)

4 8 16 20 32 40 64
40

50

60

70

80

90

100

Ee)bG.729

B
D

R
bE

t
)

BitbratebEBps)
4 8 16 20 32 40 64

40

50

60

70

80

90

100

Ef)bMELP

B
D

R
bE

t
)

BitbratebEBps)

Figure 5.9: Evaluations of robustness for formant enhancement based watermarking

against (a) normal extraction, (b) G.711, (c) G.723.1, (d) G.726, (e) G.729, and (f)

MELP.

application, satellite communications, and secure voice devices.

As shown in Fig. 5.9, the LSB method was not robust against any speech codec; CD

method was only robust against normal extraction and G.711; DSS method was robust

against normal extraction, G.711, and G.726. The proposed method was robust against

normal extraction, G.711, G.726, G.729, and its performance against G.723.1 was better

than the other methods. These results implied that the proposed method had better

robustness than the other watermarking methods. Nonetheless, it was not robust again

MELP, and none of the watermarking could survive from this speech codec.
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Figure 5.10: Evaluations of robustness for formant enhancement based watermarking

against (a) 24 kHz and (b) 12 kHz and re-quantization with (c) 24 bits and (d) 8 bits.

Evaluations against general speech processing

First, we evaluated the proposed method against several processing: (a) re-sampling at 12

kHz and 24 kHz, (b) re-quantization with 24 bits and 8 bits. Figure 5.10 plots all results.

DSS obviously performed the best. LSB was only good for re-quantization with 24 bits.

The proposed method and CD provided good performance except for re-quantization with

8 bits. The reason for this with the proposed method was re-quantization at lower rate

compared with signal’s original sampling rate introduced some distortions to the water-

marked signal, which destroyed the bandwidth relationship for watermark extraction.

Second, we evaluated the proposed method with other practical speech processing.

These included (a) signal amplifying by 2.0 and 0.5, speech analysis/synthesis by (b)

short-time Fourier transform (STFT), and (c) gammatone filterbank (GTFB). The BER

results (in %) at 4 bps and 8 bps are listed in Tab. 5.1. From these results, we can

conclude that the proposed method and DSS were robust against these processing.

72



Table 5.1: BDR (%) results of robustness against practical processing.

Bit rate Processing CD DSS LSB Proposed

4 bps

Ampl. by 2.0 96.43 100.00 50.00 99.22

Ampl. by 0.5 96.43 100.00 47.42 99.22

STFT 96.43 100.00 100.00 99.22

GTFB 66.57 100.00 53.42 98.96

8 bps

Ampl. by 2.0 96.41 100.00 47.79 99.14

Ampl. by 0.5 94.48 100.00 49.33 99.55

STFT 93.09 100.00 100.00 99.22

GTFB 60.53 100.00 51.27 98.75

Evaluations against common attacks

We also evaluated the proposed method against several attacks. These included (a) signal

flip, (b) signal sample repletion, (c) signal flanger, (d) signal jitter, (e) echo addition, and

(f) Gaussian noise addition. In signal flip, the values of two randomly chosen samples in

each frame (25ms) were exchanged, thus in one second, 40 sample pairs were exchanged.

In speech sample repetition, one randomly chosen sample in each frame was repeated.

In the evaluation, 40 samples were repeated in one second, therefore, the duration of the

signal was increased. Signal flanger was an operation to create a signal by mixing a slightly

delayed copy of itself. In the evaluation, the delay time was 9.375 ms, i.e., around one

third of the frame size was delayed for each frame. In signal jitter, the randomly chosen

samples of each frame was set to be 0. In echo attacks, a single 100 ms echo addition

of −6 dB was added to the watermarked signals. In noise addition, a Gaussian noise

addition with an overall average SNR of 36 dB was added to the watermarked signals.

The first four attacks were referred to [109], and the last two attacks were recommended

by the Information Hiding and its Criteria (IHC) committee [110]). The BDR results

were plotted in Fig. 5.11, it is shown that proposed method was basically robust against

these attacks.
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Figure 5.11: Evaluations of robustness for formant enhancement based watermarking

against common attacks.

5.3.4 Discussion

In this chapter, we evaluated the formant enhancement based watermarking by carrying

out evaluations with respect to inaudibility (LSD, PESQ, and a listening test) and ro-

bustness against different speech codecs, general processing, and common attacks. The

LP order and Ωe0 were well examined for achieving good performance in inaudibility and

robustness. The evaluation suggested the proposed method had two advantages.

(1) Since formant enhancement is capable to improve the sound quality of synthesized

speech, watermarks embedded as formant enhancement was almost inaudible. Therefore,

the proposed method can satisfy the inaudibility requirement.

(2) Watermarks embedded in LSFs and extracted by identifying bandwidth relation-

ship can tolerate small modifications of frequency components that are caused by speech

codecs, general processing, and common attacks. Therefore, the proposed method shows

stronger robustness than the other compared watermarking methods.

Moreover, from the watermark embedding and extraction mechanism, several superi-

orities can also be found in the proposed method, such as:

(3) Each frame has its own frequency characteristic, the enhanced formant (the sharpest
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formant or the second sharpest formant) is possible to exist in any frequency range. There-

fore, when small proportion of frequency component is changed, where watermarks are

not contained, watermarks can be still extracted.

(4) From the point of security, embedding watermarks into the intrinsically irregular

formant structures makes the watermarks confidential. This is because various formant

structures make it difficult for the attackers or the third party to confirm whether the

formant structure is formed by artificial manipulation or not, since embedded bandwidth

relationship is also possible in a rough speech.

(5) When the LP order for estimating formants is unknown, bandwidth relationship

is unable to discover.

It is also important to note that although LSFs in the proposed method were shifted so

that watermarks could be embedded, the proposed method was essentially different from

QIM based watermarking. This is because QIM based watermarking modify embedding

parameter without physical meaning, while the modification to LSFs in our method was

motivated by formant enhancement.

5.4 Influence of frame synchronization to watermark-

ing method

The frame synchronization scheme has been implemented for the proposed methods in

chapter 4. Since the information for frame synchronization needs to be embedded into the

watermarked signal, it is necessary to investigate whether the synchronization informa-

tion will additionally degrade the sound quality, and whether it will obstruct watermark

extraction. In the following, we will carry out evaluation about the above two ques-

tions. The synchronization information was embedded into the watermarked signal that

obtained by the formant enhancement based watermarking, and the frame size is 25ms.
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Figure 5.12: Influence of frame synchronization to the inaudibility of watermarked speech:

(a) LSD and (b) PESQ.

5.4.1 Influence to inaudibility

The LSD and PESQ were used as the evaluation measures. Figure 5.12 plots the results

for inaudibility. These results were calculated on the average of twelve stimuli. As seen

in this figure, three kinds of inaudibility results were given out: the red line shows the

result between the original speech and the watermarked speech, the black line shows the

result between the original speech and the watermarked speech that embedded with syn-

chronization information, and the green line shows the result between the watermarked

speech with and without synchronization information. For LSD, the red line and the

black line are closer to each other, and the green line is around 0.18 dB, which indicated

that the synchronization information only introduced very slight distortion to the water-

marked signal. For PESQ, the red line and the black line are overlapped, and the green

line is reached to the full score of 4.5 ODG. This suggested for PESQ evaluation, the

watermarked speech with and without synchronization information had the same speech

quality, and distortion introduced by synchronization information was negligible.
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Figure 5.13: Frame synchronization result of watermarked signal.

5.4.2 Influence to watermark extraction

Before the watermark extraction process, the correlation technique was applied to seg-

ment the speech frames. Figure 5.13 shows the correlation result, the peaks correspond

to the beginning of each frame. After this process, watermarks were extracted from the

watermarked signal. Figure 5.14 has present the two BDR results: the red line is the

result calculated from the watermarked signal without synchronization information and

the black line is the result calculated from the watermarked signal embedded with syn-

chronization information. It is found that the two lines are overlapped, this indicated the

synchronization information did not affect the watermark extraction of the watermarking

method.

5.5 Summary

In this chapter, we have separately evaluated two speech watermarking methods with

inaudibly and robustness. For the LSFs and QIM based method, we took into considera-

tion of the inaudibility and robustness that were influenced by the different quantization

steps. The results from inaudibility evaluation revealed that the proposed method could
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Figure 5.14: Influence of frame synchronization to watermark extraction.

satisfy inaudibility when quantization step was small. However, when subjected to the

processing that could change the shape of waveform or the value of signal such as speech

codecs, down-sampling, and low-bit re-quantization, this method was not robust.

In the evaluations of formant enhancement based watermarking, we gave much con-

sideration about the parameters such as the LP order and the Ωe0 when balancing the

inaudibility and robustness. In this method, watermark embedding through formant

enhancement did not cause severe degradation to the original speech quality, and the

watermark extraction by identifying bandwidth relationship was able to tolerate slight

distortions of frequency components caused by other processing. Therefore, in compari-

son with other watermarking methods, this method could achieve a good trade-off between

inaudibility and robustness. Nonetheless, the robustness of the proposed method against

some speech codecs such as G.723.1 and MELP needs to be improved.

Besides, we also investigated the influence of frame synchronization to watermarking

method. From the evaluations, we found that the embedding of synchronization infor-

mation did not cause severe distortion to the speech quality, and the synchronization

information did not affect the extraction of watermarks.
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Chapter 6

Applications of formant

enhancement based watermarking

In previous chapter, we have evaluated two watermarking methods. The LSFs and QIM

based watermarking cannot satisfy the inaudibility and robustness requirements simulta-

neously. In comparison, the formant enhancement based watermarking has better perfor-

mance. In this chapter, this watermarking method will be applied for tampering detection

and hybrid watermarking.

6.1 Tampering detection with formant enhancement

based watermarking

6.1.1 Introduction

Rapid development in digital technologies has greatly facilitated the speech signals to be

reduplicated and edited at high fidelity. These advances lead to new social issues related

to malicious attacks and unauthorized tampering to speech. For example, by using free

editing software, ordinary people are allowed to alter speech without leaving perceptual

clues. Some specialized speech analysis/synthesis tools such as STRAIGHT [111], voice

conversion [112, 113] , and speech morphing [114], are professional to produce high nat-
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uralness and intelligibility of tampered speech, although important information has been

changed. As these progresses enable speech to be tampered in a more realistic and cred-

ible way, it is becoming difficult to identify the tampering and confirm the originality of

speech.

Speech signals can be used for a variety ways. The criminal investigation [115, 116]

is a major one. As a kind of digital evidence, speech can record (1) what happened in a

certain place and time and (2) the information provided by the victims or the suspects.

However, in most cases, speech is not immediately used after being recorded. They have

to pass through a series of judicial procedures in which different people may be involved.

Since improper actions taken to handle, examine, and store the speech are possible to

destroy the originality of it (intentionally or unintentionally), and not everyone involved

is trustful, it is difficult to ensure the originally of speech after the complicated processing.

Besides, if the people who are responsible for handling the speech have malicious intent

to mislead the listener, the originally of speech cannot be ensured. For example, by using

voice conversion, speech content (what is the speaker saying) can be tampered, e.g., a

word replacement from “YES” to “NO”; by using speech morphing, the individuality of

speaker (who is saying) can be deliberately transformed to that of another speaker. These

tampering are able to conceal important information or covering up the reality. As the

speech content and speaker identity plays a key role in the criminal investigation, any

single word change or forged speaker will result in serious problem for judgment.

To confirm the speech is best suited to the unique acquisition environment and the

truth, investigation about whether the speech has been tampered since its creation should

be carried out. Digital watermarking can effectively check if the original speech signals

have been tampered by embedding digital data into them. To be effective, watermark-

ing method should be implemented according to four requirements of (1) inaudibility to

human auditory system, (2) blindness to extract watermarks without referring to the orig-

inal signal, (3) robustness against speech processing, and (4) fragility against tampering.

In chapter 5, the formant enhancement based watermarking has been evaluated, and it

is found that this method can satisfy the first three requirements. In this chapter, this

80



Embedded

Watermarks

s(m)

Watermark

embedding

 x(n) y(n) Watermark

detection

Detected 

watermarks 

ŝ(m)

Tampering result

Sender side Receiver side

Transmission

Comparison

Orginal 

signal  

Tampering
Watermarked 

signal

y(n)

Watermarked 

signal

Figure 6.1: Scheme for tampering detection.

watermarking method is employed to detect tampering in speech signal by exploring its

fragility properties.

6.1.2 Scheme of tampering detection

To check whether tampering has occurred to speech signals during the transmission, an

overall block diagram for tampering detection is given out in this chapter, where speech

watermarking is employed. Watermarks will be embedded at the sender side and then

extracted at the receiver side for detecting tampering. If the speech watermarking method

can satisfy both robustness and fragility, tampering could be detected by the mismatched

bits between the embedded watermarks and the detected watermarks. The whole process

can be explained as follows:

Process at the sender side At the sender side, we have the original speech signal x(n)

and the watermarks s(m). As shown in Fig. 6.1, before sending the original signal

x(n) to the receiver, watermarks s(m) will be embedded into it to construct the

watermarked signal y(n). The detailed embedding processes are the same as those

in chapter 4.2.3. Finally, the watermark signal y(n) will be transmitted.

Process at the receiver side After receiving y(n) at the receiver side, watermarks will

be extracted from received y(n). The detailed watermark extraction processes are

the same as those in chapter 4.2.3. The extracted watermarks, named as ŝ(m), will
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be compared with s(m) to check whether tampering has occurred.

Verification of tampering Ideally, if the watermarking method could satisfy fragility,

once tampering occurred, watermarks in tampered segment will be destroyed. There-

fore, tampering could be detected by the mismatched bits between s(m) and ŝ(m).

If there is no mismatch, it means the received signal is the original signal and no tam-

pering occurred; otherwise, each mismatch indicates that the corresponding frame

in received signal has been possibly tampered. For example, if s(m)=01001101...

while the detected ŝ(m)=01101101..., this indicates the third frame may have been

tampered.

6.1.3 Evaluations for tampering detection scheme

In this chapter, we evaluated the proposed tampering detection scheme with respect to

inaudibility, robustness, and fragility (the proposed scheme is a blind method). The

database is the same as those used in previous chapters. For tampering detection scheme,

the top priority is whether the proposed scheme has the ability to detect tampering and

there is no requirement for embedding bit rate. Therefore, we evaluate the proposed

scheme at the fixed embedding bit rate, 4 bps. The order of LP analysis was chosen

as 10 based on our previous analysis. Ωe0 for embedding “0” was also adopted as 2.0

(Ωe1 for “1” was automatically fixed based on bandwidth characteristics of each frame).

Embedded watermarks was a single word “GOOD”. Evaluations were also done to two

other methods: LSB and CD.

Evaluations for inaudibility

Inaudibility was checked by LSD and PESQ. The evaluation results of LSD and PESQ for

three methods are plotted in Fig. 6.2, where the straight dashed-lines in each sub-figure

indicate the criteria for LSD (≤ 1.0 dB) and PESQ (≥ 3.0 OGD). As we can see, all

three methods could satisfy the criteria for LSD and PESQ. The LSB method performed

the best and the proposed method was a little better than CD method. These results
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Figure 6.2: Evaluations of inaudibility for tampering detection scheme: (a) LSD and (b)

PESQ.

indicated that these methods could objectively satisfy the inaudibility requirement. The

result labelled as “ResynOrg” was also given out for checking whether sound distortion

could be caused by speech analysis/synthesis in spite of the embedding of watermarks in

the proposed method. Based on the obtained result, the resynthesized original signal had

almost the same sound quality as the original signal.

Evaluations for robustness

The robustness of proposed was firstly evaluated against speech codecs. The speech codecs

were chosen as G.711, G.723.1, G.726, G.729, and MELP. The BDR results calculated

after speech codecs are presented in Fig. 6.3, where normal extraction is also given out

in Fig. 6.3(a). The straight dashed line in each sub-figure indicated the criteria for BDR

(≥ 90%). It is clear that LSB was not robust against any speech codec except for normal

extraction, CD was only robust against normal extraction and G.711. In contrast, the

proposed method could survive from normal extraction and three kinds of speech codecs

(100% for G.711 and G.726, around 90% for G.729). These implied the proposed method

was more robust against these speech codecs compared with LSB and CD. However, the

robustness of proposed method against G.723.1 and MELP needed to be improved.

We also evaluated the proposed method against several speech processing [45]. These

included re-sampling at 24 kHz and 12 kHz, re-quantization with 24 bits and 8 bits, signal

amplifying by 2.0 times, a single 100 ms echo addition of −6 dB, speech analysis/synthesis

83



1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

MaELNormal

B
D

R
LM

t
E

MaELNormalMaELNormal

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

MbELG.711

B
D

R
LM

t
E

MbELG.711MbELG.711
Proposed
LSB
CD

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

McELG.723.1

B
D

R
LM

t
E

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

MdELG.726

B
D

R
LM

t
E

No.LofLStimulus

1 2 3 4 5 6 7 8 9 10 11 12
0

50

100

MeELG.729

B
D

R
LM

t
E

No.LofLStimulus
1 2 3 4 5 6 7 8 9 10 11 12

0

50

100

MfELMELP

B
D

R
LM

t
E

No.LofLStimulus

Figure 6.3: Evaluations of robustness for tampering detection scheme against (a) normal

extraction, (b) G.711, (c) G.723.1, (d) G.726, (e) G.729, and (f) MELP.

by STFT, and GTFB. The BDR results after each processing have been plotted in Fig.

6.4. LSB was only robust against re-sampling at 24 kHz, re-quantization with 24 bits,

and STFT; CD was robust against most processing except for re-quantization with 8 bits,

echo addition, and GTFB. In comparison, the proposed method could correctly extract

watermarks after these processing, which meant it was more robust than LSB and CD.

Evaluations for fragility

Many previous works, e.g., [51] and [55], have confirmed the fragility of their methods

by carrying out various types of tampering. However, there is no consistent definition
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Figure 6.4: Evaluations of robustness for tampering detection scheme against speech

processing.

for tampering among these works. In general, tampering are performed based on the

motivation of the attackers. In this case, any operation that can be used to tamper

a speech should be evaluated for watermarking method when verifying its fragility and

ability for tampering detection. Therefore, we evaluated the fragility of the proposed

method against several possible tampering in this chapter. Since LSB and CD are not

completely robust, even they are fragile against tampering, they are unable to tell whether

the failed extraction of watermarks is caused by speech processing or tampering. That
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Table 6.1: BDR (%) results in fragility evaluations of tampering detection scheme.

No. Tampering type Description BDR (%)

(b) No tampering −− 100.0

(c) Add white noise normal distribution, N(0.01, 1) 45.19

(d) Reverberation real impulse response of 0.3 s 68.80

(e) Concatenation concatenate with un-watermarked speech 42.86

(f) Low-pass filtering order: 32-th, normalized cut-off frequency: 0.99 41.98

(g) High-pass filtering order: 32-th, normalized cut-off frequency: 0.01 49.85

(h) Speed up speed up the whole speech by +4% 71.56

(i) Speed down speed down the whole speech by −4% 79.51

(j) Pitch shift change the pitch of speech −4% in real time 68.12

      (a)                (b)                (c)                (d)                (e)

   (f)                 (g)                (h)                (i)                 (j)

Figure 6.5: Evaluations of fragility for tampering detection scheme against tampering.

is to say, they cannot successfully detect tampering unless robustness being improved.

Therefore, fragility evaluation was only conducted to the proposed method.

As to intuitively reflect fragility, a 32×32 bitmap image in Fig. 6.5(a) was used as wa-

termarks. Since bit rate was 4 bps, as to embed the complete image, 12 speech tracks are

repeatedly connected to construct a long original signal (256 second). After embedding

the image to the original signal, the middle segment of watermarked signal was separately

tampered with the tampering listed in Tab. 1 (Line 2 to Line 9). These evaluations

referred to [55]. Adding white noise and reverberation are channel distortion, tampering

speech with these operations can be considered as disturbing the speech. Concatenat-
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Figure 6.6: Example on fragility analysis: (a) original signal with middle segment tam-

pered by adding white noise, (b) extraction errors densely appear in the tampered seg-

ment, and (c) one frame analysis: bandwidth relationship for watermark “1” has been

destroyed due to tampering.

ing the watermarked signal with un-watermarked speech can be considered as content

replacement. Filtering with low-pass and high-pass filters is regarded as removing specific

frequency information of speech. Speed change (speech up and speed down) can modify

the duration and tempo of speech without affecting its pitch. Pitch shift is to propor-

tionally shift frequency components while preserving the duration of speech, which can

be regarded as manipulating the individualities of the speaker.

The extracted image from un-tampered watermarked signal is shown in Figs. 6.5(b).

where watermarks could be correctly extracted. The extracted images from other tam-

pered watermarked signals are separately shown in Figs. 6.5(c) to (j). It is noticeable that

watermarks in the tampered segment were destroyed. Tab. 1 gives out the accurate BDR

results. Since the BDR calculated from the tampered segment were quite low compared

with no tampering (normal extraction), we can conclude that the proposed method was

fragile against the evaluated tampering.

Figure 6.6 illustrates an example of how detection errors happened, for example, after
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tampering by adding white noise. In Fig. 6.6(b), detection errors (shown in red cross)

densely appeared in the tampered segment. In contrast, watermarks in the un-tampered

segment could be correctly detected due to the robustness the proposed method. There-

fore, tampering could be indicated with the destroyed watermarks. Figure 6.6(c) examined

the bandwidth relationships before and after tampering of one tampered frame, where “1”

has been embedded. Before tampering, bandwidth relationship, BWab = BWcd, could be

easily observed to correctly extracted the watermark. After tampering, BWab has been

much narrowed to bwab, that is, bwab is much narrower than bwcd. Therefore, it would be

easily taken as that “0” has been embedded.

These obtained results suggested that the proposed method was fragile against tam-

pering, and the destroyed watermarks could provide an evidence that signal has been

tampered. As we found, after the tampering, the highest BDR rate was still lower than

80%, and the average of BDR was around 52%, so we would like to set 65% as the criteria

for the real tampering. A lower BDR indicated strong confirmation of tampering. A

high BDR indicated suspected tampering, in this case a deep investigation needed to be

carried out to confirm whether this was a real tampering or not. In the evaluation, the

embedding bit rate of watermarks was 4 bps, each embedded bit was able to account for

0.25 s speech segment when locating the tampering, although 0.25 s was too short to make

a meaningful tampering of speech content. Therefore, as shown in Fig. 6.5, even some

correct bits could still be intermittently extracted from the tampered speech segment,

tampering could also be detected by checking several adjacent bits where detection errors

densely appeared. Additionally, the detection precision was possible to be improved by

increasing the embedding bit rate.

Ability for tampering detection

The above chapter evaluated the robustness and fragility of the proposed tampering de-

tection scheme. Evaluation results indicated the proposed scheme was enough robust

and fragile. To investigate the tampering detection ability of proposed method in more

realistic situation, we considered the following evaluations.
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Figure 6.7: Flowchart of tampering in more realistic situation.

In realistic situation, encoding process is generally performed for watermarked signal

at the sender side, and the decoding process is performed before watermark detection at

the receiver side. To tamper the transmitted speech, as seen in Fig. 6.7(a), attackers

should firstly decode the speech to raw data, make tampering, and then encoded back

with the original coder. Likely, tampering also possibly happens to watermarked signals

which are in the intermediate process of re-sampling and re-quantization. To investigate

whether the proposed method could identify tampering under the situations that speech

processing (speech codecs, re-sampling, and re-quantization) also exist, we followed the

tampering process in Fig. 6.7 and then extract watermarks. Note that, to make a fair

comparison, encoded watermarked signal in Fig. 6.7(a) was decoded and encoded even

no tampering occurred. This process was made to compensate the speech codecs caused

extraction error in the tampering case. In these evaluations, speech codecs of G.711,

G.726, and G.729 were used, since the proposed method was not robust against G.723.1

and MELP. Twelve speech stimuli were embedded with the watermarks “GOOD”. The

types of tampering were the same as those used in fragility evaluations. All evaluation

results were calculated on the average of twelve signals.

Figure 6.8(a) compares the BDR results of normal extraction (1st bar) and those
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Figure 6.8: Evaluations for the tampering detection ability of the tampering detection

scheme: (a) BDR comparison between normal extraction and after tampering, (b) to

(h) BDR comparison after one kind of speech processing (G.711, or G.726, or G.729,

or re-sampling at 24 kHz, or re-sampling at 8 kHz, or re-quantization with 24 bits, or

re-quantization with 8 bits) and after both speech processing and tampering.

after different tampering (2nd bar: addind white noise, 3rd bar: reverberation, 4th bar:

concatenation, 5th bar: low-pass filtering, 6th bar: high-pass filtering, 7th bar: speed up,

8th bar: speed down, 9th bar: pitch shift). We got the similar results that when tampering

occurred, BDR drastically reduced which enabled tampering to be easily figured out.

Figures 6.8(b) to (h) compare the BDR results between two cases, one is BDR after one

kind of speech processing (1st bar), and the other one is BDR after both the speech

processing and different tampering (2nd bar: adding white noise, 3rd bar: reverberation,

4th bar: concatenation, 5th bar: low-pass filtering, 6th bar: high-pass filtering, 7th bar:

speed up, 8th bar: speed down, 9th bar: pitch shift). For Figs. 6.8(b), (e), and (g),

BDR was quite high when only speech processing applied, while after tampering, BDR

was reduced. In Figs. 6.8(c) and (f), speech processing slightly introduced some bit
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extraction errors, while compared with those after tampering, the discrepancy in BDR

could be equivalently kept as that in Fig. 6.8(a) (normal extraction & tampering). This

was because speech processing had the same influence to watermarked signal no matter

there was tampering or not. These results suggested that speech processing did not affect

the detection of tampering and tampering could be detected no matter there is speech

processing or not. However, in Fig. 6.8(d), BDR after G.729 were deteriorated even

without tampering, this was because watermarked signal was encoded and decoded twice

by G.729 which doubly introduced bit detection errors, thus it would be easily mistaken

G.729 as tampering. Similarly, in Fig. 6.8(h), BDR after re-quantization with 8 bits was

also deteriorated and made it difficult to distinguish it from tampering. To overcome

these problems, robustness of the proposed method should be continually improved in the

next step.

6.1.4 Discussion

The above chapter evaluated the performance of the proposed tampering detection scheme

with respect to inaudibility, robustness, and fragility. In inaudibility evaluations, the pro-

posed scheme can satisfy the criteria of both LSD and PESQ, which indicates it can

objectively satisfy inaudibility. In robustness evaluations, performances of the proposed

scheme, LSB, and CD are evaluated against speech codecs and speech processing. LSB

method and CD method cannot show strong robustness when subjected to several process-

ing. The proposed method exhibits stronger robustness compared with other methods.

Based on the results from robustness evaluations, fragility evaluations are only con-

duced to the proposed scheme. In these evaluations, a series of tampering are performed

to the watermarked signals, due to which watermarks cannot be correctly extracted.

Therefore, the destroyed watermark can function as a sign to indicate that tampering

has occurred. Additionally, to check the detection ability of the proposed scheme under

the situation that speech processing also exist, an in-depth evaluation is also carried out.

By comparing the BDR results obtained from watermarked signal processed by speech
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processing, and the results from watermarked signal processed by both speech processing

and tampering, tampering can be distinguish from most speech processing. These results

further verify the tampering detection ability of the proposed scheme.

In summary, the proposed scheme has good performance in inaudible, robustness, and

fragility. Moreover, it can detect tampering with its fragility. The embedding capacity

of the proposed scheme, although relatively low, is still sufficient for locating tampering

in time domain. Moreover, since an automatic frame synchronization scheme has been

implemented for the proposed method, even if the attacker tries to add or crop segment to

the transmitted signal, this kind of tampering will not disturb the watermark extraction,

and it is easy to judge how long the watermarked signal has been added or cropped

by checking the length of extracted watermarks. Nonetheless, more types of tampering

should be investigated to verify the detection ability of the proposed scheme.

6.2 Hybrid speech watermarking based on formant

enhancement and cochlear delay

6.2.1 Introduction

It is known that the requirements for speech watermarking are conflicting with each

other, and it is difficult for most methods to get a trade-off between them. To realize

desired watermarking, hybrid watermarking method which can combine two watermarking

methods together, or can be implemented beyond two domains has been explored for

image [117], [118], and video protection [119]. The hybrid watermarking was motivated to

improve the performance of each single method by taking advantage of both of them. For

example, in [117], a hybrid watermarking method benefited from the genetic programming

and particle swarm optimization to achieve both robustness and imperceptibility; a visual-

audio hybrid watermarking [119] embedded the error correcting information of the video

watermarks as audio watermarks to refine the retrieved watermark during watermark

extraction. In the literature, limited hybrid watermarking methods have been found for
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audio signals. For example, an audio watermarking that combined spread spectrum (SS)

and singular value decomposition (SVD) has been proposed for copyright protection [120].

This method took advantage that the destroyed watermarks in one domain, SS or SVD,

was likely to be recovered from the other domain to ensure the robustness of the whole

scheme. Another hybrid audio watermarking [121] has been investigated based on SVD,

quantization, and chaotic encryption.

In comparison with single watermarking, the hybrid watermarking method possesses

the superiority in robustness that watermarks embedded with one method (or in one

domain) can assist or refine the watermark detection of the other method (the other

domain). Moreover, since two methods can mutually complement each other, hybrid

watermarking can benefit from each method for improved performance. To the best of

our knowledge, there is no work that has dealt with hybrid watermarking for speech signal

to achieve good performance. According to our evaluations in previous chapter, the FE

(short for formant enhancement) based watermarking is inaudible and robust, the cochlear

delay (CD) based watermarking [54] is basically inaudible and robust in comparison with

the LSB (not robust) and DSS (not inaudible). Therefore, we believe that if these two

methods can be incorporated to realize a hybrid watermarking, the robustness of the

hybrid method can be improved than each single watermarking, and the inaudibility can

be kept.

6.2.2 Scheme of hybrid watermarking

The process of speech production can be simplified as the source-filter model, in which

the sound source (excitation signal or residue) and the vocal tract filter (characterized by

the formants), are assumed to be independent with each other. The hybrid watermarking

method employs the source-filter model of speech production so that the CD and FE

methods can be separately applied. As shown in Fig. 6.9, the CD method is applied to

the excitation signal and the FE method is applied to formants. A brief introduction of

the CD method is given as follows.
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Figure 6.9: Concept of hybrid watermarking with FE and CD watermarking.

Cochlear delay based watermarking

A. Embedding

The CD watermarking utilizes that human cannot distinguish enhanced delay from orig-

inal speech to embed inaudible watermarks. Different watermarks “0” and “1” in this

method are embedded as two kinds of group delays that related to the human CD char-

acteristics. Two 1st-order IIR all-pass filter, Hm(z) (m = 0 and 1), in Eq. (6.1) are

designed to generated the group delays for watermarks “0” and “1” with different values

of bm. Based on the subjective experiments in CD method, b0=0.795 for embedding “0”

and b0=0.865 for embedding “1” were determined to achieve inaudibility.

Hm(z) =
−bm + z−1

1− bmz−1
, 0 < bm < 1 (6.1)

As shown in Fig. 6.10(a), different watermark “0” or “1” is embedded by filtering the

original speech with H0(z) or H1(z), after which watermarked speech is obtained.

B. Blind extraction

In the CD method, different watermarks “0” and “1” are embedded with the two filters

that carrying different poles bm and zeros 1/bm of Hm(z) (m = 0 and 1). In the extraction

process, watermarks can be extracted by analyzing the watermarked speech with two types

of chirp-z transforms (CZTs) with the parameters of r=1/b0 and r=1/b1, as shown in Fig.
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Figure 6.11: Proposed scheme of hybrid watermarking.

6.10(b). Watermarks can be decided by comparing the lowest spectra of Y0(0) and Y1(0).

Hybrid watermarking scheme

The hybrid watermarking is based on the source-filter model. The LP analysis is used

to separate the formants and sound source so that two watermarking methods can be

separately applied.

Figure 6.11(a) has a block diagram of the watermark embedding process. Watermark
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signal, s(m), is embedded into original signal, x(n), as follows.

Step 1 x(n) is first segmented into non-overlapping frames. For each frame, LP is applied

to extract formants and residue.

Step 2 One bit watermark will be separately embedded into the formant with the FE

method and into the residue with the CD method.

Step 3 All the formants including the enhanced formant and the other formants will be

synthesized with the residue that containing watermark to obtain current frame.

Step 4 Watermarked signal, y(n), is constructed by all watermarked frames using non-

overlapping and adding function.

Figure 6.11(b) has a block diagram of the watermark extraction process. Watermarks

are extracted as follows.

Step 1 We apply the same procedures as those in the embedding process to the water-

marked signal, y(n), to obtain the formants and residue of each frame.

Step 2 One bit watermark will be separately detected from the formants with the FE

method and residue with the CD method.

Step 3 The above procedure is repeated for all frames so that the whole extracted wa-

termark signal, ŝf (m), of the FE method, and, ŝr(m), of the CD method can be

obtained.

Step 4 The detected watermark signal, ŝ(m), for the hybrid watermarking can be co-

calculated with ŝf (m) and ŝr(m).

6.2.3 Evaluations for hybrid watermarking method

In this chapter, we evaluated the proposed hybrid scheme with respect to inaudibility and

robustness. The database is the same as those used in previous chapters. The order of LP

analysis was chosen as 10 and Ωe0 for embedding “0” was 2.0. Embedded watermarks was
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Figure 6.12: Extraction of one bit watermark for FE, CD, and hybrid (FE-CD) based on

majority decision, where extraction error may happen.

one sentence “How are you”. To increase robustness, each one bit watermark was dupli-

cated for every 4 frames for the FE and CD embedding, and then decided the watermark

for the FE, CD, and hybrid (FE-CD) detection with a majority decision. An example of

the embedding and detection for FE, CD, and hybrid (FE-CD) of one bit watermark is

illustrated in Fig. 6.12. The bit rates for the proposed method were set as 1, 2, 4, 8, 16,

32, 64, 128, 256 bps based on the above embedding and detection rules.

Evaluations for inaudibility

In this chapter, we evaluated the inaudibility of the proposed hybrid method with LSD

and PESQ. The evaluation results are plotted in Fig. 6.13. As we can see, the hybrid

method could satisfy the criteria for LSD and PESQ at low bit rate. Additionally, the

results of sound quality for single watermarking (“CD”: embed watermarks to residue with

cochlear delay method and leave the formants un-modified, “FE”: embed watermarks to

formants with formant enhancement method and leave the residue un-modified) are also

given out. These results try to show how are the influences to sound when only residue

or formants are modified. As we can see, formant enhancement method could satisfy the

criterion (LSD and PESQ), and the hybrid method has almost the same sound quality

when only the residue is embedded with watermarks with CD method. This indicated

that the sound distortion of the watermarked signal was mainly caused by embedding

watermarks to the residue, not by formant enhancement. However, we cannot conclude
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Figure 6.13: Evaluations of inaudibility for hybrid watermarking scheme: (a) LSD and

(b) PESQ.

that cochlear delay method is audible [54], since CD was currently applied to residue, and

residue contained so important informant for the synthesized speech that any modification

to it would drastically degrade the sound quality of synthesized speech.

Evaluations for robustness

We first evaluated the robustness of the proposed method against normal extraction and

speech codecs of G.711, G.726, and G.729. As shown in Fig. 6.14(a), watermarks could

be successfully extracted with FE method and CD methods, that is to say, the hybrid

method was feasible since one method did not affect the performance of the other method.

From Figs. 6.14(b) and (c), since both FE and CD methods were robust against G.711

and G.726, the hybrid (FE-CD) method was also robust against these two speech codecs.

For G.729, only FE method provided satisfactory BDR. Nonetheless, the BDR of hybrid

(FE-CD) method could be refined with FE despite the low BDR of CD method. This

further verified that the disadvantage of one watermarking method can be concealed by

incorporating another watermarking method, and the robustness of the hybrid method

could be increased in comparison with singe watermarking.

Second, we we evaluated the robustness of the proposed method against other pro-

cessing. These were re-sampling at 24 kHz and 12 kHz, re-quantization with 24 bits and 8

bits, Scaling by 2.0 times, single 100-ms echo addition of 6 dB, speech analysis/synthesis
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Figure 6.14: Evaluations of robustness for hybrid watermarking scheme against (a) Normal

extraction, (b) G.711, (c) G.726, and (d) G.729.

by STFT and GTFB . The BDR results have been separately plotted in Figs. 6.15

and 6.16. Since the destroyed watermarks in one method could be recovered from the

other method, the proposed hybrid watermarking method demonstrated good robustness

against all these processing.

6.2.4 Discussion

In this chapter, a brief introduction and advantages of hybrid speech watermarking

method were given. Since the hybrid watermarking method can achieve better perfor-

mance by benefiting each employed single watermarking method, we proposed a hybrid

watermarking method for speech signals based on the concepts of FE and CD. This hybrid

method utilizes the source-filter model of speech production to separate the speech into

the sound source and vocal tract filter so that the CD and FE watermarking methods can

be separately applied. We investigated the inaudibility and robustness of the proposed

hybrid method. The results showed that the proposed method could satisfy inaudibility.
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Figure 6.15: Evaluations of robustness for hybrid watermarking scheme against (a) re-

sampling at 24 kHz and (b) 12 kHz and re-quantization with 24 bits and (c) 24 bits.

Moreover, the combination of FE and CD enabled the proposed method to benefit from

both two methods for stronger robustness since watermarks could always be detected even

one of them failed. These results verified that the proposed method could successfully

achieve inaudibility and robustness.

6.3 Summary

In this chapter, the formant enhancement based watermarking was applied for tampering

detection and hybrid watermarking.

For tampering detection, we constructed the whole tampering detection scheme. The

detailed processing at the sender side and the receiver side were explained. The ability

of the proposed scheme was evaluated according to inaudibility, robustness, and several

kinds of tampering. The first two evaluations revealed that the proposed scheme could

not only satisfy inaudibility but also provide good robustness. The evaluation against
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Figure 6.16: Evaluations of robustness against (a) Scaling (b) Echo, (c) STFT, and (d)

GTFB.

several kinds of tampering results showed that when tampering has been made to the

watermarked speech, watermarks in the tampered segment were destroyed. Moreover,

the embedding bit rate of watermarks was 4 bps, each embedded bit was able to account

for 0.25 s speech segment when locating the tampering. Based on the obtained results,

the proposed scheme had the ability to detect tampering as well as check the originality

of speech signals.

For hybrid method, the formant enhancement based watermarking and cochlear delay

watermarking are combined together to be a hybrid method. This method was evaluated

with respect to inaudibility and robustness. The evaluation results suggested that the

robustness of the hybrid method can be improved compared with each single method,

since the hybrid watermarking method could achieve better performance by benefiting

each employed single watermarking method.
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Chapter 7

Conclusions

In this chapter, we will conclude the work in this dissertation and discuss the future works.

7.1 Summary

Development in digital technologies have enabled speech to be used in many applications

such as VoIP communications, digital forensics, and commercial investigation. As an

important information carrier, speech signal contains significant value. However, with

some speech processing tools, speech signal can be easily tampered, and now it is becoming

difficult to confirm the originality of speech signals. The main motivation of this research

is to protect speech signal and check the originality of speech by identifying whether

there is tampering happened to the speech signal. Information hiding technique has been

proposed as an efficient way to protect the speech signals. Watermark is considered as a

kind of special information hidden in the speech signals. Our work focuses on protecting

speech signals with watermarking methods.

Since watermarking method directly embeds watermarks into the speech signal, and

the embedded watermarks can permanently exist and difficult to remove, tampering can

be reliably detected with the watermarks. To be effective, watermarking methods should

satisfy several requirements: (1) inaudibility to human auditory system, (2) blindness

for watermark detection, (3) robustness against allowable speech processing and common
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attacks, and (4) fragility against tampering. The first three requirements are required

for general watermarking methods, and the last one is an additional requirement when

watermarking methods are used for tampering detection. However, it is proven to be

difficult for watermarking methods to satisfy all these requirements simultaneously.

Our research aim is to solve the problem of tampering with information hiding and

watermarking methods that can satisfy all the requirements. Under this research aim,

our several objectives as specialized as follows:

First target Realize a general speech watermarking method that can satisfy all the first

three requirements: inaudibility, blindness, and robustness.

Second target Employ the general watermarking method for speech tampering detec-

tion by exploring the fragility of watermarking method.

Third target Apply speech watermarking in other applications.

To achieve these targets, the basic knowledge of speech production, LP analysis, and

speech parameters such as formant and LSFs have been reviewed in chapter 2. We

believed that if the speech parameter could be slightly modified with suitable method,

watermarks were possible to be inaudibly embedded into the speech signals. Therefore,

the concept of formant tuning was introduced to our watermarking methods. Based on

the source-filter model, the LP coefficients could provide accurate estimation of formants.

In comparison to LP coefficients, the LSFs could not only represent the formants but also

had several excellent properties, such as less sensitive to noise, deviation could be limited

to the local spectral. Moreover, they were universal features in different speech codecs.

Therefore, LSFs were selected as the carrier of watermarks, and the medications to LSFs

for watermark embedding could be considered as a kind of tuning of formant. That’s the

reason why we named our whole watermarking concept as formant tuning.

To make the watermarking effective, we investigated how the formant could be es-

timated by LP analysis and the how was the relationship between LSFs and formants.

After that, we proposed two concepts of speech watermarking. One was watermarking
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based on LSFs modifications with QIM. The QIM based watermarking has been consid-

ered as a promising method for digital watermarking since the implementation was easy,

and a trade-off among the requirements of distortion introduced to the speech signal, ro-

bustness, and embedding capacity could always be achieved by adjusting the quantization

step. The other concept was watermarking based on formant enhancement, this concept

was mainly motivated by the research in the field of speech synthesis, where formants

could be enhanced to improve speech quality, and such modifications did not cause per-

ceptual distortion to the original speech. Therefore, if watermarks could be embedded

through formant enhancement, it was possible to be imperceptible to human.

In chapter 4, we separately implemented the above two speech watermarking methods.

In the LSFs and QIM based watermarking, we constructed the framework of watermarking

by quantizing LSFs with QIM. Two quantizers were used to embed different watermarks

bits “0” and “1”. In the formant enhancement based watermarking, we investigated

how to enhance a formant by directly closing up two LSFs. Different watermarks were

embedded by enhancing different formants, after which different bandwidth relationships

between the sharpest and the second sharpest formants were established. These different

bandwidth relationships could be used to blindly extract watermarks. Since both methods

were frame-based methods, we also implemented a frame synchronization scheme in this

chapter.

In chapter 5, we evaluated two speech watermarking methods with inaudibly and

robustness. For the LSFs and QIM based method, we took into consideration of the in-

audibility and robustness that were influenced by the different quantization steps. The

results from inaudibility evaluation revealed that the proposed method could satisfy in-

audibility when quantization step was small. However, when subjected to the processing

that could change the shape of waveform or the value of signal such as speech codecs,

down-sampling, and low-bit re-quantization, this method was not robust. In the evalu-

ations of formant enhancement based watermarking, we gave much consideration about

the parameters such as the LP order and the Ωe0 when balancing the inaudibility and

robustness. In this method, watermark embedding through formant enhancement did not
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cause severe degradation to the original speech quality, and the watermark extraction

by identifying bandwidth relationship was able to tolerate slight distortions of frequency

components caused by other processing. Therefore, in comparison with other water-

marking methods, this method could achieve a good trade-off between inaudibility and

robustness. Besides, we also investigated the influence of frame synchronization to water-

marking method. From the evaluations, we found that the embedding of synchronization

information did not cause severe distortion to the speech quality, and the synchronization

information did not affect the extraction of watermarks.

Since the formant enhancement based watermarking method could satisfy the require-

ments of inaudibility, blindness, and robustness. We employed it for tampering detection

and for hybrid watermarking in chapter 6. The tampering detection ability of the pro-

posed scheme was evaluated against several kinds of tampering. The evaluation results

showed that when tampering has been made to the watermarked speech, watermarks in

the tampered segment were destroyed. Therefore, the proposed scheme was fragile against

tampering, and it had the ability to detect tampering as well as check the originality of

speech signals. In the hybrid watermarking method, evaluation were carried out concern-

ing inaudibility and robustness. The results suggested that the robustness of the hybrid

method could be improved compared with each single method, since the disadvantage of

one watermarking method could be concealed by the other watermarking method.

Based on all these evaluations, we can conclude that the three targets in this research

can be realized as follows. Firstly, we realized a general speech watermarking method,

i.e., the formant enhancement based watermarking that could satisfy all the first three

requirements: inaudibility, blindness, and robustness. Secondly, when we applied the for-

mant enhancement based watermarking for tampering detection, our method was fragile

and it could successfully detect the tampering, which meant our method could effectively

prevent the tampering and check the originally of speech signal. Thirdly, we also applied

the formant enhancement based watermarking for hybrid watermarking, the evaluation

results suggested that the performances, especially robustness, of the hybrid method could

be improved compared with each single method.
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7.2 Contributions

This research focuses on solving the problems of tampering in speech signals with in-

formation hiding and watermarking methods. Four requirements of (1) inaudibility, (2)

blindness, (3) robustness, and (4) fragility were addressed when designing the effective

watermarking method. As mentioned before, three objectives have been achieved in this

research. Corresponding to these objectives, the main contributions of this research can

be summarized as follow:

(1) The source-filter model for speech production and the relationship between formant

and LSFs was investigated. The concept of formant enhancement in the field of speech

synthesis was introduced for speech watermarking.

(2) A formant enhancement based watermarking was proposed. The evaluation results

showed that compared with other methods, this method could simultaneously satisfy in-

audibility, blindness, and robustness. Besides, this watermarking method explored the

source-filter model of speech production. Since the source-filter model of speech produc-

tion is widely used in many voice coders, such as algebraic CELP (A-CELP), multi-pulse

CELP (M-CELP), and conjugate structure CELP (CS-CELP), this watermarking method

can be easily transplanted to these speech codecs by directly embedding watermarks into

LSFs, which means it is possible for these speech codecs to automatically realize the

protection of speech signals with watermarking inside.

(3) A tampering detection scheme based on the above watermarking method was

proposed. The evaluation results reveal that the proposed scheme could not only satisfy

inaudibility but also provided good robustness. Moreover, the proposed method was

capable of locating the tampering in time-domain at sufficient precision with its fragility,

and its detection ability was not degraded even speech processing exist. Therefore, the

proposed method could effectively detect tampering in speech signals, which means it can

effectively check the originality of speech signals.

(4) A hybrid speech watermarking method was proposed by incorporating the for-

mant enhancement based watermarking and the cochlear delay based watermarking. The
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evaluation results showed that the destroyed watermarks in one method can be recov-

ered from the other method. Therefore, the proposed hybrid method demonstrated very

good robustness. Besides, in previous works, there is no work that has dealt with hy-

brid watermarking for speech signal, the proposed hybrid method provided a basic model

to show how two watermarking can be implemented together by utilizing the intrinsic

characteristics of the process of speech production.

7.3 Future work

According to the summary of this research, we can conclude the effective of our work.

However, our work left something to be desired:

(1) In the evaluations of formant enhancement based watermarking, robustness against

G.723.1, MELP, and re-quantization at lower bits needs to be improved.

(2) Our proposed hybrid watermarking is a combination of two watermarking methods.

The watermark extraction for the hybrid method is based on the extraction results of two

single watermarking methods. Currently, we use majority decision to calculate the results.

However, since each single watermarking method has different robustness against the same

speech processing, more suitable method should be used to decide the extraction result

for the hybrid method.

(3) Formants are essential for the speech quality and speech perception. In our method,

we enhance the formants for watermarking embedding. It is still not known whether the

valleys in speech envelope affect the speech quality a lot and how they affect the speech

quality. In the next step, we will check the influence of valleys to speech quality and we

will consider if the valley could be used for inaudible speech watermarking.
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