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~ Abstract—One of the viable solutions for reducing congestion occur due to collision among nodes. Besides, simply reducin
in networks is data compression. Data compression reducesath  the transmission rate at the transport layer might raise the
size and transmission time. This paper proposes a joint data yiffic ity in maintaining the network throughput stabilitjo

compression technique to eliminate the redundancy of datani th hort . dat - b f
a congested network with limited bandwidth and buffer. The overcome these shortcomings, data compression can be one o

proposed compression technigques combine the Lempel Ziv Wt~ the viable solutions.
(LZW) and Lossless Dictionary-based bit-packing (LDBP) cen-  The |ossless data compression technique which utilizes

pression methods. The LDBP is a novel compression technique . : . o
that requires lesser additional memory compared to LZW. The LZW and LDBP are implemented in this paper. LZW is simple

joint LZW and LDBP compression techniques will be operating {0 implement, and has the promising throughput in hardware
in the routing domain and it consists of two main stages. Therfst  implementation [[1]. However, LZW needs huge additional
stage is the congestion status prediction. If it is predictthat the  memory during dictionary construction, which might not be
particular network will be congested, and to be compresseda@a gpje tg be provided by the router or switching devices during

packets satisfy the compression conditions, the data pactewill . . .
be forwarded to the second stage. Based on the available beff the network congestion. LDBP is introduced to overcome this

and processing time, the compression technique LZW or LDBP Problem. LDBP needs lesser additional memory, but requires
will then be implemented in the second stage. The results sho higher processing time. Therefore, the joint LZW and LDBP
that the redundancy of packets can be eliminated. This furter compression technique is proposed in this paper. By addptiv
reol'uges _trhe size of data F()jaCketS-  Lzw o lossless. COMPressing the data with both techniques that is basedeon th
_Index Terms—congested network, compression, 10SsIess, hetwork environment and availability of router's memotye t

dictionary-based compression, redundancy . .

networks that are going to be congested will surely have a
higher probability to be released.

L . The objective of this paper is to propose a data compression
Network congestion is one of the unending problems that "~ R .
depend on theginsufficient capacity of the Sn?jerlying Sulgtgchnlque for the congested network with limited bandwidth

network for the demanded amount of data which is rapid@/nd buffer. Our contributions are:

increased. This growth of demand will eventually go beyond , A novel data compression technique, LDBP is proposed.
the Service Provider’s ability to efficiently cope with thede This algorithm needs lesser additional memory compare
data traffic. As a result, the network will tend to face tremen {5 the LzZW during the encoding and decoding process.
dous and unpredictable network congestion. When network, joint LZW and LDBP data compression technique to
congestion occurred, the quality of service (QoS) and gnerg  gyercome the shortcomings of respective compression

1. INTRODUCTION

efficiency in the network will be degraded. techniques.
The three possible methods to resolve the network conges; |mplementation the joint LZW and LDBP data compres-
tion problem are, increasing the physical output, incregsi  sjon in edge router or switching device. This allows more

the memory size, and decreasing the incoming data rate. requndancy of data to be eliminated, as statedlin [2], the
The format two methods can only be done manually and gata of network traffic collected in their paper contain

it involves costly system updates. That leaves only the last 4y0und 509% of duplicate strings across the packets.
method of controlling the incoming data rate when needed,

not to deteriorate the network performance when congestioriThe arrangement of this paper is organized as follows.
does not occur. TCP congestion control variants such 8sction 2 describes the related works of data compression
Tahoe, Reno, Vegas, Westwood and the others implement tiniscongested network. Section 3 devotes the system model,
method to reduce the network congestion. However, the T@Bfinition and notation. Section 4 discusses the joint LZW
congestion control variants still cannot resolve the probl and LDBP compression technique and algorithm. The results
perfectly. When the data is propagated back to the senderd analysis of joint LZW and LDBP are shown in Section 5.
in the case of serious congestion, packet loss might stilhstly, this paper is concluded in Section 6.



2. RELATED WORKS Sender Domain Receiver Domain

Core network

There are few on-going researches that implement data = =
compression techniques to release the congested network. | =
[3], the real time adaptive packet compression scheme is = =
developed to improve the performance of high latency nekwor = =
with I|m|t§d b.andW|dth. The schgme implements the_ zlib T%:I m
compression library for compression and decompression the ey e | ot 1] ] o]
blocks of aggregated packet. The simulation results showed e o] omm ] [ Sea i ] [ tme]] | patwtme ]
that the scheme may improve up to 90% of the packet drop [Feee [ [Fose [ [Foes ] [ Fiymea | [Prymca [] []_Prysical |
rate in a heavy load satellite network. L. S. Tan et. al claime o o - T
that this real time adaptive packet compression schemeris mo Fig. 1. Architecture of network compression

suitable for congested limited bandwidth network.

The adaptive compression-based congestion control tech- =
niqgue (ACT) [4] uses both of the lossy and lossless corﬁ’—' Definitions
pression techniques to mitigate the congestion problem Definition 3.1. (Character) A character ) is a set of
the wireless network. The compression techniques that &exadecimal number characters, which uses the characters 0
used in ACT are adaptive pulse code modulation (ADPCM)to represent values zero to nine, and A—F (or alternatiaely
and run-length coding (RLC). The discrete wavelet tramaforf) to represent values ten to fifteen. Each character reprisse
(DWT) technique is performed to classify the data into gougour binary bits (or a nibble), which is half of a byt8 pits).
with different frequencies to create a priority-based eastipn
control. The experiment results showed that ACT is capa
of increasing the network efficiency and ensuring the faisnemaximum number of the symbols1i&?, which is equivalent
among nodes. t0 256.

The aforementioned researches depict that the data com-
pression techniques can be implemented in the low bandwidikfinition 3.3. (Symbol length) A symbol lengthi() is the
communication network and reduce the transmission packstgnber of bits of a symbol. If the symbol has two characters,
size. Unlikely, these studies do not show the overhead ibfen the symbol length & charactersx 4 bits = 8 bits.

the compression such as memory and time needed for trlsgfinition 3.4. (Codeword) A codeword ¢) is a group of

efinition 3.2. (Symbol) A symbol §) is a group of two or
ore characters. If the symbol has two characters, then the

system. two or more concatenated symbols. If the codeword has two
3. PRELIMINARIES symbols and each symbol has two chara_cter_s, then the max-
imum number of the codewords 2562, which is equivalent
A. System Model to 65536.

Fig. [ illustrates the system model of deploying the joi
.LZW and_ LDBP data compression in a network. The f?etwo{i the number of bits of a codeword. If the codeword has
!s_comprlsed of senders, router. or _gateway, and_recewer. two symbols and each symbol has two characters, then the
joint L.ZW an_d LDBP compression is embedded n t.he rout%rodeword length i2 symbolsx 2 charactersx 4 bits = 16
domain, particular at edge router or gateway. This is bera
the congestion collapse generally occurs at the ‘choketpoin
where the total incoming data to an edge router or gatewB¢finition 3.6. (Code)A code (') is a mapping from a symbol
exceeds the outgoing bandwidth. In the [Elg. 1, multipleeosit or a codeword to a set of finite length of binary strings.

are trtansmntmg .the'.f[ fla:)a packetsttc()j acv;]ncotmhlng ifdgeafmlébefinition 3.7. (Code length)A code length X) is the length
or gateway causing It to be congested. en the butler ol €088, code. If the code has bits, then we can encode at most
router or gateway is beyond some threshold, the joint LZW and

S . of symbols and codewords.
LDBP compression is activated and performed to reduce the
data packets size. When the number of data packets that h@edinition 3.8. (Fixed length code)A fixed length code is
the same destination reach a threshold, the data packéts wicode such thak; = A; for all ¢,j. For example, symbol,
be grouped into a block. The compressibility of the data in gAB} and codewords{9F1B} in fixed length code of 2 bits,
block is pre-determined by randomly selecting samples frotine code would b&'(AB) = 00, andC(9F1B) = 01.
the data packet to be compressed. If the compression ratjo,. ... - - C
(CR) of these samples is less than the compressible thogshg ef|n|_t|on 3'9.' (Dictionary) A dictionary (.D) Is initialized to .

: . : .~ contain the single codeword corresponding to all the pdesib
the block data is transmitted directly. If not, the data ie thin Ut characters. The dictionary is identical to the inpatisce
block will be sent to joint LZW and LDBP compression for P ' Y P
encoding and transmitting. If the outgoing edge of router or
gateway detects that the received data packets are coragred3efinition 3.10. (Entry) An entry is a unique codeword that

the data packets will be decoded. formed from the concatenation of symbols in the dictionary.

efinition 3.5. (Codeword length) A codeword lengthlf)



4. JOINT LZW AND LDBP COMPRESSION dictionary will be updated when a new phrase is encountered

The joint LZW and LDBP compression is only activateduring the compr_ession. For example, in a text docume_nt that
when the buffer of router or gateway reaches the thresholtfiS many repetition phrases, such as “hello” in the dictipna
In this study, the congestion stages are defined according®¥"y: The “hello”, which is 5 bytes (or 40 bits), can be
buffer level in the router or gateway. The congestion level a’éPresented by as few bits (as 9 bits for example). The
is divided into three stages: moderate, serious, and aesol§oMpression of this codeword is 9/40, which is 23% of the
When the buffer level reaches the threshold of moderatestagfiginal size of symbols. . .
the joint LZW and LDBP compression is activated. At this The LZW compression can provide a quick long codeword
stage, the available buffer is suitable for LZW to be congalet that can be stored in the dictionary, but many of the stored

In the situation where LZW cannot reduce the buffer levefodewords are wasted without being used in the encoding
the congestion will enter serious congestion stage. At tHi§ocess. When the dictionary is filled with large and fredlyen
stage, most of the available buffer are being used to stere #5€d codewords, the dictionary size will be bigger than the
incoming data packets. The LDBP which needs lesser mem&fHce data size. Although the dictionary in the LZW compres
is performed to compress the data packets. However, in &N can grow without limitation, when the dictionary geis t
absolute congestion stage, the compression will be halt®, the existing dictionary must be deleted [5]. Then aaoth

This is because the available buffer is not enough for tfgW block of dictionary is created during the encoding pssce
compression process. Since the encoder and the decoder have the initial dictjpnar

all new entries in the dictionary are created according to
entries in the dictionary that is already exists. The decodn
recreate the dictionary quickly as encoded data is recelved
order to decode an entry of a dictionary, the decoder must
have received all the prior entries in the bloCk [6].

In summary, the LZW compression has no communication
overhead and requires a simple mathematical computational
but the required memory for encoding and decoding is huge.
To overcome this problem, the LDBP compression is pro-
posed.

B. LDBP Compression

Fig. 2: Process flow of joint LZW and LDBP compression To reduce the memory requirements in the encoding and
decoding process, the dictionary size is limited. In the [EDB
Fig. [@ shows the process flow of joint LZW and LDBPcompression, the dictionary needs to be transmitted to the
compression. When the joint LZW and LDBP compressio#ecoder for decoding process. The codeword entries of the di
is activated, two parameters are determined, which are tinary is limited to 256. But, this will reduce the compriess
available memory (buffer level) and time (transmissionetim performance. To overcome this shortcoming, the dictionary
out). If the available memory is larger than the previous filled with higher repetition codewords first regardless
memory that needs for encoding process, and the time iglesgtheir position of occurrences. Each of the codewords in
than threshold time of LZW, the LZW compression will bghe dictionary must fulfil the minimum repetition threshold

performed to encode the block of data. (Rtnre). The Ripyre is given by
On the other hand, if the available memory is lesser than 8(lemaz + 1)
the previous memory needs for encoding process, and the time Rihre = (1)

. . . 8l — A
needs for the encoding process is longer than time threshold _ _ ( )
of LDBP, the LDBP compression is performed to encode theh€ lemaz is the maximum number of codeword length. The

block of data. l; is the codeword length that between the maximum and
_ minimum of codeword length, and is a code length. The
A. LZW Compression codewords that did not fulfil the repetition threshold cdii

The LZW compression is a well-known and mature tectare removed from the dictionary.
nology that can compress any sort of data (binary or ASCII). A fixed length code is used in the LDBP. It allows the
The LZW compression is a universal lossless compressiond&coder to access any coded data block in a packet randomly.
does not need to know the statistical information of the dalde codeword boundaries are clear, which is a valuablereatu
being compressed as is necessary with Huffman coding, Fafrem an engineering viewpoint. For examplelin[[11],][12]¢ th
Shannon coding, and Arithmetic coding. variable length to fixed length codes have been re-evaluated
The LZW compression compresses the data by usingtaspeed up the search for compressed data.
dictionary to store repetitive codewords that occur in the Similarly, the dictionary in LDBP compression is initiadid
source data stream. The dictionary is initialized with acfet with a set of symbols. These symbols are corresponding to all
symbols, i.e the 256 ASCII character as a starting blocks Thpossible character. Both encoder and decoder are assumed to



have these symbols in the dictionary with the index from Packs bits tightly without requiring a lot of adding and sinid.

to 255. Therefore, the codeword in the dictionary must stafhe codeword in the input window is then removed by shifting
from A=9 bits. If the\ is set to 9, the dictionary will have 512it to the left. If the longest possible codeword in the input
entries. Since the first 256 entries is reserved for the sysnbavindow is not found in the dictionary, the first byte exactly

only 256 entries are occupied for the codewords. the same is output and the bit-packing function is performed
The LDBP algorithm consists of three process: dictionafphis time, the input window is shifted one byte to the left
building, encoding and decoding. to remove the symbol. This process is repeated until the data

1) Dictionary building: The dictionary building algorithm block is fully encoded.
is shown in Algorithnil. A window that is based on thg, .
is used here. The possible longest codewords are formed fr8fgOrithm 2 Encoding Process
the symbols in the window. The Fifl 3 shows an example @funie inoutvindow = read next input window)=empto

for (codeword = next longest possible codeword (input windaie))

possible longest codeword forming process. In a window of43<§ 1 (codeworsoxst  oonangren
. . . Gl output (bit packing (found Index]
bytes, the first longest possible codeword is formed acngrdis: Femove codeword from mput window

to the lemas, then stored it in the input list and count the? end tor |
number of codeword. The next possible longest codewordgis 2w Grpdamamsione)
formed according t@.,... — 1. If this codeword does exist in 20 e e
the input list, add one into the count of number of codeword.
This process is repeated until it reaches thg;,. Then,

the window shifts one byte to the left and starts to for

th% poss(;ble Iohngetsrf cm_jeword agatlrr:. Wr;en thde_nutmbedr Lﬂrpacked. If the index of encoded data is higher than 256,
codeword reaches the minimui}y.,.., the codeword is store output the codeword from the dictionary. If not, output the

into the dictionary. The codewords in the dictionary ardesbr .
in descending order and updated based on the count untq
the end of data block. The codeword that has the minimuigorithm 3 Decoding Process
number of codeword will be replaced by the higher nUMb@r oad dictionary

2: while (true) do

Of COdeWOFd . 3 index = unpack bits (compressed stream)

3) Decoding: The decoding algorithm is showed in Al-
rﬁ?rithm [3. The decoding process is exactly revised way of
encoding process. The bit in the dictionary and data are

4. if (index = EOgtream flag) then
5 exist
6: endif

112 (3]|4(5]|6 1p2(3]|4(51}6 7. if (index < 256)then

_) 8: output(index)
—— — . else
CoWith L= Lonoy CaWith L= oo 10: output (dictionary [index-256])

CWith 1= Iy -1 CoWith 1= Iy -1 11; end if

12: end while
Gwith =T, Cowith 1= oy

Fig. 3: An example of possible longest codeword forming 5 NUMERICAL SIMULATION AND DISCUSSION

process ) _ . . '
In this paper, the compression ratio (CR) is defined as the
ratio between the size of the source da$g)(and the size of

Algorithm 1 Dictionary Building the compressed dat., which is expressed as
1 indow = read {cmax — 1)
2: vcmlet ‘z\i“nl:Juotv\:vin(;;?v.append(read olne byte)!=emptig) CR = é (2)
3: for (codeword=next possible longest codewotd) Sc
4: if !(codeword in input listthen . . . .
R ert (st codenord The processing time and memory for encoding and decoding
r input st [codeword] count using the LZW and LDBP is presented in the Table below. The
8: if (codeword in the dictionaryhen . . . . . .
9%, continue ¢ code of LZW compression in this simulation is developed

. d if -
%%Z ;n(inlput list [codeword].count< Ry, e * lc) then by V Antonenko [1!)]
13 endi Test environment The simulations work is performed using
}g‘é 'f “’c';‘n';;f;‘;“”” and input ist [codeword countRy, .+ L) then the GNU/Linux 3.13, 32-bit pperating system, Intel Core 2
1% vyt then Duo 1.20GHz CPU, 4GB main memory, 160GB 66MHz hard
18: remove (dictionary,owest count codeword) disk. The C code of LZW and LDBP are compiled with gnu
19: insert (dictionary, codeword) .
2: o C version 4.8.1.
g2._ temove frst byt window Data Set Ten test samples are used in the compression test.

. end for . - . -
24 end while The sizes and categories of these test samples are given in

Table[l. These test samples are taken from Canterbury Corpus
2) Encoding: The encoding algorithm is showed in Algo-[14], except the test sample of tulip which is from Archive
rithm [2. An input window is also used here. If the longestompression Test [15].
possible codeword in the input window is found in th& DBP Compression Parameter Setting Code length )\ =
dictionary, the index of the codeword is output and the bifbits, Block size $4K Bytes, Maximum Codeword length,
packing function will be performed. The bit-packing fureti ..., = 6, and Minimum Codeword lengtfi,;;,, = 2



TABLE I: The Test Sample Details

Test sample| Size (Kbytes) | Category
alice29 152 English text
book2 611 Non-fiction book
Icel0 427 Technical writing
paperl 53 Technical paper
news 377 USENET batch file
obj2 246 Object code
progp 49 Source code
geo 102 Geophysical data
trans 93 Transcript of terminal
tulip 1,153 Photographic picture

TABLE II: The LWZ and LDBP Processing Time (ms)

Test sample LZW LDBP
Encode | Decode | Encode | Decode
alice29 10.0 2.0 1670.0 41.5
book2 70.0 20.0 6528.5 178.7
Icel0 40.0 10.0 4620.5 114.9
paperl 5.6 1.6 537.9 17.2
news 50.0 10.0 3826.6 129.4
obj2 40.0 10.0 2506.9 18.7
progp 5.0 1.4 541.0 14.6
geo 30.0 7.0 961.6 28.7
trans 10.0 2.0 952.0 28.6
tulip 830.0 210.0 | 12003.0| 970.3

additional memory compared to LDBP. By applying joint LWZ
and LDBP, the tradeoff between these two compressions in
releasing the congested can be mitigated.

6. CONCLUDING REMARKS

The demand for data transfer might be more than available
bandwidth of a sub-network leading to congestion. Theeefor
this paper proposed a data compression technique, namely
joint LZW and LDBP at the router or gateway (sub-network) to
release the congested network. The novel LDBP compression
was proposed and described in this paper. The simulation re-
sults have proven that the additional memory needed by LDBP
compression was significantly lesser than LZW. The LDBP
was suitable to be used during the serious congestion stage,
while LZW was suitable to be used in the moderate congestion
stage. The pre-determination of data compressibility weay v
important to avoid the uncompressed data, which will worsen
the compression performance like the test sample of tulip.
Overall, the LZW or LDBP compression can save at least 30%
of the network bandwidth if the data flow was text format.
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