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Abstract

Number of connected devices is increasing unprecedentedly that by the year 2020
more than 50 billion devices are connecting to the networks. This situation moti-
vates us in this thesis to develop efficient transmission strategies using multiway
relay networks (MWRN) to serve massive number of devices (users) as solutions
for the massive connection challenges.

First, this thesis studies very simple case of MWRN, where a single relay ter-
minal is employed to help users to fully exchange information among themselves,
termed as multiway single relay networks (MWSRN). To date, MWSRN is pro-
posed with fixed transmission scheduling that inherits high complexity when the
number of users is very large. To solve this problem, this thesis proposes unco-
ordinated transmission (random access) strategy, where the users are allowed to
transmit their information (messages) randomly to the networks, and hence, no
transmission scheduling is required. Conventionally, uncoordinated transmission
suffers from low throughput performance due to the fact that the collided mes-
sages are discarded. Contrarily, in this works, instead of avoiding the collision,
we exploit the collided messages using successive interference cancellation (SIC) to
improve throughput performance. This thesis further proposes iterative demap-
ping (IDM) algorithm to be incorporated into SIC to achieve networks throughput
beyond T = 1 packet/slot, which is the limit of the conventional random access
throughput.

This thesis shows that the proposed uncoordinated transmission strategy in
MWSRN resembles a coding structure similar to low-density parity-check (LDPC)
codes structure that can be represented by a bipartite graph. Accordingly, the
similar analysis techniques, extrinsic information transfer (EXIT) analysis, which
is basically for physical layer, is utilized to analyze the decoding convergence be-
havior of the networks. The network capacity bound expressing maximum offered
traffic that can be reliably handled by the networks is derived based on EXIT
chart area theorem. It is shown that with IDM algorithm the proposed MWSRN
has two times higher bound compared to the conventional MWSRN, which also
implies that throughput of T = 2 packets/slot is asymptotically achievable using
the proposed technique. The computer simulation results confirm the superior-
ity of the proposed techniques in terms of throughput and packet-loss-rate (PLR)
performances. In practice, the proposed MWSRN can achieve throughput greater
than T = 1 packet/slot. It also offers very low PLR floor because the probability
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of degree-two stopping set can be eliminated by employing IDM algorithm in SIC.
The rest of the thesis focuses on the extension of MWSRN to serve wider

and larger network coverage by proposing multiple relays, called multiway mul-
tirelay networks (MWMRN). The uncoordinated transmission strategy is adopted
in multiple access channel (MAC) phase. The relays decode all received messages
using the proposed IDM-based SIC, yielding significant performance improvement
in MAC phase. The decoded messages in the relays are correlated since they are
originally sent from the same source. Joint decoding that exploits the correlation
of messages in the relays is proposed to achieve excellent performances. In the
final step of joint decoding, the selection of host decoder, of which the outputs are
used for finals decision, is of significant importance to obtain the best decoding
results. This thesis solves host decoder selection problem using mutual information
calculated by the relays. The results of computer simulations show that the pro-
posed techniques outperform the conventional techniques in terms of throughput
and bit-error-rate (BER) performances. It is also confirmed that Q ∈ {1, 2} are
the practical optimal numbers of relays in terms of throughput or BER perfor-
mances for MWMRN with randomly distributed users. All findings in this thesis
are expected to solve the future massive networking problems by the year 2020.

Keywords: Multiway Relay Networks, Multiway Multirelay Networks, Uncoordi-
nated Transmission, Graph-based Successive Interference Cancellation, Joint De-
coding, Iterative Demapping Algorithm, Source Correlation.
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Chapter 1
Introduction

1.1 Background and Motivation

Since the introduction of Internet of Things (IoT) concept, the number of con-

nected devices (things) is rapidly increasing. The devices are not limited to smart

phones or computers, but the other things like houses, cars, sensors, and other

machine-type-devices (MTD), will also be connected to the networks. The connec-

tions of these things will deliver great impacts on many areas such as education,

communication, bussiness, science, goverment, and humanity. Fig. 1.1 illustrates

the prediction that by 2020, there will be more than 50 billion connected devices,

which is 6.58 times higher than the world population [1] [2]. This condition is

in tune with next fifth generation networks, 5G, where ultra-dense networks is

one of the major challenges. In this situation, an efficient wireless communication

strategy that can handle massive number of devices (users) is highly required.

We consider multiway relay networks (MWRN) [3] as one of potential solutions

for future networks because of its superiority in serving multiple users. MWRN has

attracted a considerable attention and has been extensively studied, for example,

in [3] [4], and [5]. However, in the literature, MWRN is only proposed with fixed

transmission scheduling, which naturally inherits high complexity when number of

users is huge. This is because coordination among the users is required in fixed

transmission scheduling.

A transmission strategy without perfect coordination is more favorable for com-

munication among massive number of users. Therefore, we propose the employ-

ment of uncoordinated transmission (random access) scheme for MWRN. In this
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Fig. 1.1: The challenge of future networks: more than 50 billion devices require connec-
tion by 2020.

scheme, the users are allowed to transmit their information randomly to the net-

works, hence the scheduling complexity is significantly reduced. Unfortunately,

the traditional random access scheme exhibits low throughput. When several users

transmit simultaneously in the same time slots (TS), the messages are collided and

cannot be resolved. This collision problem is the main cause of low throughput in

random access.

Conventionally, throughput of random access is limited to T = 1 packet/slot,

for example, traditional slotted ALOHA (SA) only achieves maximum through-

put of 0.367 packets/slot. Motivated by this fact, several techniques have been

developed to improve the throughput of traditional random access. Diversity slot-

ted ALOHA (DSA) [6] is the first technique that introduces message repetition

in random access, yielding a slight throughput improvement with respect to SA.

Contention resolution diversity ALOHA (CRDSA) [7] proposes interference cancel-

lation (IC) for resolving the collisions in DSA. This technique achieves throughput

up to 0.55 packets/slot, which is a remarkable improvement compared to the SA.

In [8], irregular repetition slotted ALOHA (IRSA) was introduced to provide a

further throughput gain over CRDSA. It allows the users to irregularly repeat the

transmission. The number of repetition is drawn randomly from a designed prob-

ability mass function (pmf ). Successive interference cancellation (SIC) is adopted
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to successively resolve the collided messages, resulting significant throughput im-

provement asymptotically to 0.97 packets/slot. This technique is then generalized

in coded slotted ALOHA (CSA) [9] by using more general packet-oriented linear

codes, instead of repetition codes. This technique asymptotically achieves through-

put T = 1 packet/slot using very low rate codes.

Motivated by insights of multiuser detection (MUD) employment in random

access given in [10], we propose a novel technique to improve the throughput

of uncoordinated transmission beyond the limit of T = 1 packet/slot. Partic-

ularly, iterative demapping (IDM) algorithm [11], which is capable of decoding

two messages simultaneously, is incorporated into graph-based SIC to increase the

probability of successful decoding, exhibiting significant throughput enhancement.

Adoption of the proposed uncoordinated transmission strategy is also beneficial for

MWRN networks to handle massive number of users with heterogeneous traffics.

Each users may choose different codes with various rate based on its own traffic

for accessing the networks randomly.

In practice, users have random locations in an area. Furthermore, when number

of users is very huge, they might be randomly located in a wider and larger area.

In this instance, it is natural to employ multiple relays for serving all users with

better performances. Because the messages are sent from the same sources, the

messages received by the relays are correlated, of which the correlation can be

exploited to achieve remarkable performances using a joint decoding. However,

what is the optimal number of relays remains as an interesting open problem.

These facts motivates us to conduct this research with aims to: (i) design an effi-

cient MWRN serving massive number of users with throughput T ≥ 1 packet/slot,

(ii) design an effective decoding for MWRN exploiting correlated sources, and (iii)

analyze the optimal number of relays required in MWRN with distributed users.

1.2 Research Contribution

The contributions of this research are summarized as follows:

• We propose uncoordinated transmission scheme in MWRN for serving mas-

sive number of users. Since complex coordination among huge number of

users during transmission is not required, the transmission scheduling design

is very simple.
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• We propose a novel decoding technique for uncoordinated transmission using

graph-based SIC with IDM algorithm, resulting throughput improvement

beyond T = 1 packet/slot.

• We derive the theoretical network capacity bound expressing maximum of-

fered traffic that can be reliably handled by the networks using EXIT chart

area theorem. This bound confirms that the proposed techniques can asymp-

totically achieve throughput of T = 2 packets/slot.

• We enlarge the networks coverage by employing multiple relays and exploit

source correlation existing in the networks. The final joint decoding is pro-

posed to exploit the source correlation of the decoded messages in the relays.

We also propose the selection of host decoder, of which the outputs are used

for final decision, based on mutual information (MI) to ensure the best de-

coding results.

• We analyze the optimal number of relays to efficiently serve massive number

of users randomly distributed in an area.

1.3 Thesis Outline

This thesis is organized as follows.

In Chapter 1 (this chapter), we describe the background and motivation of

the research. We also summarize the contribution of the research and present the

thesis outline.

In Chapter 2, we discuss some fundamental concepts, techniques, and algo-

rithms used in this research for better understanding the main part of this thesis.

In Chapter 3, we explain the motivations of two system models considered

in this thesis: multiway single relay networks (MWSRN) and multiway multirelay

networks (MWMRN).

In Chapter 4, we work on uncoordinated transmission in MWSRN, which is

the simplest MWRN scenario. We analyze the proposed decoding strategy and its

convergence behavior using EXIT analysis. We also derive the network capacity

bound of the proposed uncoordinated transmission scheme.

In Chapter 5, we then extend the networks using multiple relays, known as

MWMRN. We consider two cases of MWMRN. The first case is when there are
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two relays serving two clusters of users. The second case is more general scenario,

where arbitrary number of relays are employed to serve massive number of users

randomly distributed in an area. We propose joint decoding strategy to remarkably

improve the network performances.

In Chapter 6, we present conclusions of the thesis. Some insights into the

future works are also provided.



Chapter 2
Preliminaries

In this chapter, we briefly provide introduction and explanation of the background

knowledge, coding and decoding techniques, and algorithm utilized in this re-

search. Firstly, we introduce the concept of relay networks. We then describe the

idea of SIC, which is one of the important decoding strategies in the proposed

uncoordinated transmissions. We continue by explaining the serial concatenated

convolutional (SCC) codes, which are used as the channel encoder in the following

chapters. Finally, the IDM algorithm that is capable of decoding two messages

simultaneously is briefly described.

2.1 Relay Networks

Relaying strategy was initially proposed to help a source transmitting information

to destination via unreliable channel. This strategy is then developed as cooper-

ative communications that offers higher spectrum efficiency and diversity. There

are three main relay networks models. Fig. 2.1(a) illustrated the first model, uni-

directional relay networks. In this networks, a source wants to send information to

a destination with the help of relay [12] [13] in one direction. The unidirectional

relay networks is then extended to bidirectional or two-way relay networks, where

two users are communicating in two directions with the help of the relay [14] [15]

as shown in Fig. 2.1(b). This thesis focuses on the third relay networks model,

multiway relay networks (MWRN) as shown in Fig. 2.1(c). MWRN consists of

multiple users who expect to exchange information among themselves with the

help of the relay.
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Fig. 2.1: Relay networks models: (a) unidirectional relay networks, (b) two-way relay
networks, and (c) multiway relay networks.

Since its introduction in [3], MWRN has attracted a considerable attention

owing to its potential applications. The examples of applications include super-

dense networks, quickly built devastated networks, wireless sensor networks, and

satellite networks. This networks is also regarded as one potential solution of the

future networks, where massive number of devices need connection to the networks.

2.2 Successive Interference Cancellation

Interference is usually regarded as a highly undesired problem. Since the number

of devices (transmitters) is exponentially increasing, interference is almost impos-

sible to avoid. Successive interference cancellation (SIC) is a clever technique to

treat the interference problem involving massive number of users. First introduced

in [16], the main concept of SIC is to decode all the users sequentially. Before de-

coding the other users, the interference caused by the decoded users is subtracted.
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Slot 1 Slot 2 Slot 3 Slot 4

Collided Collided Collided

Fig. 2.2: SIC in random access.

For example, when two or more users transmit messages simultaneously to a com-

mon destination, the stronger signal is first decoded. The decoded messages are

then reconstructed and subtracted from the combined signal. The same process is

iteratively performed for the residue signal to decode all the messages, hence it is

termed successive interfere cancellation or capture effect.

Recently, SIC is adopted to random access technology and becomes a major

breakthrough for throughput enhancement. It enables the collisions (interference)1

to be favorably exploited instead of being regarded merely as a useless. The inter-

ference caused by the collided messages in a slot is canceled using the copy of the

message successfully decoded in another slot. Fig. 2.2 shows the example of SIC

in random access, where user u1 transmits the same messages in slots 1, 3, and 4,

user u2 in slots 1 and 2, while user u3 transmits via slots 2 and 4. In the conven-

tional random access decoding, only message x1 transmitted via slot 3, where no

collision occurs, can be correctly decoded. Employing the SIC, the decode mes-

sages x1 is reconstructed to subtract the other messages of user u1 in slots 1 and

4. Accordingly, the both messages x2 and x3 can also be correctly resolved by the

same process.

2.3 Serial Concatenated Convolutional Codes

Serial concatenated convolutional (SCC) codes are developed extending the idea

of Turbo codes, which was first introduced in 1993 as the first practical codes

1Collision and interference are used interchangeably in this thesis.
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(a) (b)

Fig. 2.3: Encoding and decoding blocks of serial concatenated convolutional (SCC) codes
considered in this thesis.

that can asymptotically achieve the Shannon-limit. The encoding blocks of SCC

constructed by serial concatenation of two convolutional codes as inner and outer

codes are shown in Fig. 2.3(a). To support future networks with low complexity,

this thesis uses very simple convolutional codes. Memory-1 [3, 2]8 convolutional

codes with half rate are employed as the outer codes C. While for the inner codes,

we utilize doped-accumulator (ACC ) [17] [18], which is memory-1 convolutional

codes with unity rate. The inner and outer codes are separated by an interleaver

π to make the two encoded bit sequences statistically independent.

Fig. 2.3(b) describes the decoding structure of SCC performed iteratively be-

tween two component decoders, D and DACC as decoders of C and ACC, respec-

tively. Soft information is exchanged between two decoders in the form of extrinsic

log-likelihood ratio (LLR) defined as:

Le(b) = ln

[
Pr(y|b = 0)

Pr(y|b = 1)

]
(2.1)

with the corresponding deinterleaver π−1 and interleaver π. In each decoder, soft

decoding is performed using Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm. The

outputs of each decoder are a posteriori LLRs,

Lp(b) = ln

[
Pr(b = 0|y)

Pr(b = 1|y)

]
, (2.2)

which are then subtracted by a priori LLRs,

La(b) = ln

[
Pr(b = 0)

Pr(b = 1)

]
, (2.3)



10

Fig. 2.4: IDM algorithm that can decode two messages simultaneously.

resulting extrinsic LLRs, Le(b). Final decision is then performed at the end of

iteration based on Lp(b) producing b̂.

2.4 Iterative Demapping Algorithm

Iterative demapping (IDM) algorithm was introduced in [11] for three-way relay-

ing systems. This technique has capability of decoding messages from two users

simultaneously. Fig 2.4 explains how IDM algorithm works as an extension of

SCC. Users u1 and u2 want to deliver binary data b1 and b2, respectively, to a

common destination. Each user encodes the data using SCC codes and maps them

to symbols xi. For simplicity, we assume xi is a binary phase shift keying (BPSK)

symbol having E[|xi|2] = 1. An extension to higher order modulation is rather

straightforward. Both users transmit messages x1 and x2 in the same time, and

thus, the destination receives

y = h1x1 + h2x2 + z, (2.4)

where hi is channel gain from user ui and z is additive white Gaussian noise

(AWGN) with variance σ2.

Decoding process in the destination consists of a joint demapper (DM ) and two

independent turbo loops involving decoders Di and DACCi the decoding of which

is similar to that of SCC codes. With the help of a priori LLR from decoder D1,
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La1,DM , joint DM calculates extrinsic LLR Le2,DM of symbol x2 as

Le2,DM = ln
Pr(x2 = +1|y)

Pr(x2 = −1|y)

= ln

∑
X∈Xx2+

exp
{
− |y−h1x1−h2x2|

2

σ2 − b1La1,DM

}
∑
X∈Xx2−

exp
{
− |y−h1x1−h2x2|2

σ2 − b1La1,DM

} , (2.5)

where Xx2+ and Xx2− are sets of superposition symbols having symbol x2 being

+1 and −1, respectively, with x2 = 1− 2b2. Similarly, the calculation of extrinsic

LLR Le1,DM of symbol x1 by the joint DM is given by

Le1,DM = ln
Pr(x1 = +1|y)

Pr(x1 = −1|y)

= ln

∑
X∈Xx1+

exp
{
− |y−h1x1−h2x2|

2

σ2 − b2La2,DM

}
∑
X∈Xx1−

exp
{
− |y−h1x1−h2x2|2

σ2 − b2La2,DM

} . (2.6)

The DACCi uses extrinsic LLR Lei,DM and a priori LLR L′ai,DM to produce ex-

trinsic LLR L′ei,DM that is then deinterleaved by π−1i and used as inputs of decoder

Di. Final decision is performed after enough iterations based on a posteriori LLRs

form D1 and D2 producing b̂1 and b̂2, respectively.

2.5 Summary

In this chapter, we have introduced some fundamental concepts, coding and de-

coding techniques, and algorithm used in this thesis. First, we introduced relay

networks, and then followed by explanation of SIC. The SCC codes and IDM algo-

rithm are also briefly described. This preliminaries will help readers to smoothly

understand the main part of the thesis.



Chapter 3
System Models

This chapter mainly focuses on describing system models considered in this thesis

and their motivations. There are two main system models under consideration.

The first is the basic MWRN model consisting of multiple users and a single relay

terminal. Thereby, it is termed as multiway single relay networks (MWSRN) in this

thesis. The second is a more general model of MWRN, where multiple relays are

considered to facilitate information exchange among multiple users. Accordingly,

it is termed as multiway multirelay networks (MWMRN) in this thesis.

This research is in tune with the connected devices development as introduced

in [2], where in the future, billions of devices are connected to the networks. Fig. 3.1

shows three waves expressing application models of billion connected devices. The

first wave is networked consumer electronics, where mostly customer electronics

things such as phones, computers, refrigerators, TVs, and other MTDs in home,

are connected to the networks. The second wave is networked industries, where the

things from industries sector such as trucks, factory machines, solar cells, and other

MTDs used in industries, are also connected. Finally, the third wave is networked

everything, in which all the things including humans and society are connected to

the networks.

This thesis considers system models representing the three waves of future con-

nected devices shown in Fig. 3.1. The first system model, MWSRN, represents first

wave, networked consumer electronics, while the second system model represents

the second wave, networked industries, and third wave, networked everything.

For the sake of simplicity, this thesis only considers devices or users with no mo-

bility, which allow us to investigate the networks under AWGN channels assump-
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Fig. 3.1: Three waves showing application models of connected devices.

tion. For the case of devices with mobility, implying Rayleigh fading channels, it

has been extensively investigated, for example, in [19–21].

3.1 Multiway Single Relay Networks

This thesis first studies MWSRN, the topology of which is very simple as shown

in Fig. 3.2. The users have connection to the relay forming star topology, while

direct link between any users is assumed to be neither available nor exploited. This

model is very suitable for the first wave development, when customer electronics

in home are connected to the networks. However, this model is also applicable for

disaster areas networks or satellite communication systems.

The focus of this model is the introduction of uncoordinated transmission

scheme for MWRN with single relay terminal. With this simplest model, un-

coordinated transmission strategy is easy to explain, especially, when AF relaying

protocol is employed. The received messages are immediately amplified and for-

warded to all users by the relay, implying that one transmission from a user to other

users via the relay can be regarded as one slot. Thus, it is quite straightforward

to employ uncoordinated transmission in MWSRN.

We will clearly describe the proposed decoding strategy for uncoordinated

transmission that can break the limit of conventional random access throughput.
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Relay

Fig. 3.2: Multiway single relay networks (MWSRN).

The similarity between networks and coding structures of LDPC is also exploited.

The density evolution will be used to analyze the convergence behavior of the

networks.

3.2 Multiway Multirelay Networks

In the second and third waves of connected devices development, number of devices

is tremendously increasing. In this case, it is very natural to employ multiple

relays to facilitate massive number of users communicating each other. Multiway

multirelay networks (MWMRN) is the extension of MWSRN, where multiple relays

are considered.

Two different scenarios of MWMRN are investigated. First, we investigate

MWMRN with two clusters of users as illustrated in Fig. 3.3(a). We assume that

multiple users are divided into two groups and located in two separated areas

with one relay terminal each. All users want to exchange information among

themselves with the help of the relays. The practical situations of this scenario

are, for examples, wireless communication among devices in two different floors,

or two different buildings. In this scenario we focus on mutual information (MI)-

based joint decoding strategy that exploits correlation of the messages decoded by

the relays to improve the network performances.

We consider more practical situation in the second scenario of MWMRN. The
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Fig. 3.3: Multiway multirelay networks (MWMRN) with: (a) two clusters and (b) dis-
tributed users.

massive number of users are randomly located or distributed in an area. Arbitrary

number of relays are employed to help information exchange among the users.

This situation corresponds to the third wave of connected devices development,

where various things are connected to the networks. In the multiple access chan-

nel (MAC) phase, we propose IDM algorithm to be incorporated into graph-based

SIC to effectively decode the messages transmitted uncoordinatedly. In the broad-

cast channel (BC) phase, we generalize the MI-based joint decoding for arbitrary

numbers of relays.
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3.3 Summary

In this chapter, we have explained the background of system models considered

in this thesis. Basically, there are two system models under consideration. First,

MWRN with a single relay terminal serving massive number of users, called mul-

tiway single relay networks (MWSRN), is utilized to investigate the fundamental

MWRN employing uncoordinated transmission. Second, an MWRN model em-

ploying multiple relays, known as multiway multirelay networks (MWMRN), is

considered to investigate more general cases of MWRN with uncoordinated trans-

mission. More technical details will be explained in Chapters 4 and 5.



Chapter 4
Multiway Single Relay Networks

In this chapter, we focus on MWRN with a single relay terminal, i.e., MWSRN,

aiming to increase throughput beyond T = 1 packet/slot. First of all, we provide

a brief description of system model of MWSRN under consideration. Then, we

introduce uncoordinated transmission scheme that allows massive number of users

to randomly transmit their information. We then propose a novel decoding strategy

for uncoordinated transmission in MWSRN with capability of decoding multiple

messages simultaneously. We also present an asymptotic analysis for the proposed

decoding technique and show the derivation of the capacity bound of the system.

Finally, simulation results are presented to show the superior performances of the

proposed technique.

4.1 System Model

The model considered in this section is shown in Fig. 4.1, where (M + 1) users

want to exchange information among themselves with the help of a relay terminal.

Each user wants to decode information from the other M users. In this model,

it is assumed that there is no direct link between any users, i.e., the users do not

receive signals directly from other users except from the relay. This assumption

is reasonable for some physical restrictions among the users, e.g., long physical

distances, mountainous areas, or high buildings environments.

We consider half-duplex relaying system, which is simple to implement. In

the half-duplex case, the information is exchanged within two phases. First phase

is multiple access channel (MAC) phase, when some users transmit information
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Fig. 4.1: Multiway single relay networks (MWSRN) with AF protocol.

simultaneously to the the relay without coordination with other users. The second

phase is broadcast channel (BC) phase, when the relay broadcasts the received

information to all users. For the sake of simplicity, in this model, we employ the

amplify-and-forward (AF) protocol.

4.2 Uncoordinated Transmission Strategy

A MAC phase is always followed by a BC phase, where the relay always amplifies

and forwards (broadcasts) the messages to all users. Thereby, both time slots

(TSs) used for MAC and BC phases can be seen as one pair-of-time slots (PTS).

Particularly, j-th PTS consists of two consecutive TSs, i.e., (2j−1)-th and (2j)-th

TSs, j = {1, 2, ..., N}. The information exchange among users is performed within

one frame composed of N PTSs.

Fig. 4.2 describes transmitter structure of a user in MWSRN. Each user en-

codes k data (information) using network encoder with rate Rh and chooses PTSs

randomly for transmission. Prior to transmission, the outputs of network encoder

are again encoded using physical encoder with rate RP and mapped to binary

phase shift keying (BPSK) symbols.
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Fig. 4.2: Transmitter structure of a single user.

Technically, each user randomly selects a type of network encoder ch ∼ (h, k)

from set of packet-oriented linear codes C = {c1, c2, ..., ch, ..., cnc} according to a

probability mass function (pmf ) Λ = {Λ1,Λ2, ...,Λnc}, where
∑nc

h=1 Λh = 1, to

encode k information data. A code ch is a packet-oriented linear code with length

h, dimension k, and rate Rh = k/h. The code length h indicates how many

transmissions or PTSs are required to convey the messages to the network. The

average rate of network encoder, by assuming the same k for each user, is defined

as

RN =
k

h
, (4.1)

where

h =
∑nc

h=1
Λhh (4.2)

is the expected length of network codes. The h packets are then transmitted via

h randomly selected PTSs. We provide illustration of network encoding process

and PTS selection in Fig. 4.3. Users u1, u3, and u4 choose (3, 1) codes (repetition

codes) as network encoder to encode their k = 1 data. While user u2 encodes

its data using (2, 1) codes. All users then randomly select PTSs to transmit their

encoded packets. For instance, user u1 randomly chooses PTSs 1, 3, and 4 to

transmit the packets.

Prior to transmission, the outputs of network encoder are encoded again using

physical encoder, which is equivalent to channel encoder. In this works, we use

SCC codes as physical encoder. Subsequently, the encoded packets are mapped to

symbol x, which is a BPSK symbol. From networks perspective, the transmission

process is illustrated in Fig. 4.4.

We define normalized offered traffic delivered to every user as

G =
kM

N
. (4.3)
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Fig. 4.5: Bipartite graph representation of received signals in one frame.

The relay always amplifies and forwards (broadcasts) the received signal to all

users. Accordingly, all users receive the same information from the network. We

assume that a pointer is equipped in every packets to enable SIC. The pointer

contains information on which PTSs the other packets are transmitted. Corre-

spondingly, the connections of users and PTSs can be modeled using a bipartite

graph G = (U ,S, E) as shown in Fig. 4.5.

The graph G is composed of set of user nodes U = {u1, u2, ..., uM+1}, set of

slot nodes S = {s1, s2, ..., sN}, and set of edges E that connect user nodes and slot

nodes. The user node represents the user transmitting messages to the networks,

while the slot node represents the PTS (slot) chosen by the users to transmit the

messages. User node ui ∈ U is connected by an edge Eij to slot node sj ∈ S if

and only if user ui transmits one of its messages to the network via PTS j. User

node ui has degree h, indicating that the user ui chooses a code type ch ∼ (h, k) to

encode its k data to h packets. On the other hand, slot node sj has degree d, which

expresses that there are d users transmit one of their messages simultaneously to

the relay via PTS j. The transmission scheme can also be represented by a matrix

with size of N × (M + 1). For example, matrix

A =


1 0 0 0

0 1 0 0

1 1 1 1

1 0 1 1

0 0 1 1

 (4.4)

represents the structure shown in Fig. 4.5. The rows and columns correspond the
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PTSs and the users, respectively. The graph and matrix representations described

above imply that the proposed uncoordinated transmission scheme resembles a

coding structure similar to low-density parity-check (LDPC) codes.

4.3 Proposed Decoding Strategy

Prior to decoding process, each destination subtracts its own messages from the

received signals in a frame. After subtraction, each user has unique matrix repre-

sentation with size N ×M as

A1 =


0 0 0

1 0 0

1 1 1

0 1 1

0 1 1

 , A2 =


1 0 0

0 0 0

1 1 1

1 1 1

0 1 1

 , A3 =


1 0 0

0 1 0

1 1 1

1 0 1

0 0 1

 , and A4 =


1 0 0

0 1 0

1 1 1

1 0 1

0 0 1

 .
(4.5)

As example, bipartite graph of user u1 is is shown in Fig. 4.6 followed by its

decoding. With these subtractions, each user experiences different graph-based

decoding. However, this difference is negligible when N is large enough.

Decoding is performed iteratively between network decoder in user nodes and

physical decoder in slot nodes. It should be noted here that iterative decoding

is performed in the internal receiver, not between the relay and the users. The

decoding strategy is illustrated in Fig. 4.6. It is started by finding a slot node

with degree d = 1, which contains a message from only one user (no interference).

In this slot node, physical decoding is then easily performed using SCC decoder,

of which the results are passed to the connected user node. The user node then

performs network decoding corresponding to the chosen ch codes. The results of

network decoding are transferred to the connected slot nodes and used to perform

SIC. Accordingly, the degree of the slot nodes are reduced by one. This process

is repeated until no slot node with degree d = 1 remains, where conventionally,

decoding process is stop, resulting low throughput performance.

In this works, we propose a solution by using IDM algorithm to make the de-

coding does not stop early, but progresses further resulting in larger number of

decodable users. With IDM algorithm, the decoding is continued by searching

slot nodes with degree d = 2, which contains the messages from two users. When
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Fig. 4.6: Decoding illustration performed by user u1 for a system employing irregular
repetition codes as the network encoder.

degree d = 2 is found, the slot node conducts physical decoding using IDM algo-

rithm to simultaneously resolve both messages. The results are handed over to

the connected user nodes. Similar to the first process, the user nodes perform

network decoding and transfer the results to the connected slot nodes to be used

for interference cancellation. Subsequently, the decoding process is repeated from

the first step until no more slot node with degree d = 1 or d = 2 found or until

maximum iteration reached.



24

4.4 Decoding Convergence Analysis

To answer the quiestion about the maximum achievable performance of MWSRN

with IDM algorithm described above, this section provides analysis based on

asymptotic assumption. We set number of users and PTSs to be infinite, {(M +

1), N} → ∞, while keeping G = kM/N constant. We also assume high received

signal-to-noise power ratio (SNR), defined as Γ = P/σ2, where P is transmit power

and σ2 is noise variance, such that the physical decoding exhibits perfect results.

4.4.1 Degree Distributions on Node

In one frame, each user selects a type ch ∼ (h, k) code to encode its k data to h

packets to be transmitted via h randomly chosen PTSs. The selection of a code

is managed according to a probability mass function (pmf ) Λ = {Λ1,Λ2, ...,Λnc},
which corresponds to the degree distribution of user nodes. It is convenient to

introduce a polynomial to represent the degree distribution of user node from

nodes perspective as follows

Λ(x) =
nc∑
h=1

Λhx
h. (4.6)

From edges perspective, the degree distribution of user nodes is given by

λ(x) =
Λ′(x)

Λ′(1)
(4.7)

=
nc∑
h=1

λhx
h−1, (4.8)

where

λh =
Λhh∑nc
h=1 Λhh

(4.9)

is probability of an edge belongs to user node type h.

Number of users transmitting one of their packets simultaneously via PTS j is

equivalent to the degree of slot node, d, of which the probability follows binomial

distribution

Ψd =

(
M

d

)(
hG

kM

)d(
1− hG

kM

)M−d
. (4.10)

Introducing the similar polynomial, the degree distribution of slot nodes from nodes
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perspective is defined as

Ψ(x) =
∑
d≥1

Ψdx
d. (4.11)

If we let M →∞, we get

Ψ(x) = exp

(
−h
k
G(1− x)

)
(4.12)

= exp

(
− G

RN

(1− x)

)
. (4.13)

In the similar way of (4.8), the degree distribution of slot nodes from edges per-

spective is defined as

ρ(x) =
Ψ′(x)

Ψ′(1)
=
∑
d

ρd(x) (4.14)

= exp

(
− G

RN

(1− x)

)
, (4.15)

where ρd is probability of an edge belongs to a slot node degree d.

4.4.2 EXIT Functions

As described in the previous section, the proposed MWSRN resembles a coding

structure similar to LDPC codes. Consequently, the similar analysis, e.g., density

evolution, is applicable for the proposed system.

We evaluate the probability of an edge having unresolved or erasure packet

in the forms of p` and q`. As shown in Fig. 4.5, p` and q` are the probabilities

of an edge emanating from slot node to user node and user node to slot node,

respectively, carrying an erasure at iteration `.

Let consider a user node type h as a user node that chooses network encoder

ch. Similar to [9], the probability of an edge carrying erasure coming out from the

user node type h at iteration ` is defined as

q
(h)
` =

1

h

h−1∑
t=0

pt`−1(1− p`−1)
h−1−t

[
(h− t)ẽ(h)h−t −(t+ 1)ẽ

(h)
h−1−t)

]
:= f (h)

u (p`−1),

(4.16)

where ẽ
(h)
g is g-th un-normalized information function for the code ch ∈ C [22] and

f
(h)
u (p`−1) is extrinsic information transfer (EXIT) function for a user node type
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slot node slot node

Fig. 4.7: The probability of an edge is not carrying erasure packet outgoing from a slot
node degree d (a) without and (b) with IDM algorithm.

h [23].

Averaging over the edges, we obtain the EXIT function for user nodes, which

is defined as the probability of an edge outgoing from user nodes carrying erasure

q` = fu(p`−1) (4.17)

=
nc∑
h=1

λhf
(h)
u (p`−1). (4.18)

Incorporating (4.16) into (4.18), we derive

fu(p`−1) =
nc∑
h=1

λh
h

h−1∑
t=0

pt`−1(1− p`−1)
h−1−t

[
(h− t)ẽ(h)h−t −(t+ 1)ẽ

(h)
h−1−t)

]
(4.19)

=
1

h

nc∑
h=1

Λh

h−1∑
t=0

pt`−1(1− p`−1)h−1−t
[
(h− t)ẽ(h)h−t −(t+ 1)ẽ

(h)
h−1−t)

]
. (4.20)

Using insights from [10], EXIT function of slot nodes is derived. In the proposed

decoding strategy with IDM algorithm, a degree d slot node can be perfectly

decoded if number of incoming edges carrying erasures is less than or equal to

two, which corresponds to the IDM algorithm capability of decoding two messages
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simultaneously. As illustrated in Fig. 4.7, this probability is given by

1− p` = (1− q`)d−1 + (d− 1)q`(1− q`)d−2. (4.21)

By averaging over the edges, we obtain

p` =
∑
d

ρd
[
1− (1− q`)d−1 − (d− 1)q`(1− q`)d−2

]
, (4.22)

which is further expanded to

p` =
∑
d

ρd −
∑
d

ρd(1− q`)d−1 −
∑
d

ρd(d− 1)q`(1− q`)d−2, (4.23)

= 1− ρ(1− q`)− q`ρ′(1− q`), (4.24)

where ρ(·) is defined in (4.15), from which we can also get

ρ′(x) =
G

RN

exp

(
− G

RN

(1− x)

)
. (4.25)

Therefore, (4.24) becomes

p` = 1−
(

1 + q`
G

RN

)
e
−q` G

RN := fs(q`), (4.26)

that defines the EXIT function of slot nodes, fs(q`).

The well-known EXIT chart is used to visualize the evolution of erasure func-

tions from the both nodes. As an example, we analyze the proposed MWSRN

employing irregular repetition codes as network encoder. In this case, EXIT func-

tion of user node defined in (4.20) can be simplified to

fu(p`−1) =
nc∑
h=2

λhp
h−1
`−1 , (4.27)

while EXIT function of slot node remains the same. It is important to note here

that h = 1 should be avoided to ensure the decoding stability.

In Fig. 4.8, EXIT chart of MWSRN employing irregular repetition codes with

degree distribution Λa(x) = 0.5x2 + 0.28x3 + 0.22x8, rate RN = 0.278, and offered
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Fig. 4.8: EXIT Chart with successful decoding for MWSRN with irregular repetition code
and user nodes degree distribution Λa(x) = 0.5x2 + 0.28x3 + 0.22x8, rate RN = 0.278,
and offered traffic G = 1.58 packets/slot.

traffic G = 1.58 packets/slot1 is presented. The evolution of probability of an

edge carrying erasure from user node (q`) and slot node (p`) converges to zero in a

sufficient iteration if and only if there is an open tunnel between two EXIT curves

fu(p) and fs(q)
−1 (no intersection between two EXIT curves). This condition is

satisfied when the offered traffic is set below the threshold, G∗, which is defined

as the maximum value of G such that the EXIT curves fu(p) and fs(q)
−1 do not

intersect each other. For Λa(x) we obtain that G∗ equal to 1.59 packets/slot.

Contrarily, when G > G∗, the pair of probabilities (p`, q`) will never converge

to (0, 0) even with infinite iterations. This condition is exemplified in Fig. 4.9,

where EXIT chart of MWSRN employing Λa(x) with G = 1.60 > G∗ is drawn.

The trajectory of the EXIT chart is stuck in non-(0, 0) point, implying an early

decoding failure.

In Table 4.1, we present the average network rate RN and threshold G∗ of

MWSRN with several degree distributions of irregular repetition codes. This table

1Please note that in this chapter, the term slot is corresponding to PTS.
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Fig. 4.9: EXIT Chart with failure decoding for a MWSRN with irregular repetition code
and user nodes degree distribution Λa(x) = 0.5x2 + 0.28x3 + 0.22x8, rate RN = 0.278,
and offered traffic G = 1.60 packets/slot.

Table 4.1: Thresholds of Offered Traffic Load (G∗) for Various User Nodes Degree Dis-
tributions.

Id Degree Distributions RN G∗

Λa(x) 0.5x2 + 0.28x3 + 0.22x8 0.2778 1.59

Λb(x) 0.25x2 + 0.60x3 + 0.15x8 0.2857 1.56

Λc(x) 0.5465x2 + 0.1623x3 + 0.2912x6 0.3006 1.61

Λd(x) 0.2x2 + 0.2x3 + 0.2x4 + 0.2x5 + 0.2x6 0.2500 1.38

Λe(x) 0.5102x2 + 0.4898x4 0.3356 1.62

also indicates that the user nodes degree distribution is a parameter subject to

optimization in terms of RN or G∗.

4.4.3 Network Capacity Bound

Area theorem of EXIT chart is utilized to derive network capacity bound of

MWSRN. Please note that network capacity bound in this thesis is defined as
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the bound indicating maximum traffic (G∗) that can be achieved by the proposed

MWSRN. The necessary condition of successful decoding is the existence of an

open tunnel between two EXIT curves. In other words, the sum of the area under

the curve fu(p), denoted as Au, and area under the curve fs(q), denoted as As, is

less than 1 (see Fig. 4.8). This condition can be written as

As + Au < 1, (4.28)

where

As =

∫ 1

0

fs(q)dq (4.29)

and

Au =

∫ 1

0

fu(p)dp. (4.30)

From (4.28) - (4.30) we obtain

RN +

(
1 +

2RN

G

)
e−G/RN − 2RN

G
< 0, (4.31)

which is the network capacity bound of the proposed MWSRN employing IDM

algorithm. Although (4.31) is not in the closed-form, with some mathematical ma-

nipulations, it is easy to find its positive solutions, i.e., G ≥ 0 and RN ≥ 0. These

solutions are drawn in Fig. 4.10 and compared to the MWSRN employing conven-

tional CSA without IDM algorithm. The maximum threshold G∗ of 2 packets/slot

can be achieved theoretically by the proposed MWSRN using very low RN . The

threshold RN and G∗ of the MWSRN with degree distributions presented in Table

4.1 are also shown in Fig. 4.10 to confirm the achievable points under the bound.

The bound indeed can be approached by optimizing the degree distribution of the

user nodes [24].

4.5 Performances Evaluations

In this section we evaluate the performances of the proposed MWSRN using series

of computer simulations. For the sake of simplicity, we conduct simulation for

MWSRN with irregular repetition codes as the network encoder. In the physical

encoder, we utilize SCC codes, where half rate memory-1 convolutional code [3, 2]8
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Fig. 4.10: The network capacity bound of the proposed MWSRN compared to the
MWSRN employing conventional CSA.

is serially concatenated with doped accumulator (ACC ). The total rate of the

physical encoder is RP = 0.5.

The simulation is carried out over additive white Gaussian noise (AWGN) chan-

nel. The channels between users and relay in MAC and BC phases are equal to 1.

Each user uses an equal power Pi = P to transmit its message to relay. The vari-

ance of AWGN in all users and the relay are also assumed to be equal, σ2
i = σ2

r = 1.

The relay amplification factor of B = 2 is considered.

We first investigate packet-loss-rate (PLR) and throughput performances of the

proposed system. For this, high SNR is assumed such that the physical decoder

can decode the messages perfectly. The comparison is made between the proposed

MWSRN and the MWSRN using conventional irregular repetition slotted ALOHA

(IRSA) [8], which is regarded as the special case of CSA with a repetition codes

(h, 1). The number of PTSs is fixed to N = 200 (because in practice N can

not be set too long) and number of users M is varying according to value of the

offered traffic G. We employ user nodes degree distributions Λa(x) and Λb(x). The

results in terms of PLR are plotted in Fig. 4.11 accompanied by the asymptotic
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Fig. 4.11: Packet-loss-rate (PLR) performances of MWSRN with the proposed technique
and conventional IRSA employing Λa(x) and Λb(x).

PLR obtained from EXIT chart analysis.

Fig. 4.11 shows the superiority of the proposed MWSRN compared to MWSRN

employing conventional technique without IDM algorithm (IRSA). In achieving a

certain level of PLR, the proposed MWSRN offers higher traffic. For instance,

with Λa(x), the proposed MWSRN can achieve PLR of 10−3 with offered traffic

close to 1.4 packets/slot, while the conventional MWSRN achieves it with smaller

traffic G = 0.25 packets/slot. Furthermore, the proposed MWSRN offers very

low PLR floor, which is less than 10−5 for Λa(x) and Λb(x). Fig. 4.11 also shows

the asymptotic limit of PLR, where PLR cliff occurs around G = 1.6 packets/slot.

This asymptotic limit value can be further increased by choosing an optimal degree

distribution of user nodes. The results presented in this figure confirm that the

proposed system is working very well even with G ≥ 1 packet/slot.

Since the proposed MWSRN exhibits PLR floor, throughput analysis is of sig-

nificant importance. Fig. 4.12 shows the final throughput performances obtained

from the PLR. It is confirmed that the throughput of the proposed MWSRN is

more excellent compared to the conventional MWSRN employing IRSA and slotted
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ALOHA. The maximum throughput achieved by the well-known slotted ALOHA is

0.367 packets/slot, while for the IRSA with Λa(x) and Λb(x) are around 0.76 pack-

ets/slot. Exceptionally, the proposed MWSRN achieves maximum throughput of

around 1.4 packets/slot, which is beyond 1 packets/slot.

In Fig. 4.13, bit-error-rate (BER) performances of the proposed MWSRN with

M = 101 users, N = 90 PTSs, and varrying values of SNR are presented. Corre-

spondingly, the value of G is equal to 1.11 packets/slot. The degree distributions

of user nodes employed in the systems are Λa(x), Λb(x), and Λc(x). It is shown

that a reliable communication with BER lower than 10−5 can be achieved with

P > 3.2 dB. We also observe that turbo cliffs of BER performances similar to

that of [11] occur in the proposed MWSRN. These results also indicate that the

proposed system can work properly in a relatively low SNR environment.
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4.6 Summary

This chapter aims to introduce uncoordinated transmission scheme for MWSRN

and propose a novel decoding strategy that can significantly enhance the through-

put performance.

We first described the system model of MWSRN and analyzed the proposed un-

coordinated transmission strategy that is very favorable for networks with massive

number of users. We showed that the proposed MWSRN resembles the coding

structure similar to LDPC codes that can be represented by a bipartite graph.

Thus, graph-based decoding strategy in the form of SIC is exploited to effectively

decode all messages transmitted in uncoordinated fashion.

We then proposed IDM algorithm to be incorporated into graph-based SIC to

break the limit of throughput T = 1 packet/slot. EXIT chart was used to analyze

the decoding convergence behavior of the proposed techniques. We derived the

evolution functions of probability of an edge carrying erasure messages during

iterative decoding process and plot them into EXIT chart to visualize the decoding

convergence. Subsequently, we exploited EXIT chart area theorem to derive the
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network capacity bound of the proposed MWSRN, which is almost two times higher

compared to the conventional MWSRN employing CSA.

The results of performances evaluations was also presented in this chapter.

It was shown that the proposed MWSRN with IDM algorithm outperforms the

conventional MWSRN without IDM algorithm in terms of PLR and throughput

performances. The results also showed that the proposed MWSRN can reliably

operate in a relatively low SNR environment.



Chapter 5
Multiway Multirelay Networks

In this chapter, we extend the results obtained in the previous chapter to the

cases where multiple relays are considered in MWRN, called multiway multirelay

networks (MWMRN). We consider two scenarios: (i) MWMRN serving users in

two clusters with two relays, termed as MWMRN-2C, and (ii) MWMRN serving

randomly distributed users in an area supported by arbitrary number of relays,

termed as D-MWMRN. In both scenarios, we adopt modern decode-and-forward

(mDF) protocol [12], where the relays keep broadcasting the messages even though

the received messages are erroneous. Final joint decoding is proposed to improve

networks performances by exploiting source correlations of the messages.

In the first scenario, we employ uncoordinated transmission in MAC phase.

However, to verify the contribution of multiple relays, IDM is not incorporated

into SIC. Rather, we focus on the proposed final joint decoding and show its supe-

riority performances. We also confirm the acuracy of the estimation of messages

correlation that is exploited in the final joint decoding to improve the networks

performances.

We then proceed to more general cases in the second scenario, where arbitrary

number of relays are considered to serve massive number of users randomly dis-

tributed in an area. We generalize the proposed final joint decoding for arbitrary

number of relays and investigate the practical optimal number of relays.
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Fig. 5.1: System model of MWMRN-2C: two clusters of users and two relays, R1 and
R2.

5.1 Multiway Multirelay Networks with Two Clusters

5.1.1 System Model

System model of MWMRN-2C is described in Fig. 5.1, where M users are divided

into two groups (clusters) based on their distances to the nearest relay. All users

exchange information among themselves with the help of two relays, R1 and R2.

Each user has distance δd to the nearest relay and δref to another relay. All users

have equal transmit power Pu, and similarly both relays also have equal transmit

power PR. In MAC phase, SNR from users to the relay with distance δref is

Γu,R,ref = PR/σ
2, where σ2 is noise variance. While SNR from users to the relay

with distance δd is Γu,R,d = Γu,R,ref(δd/δref)
γ, and γ is a pathloss exponent. We

assume γ = 3.52 [12]. In BC phase, SNR from relay to the users with distance

δref is ΓR,u,ref = PR/σ
2, while SNR from relay to the users with distance δd is

ΓR,u,d = ΓR,u,ref(δd/δref)
γ.

We assume half-duplex mode in the transmission scheme with perfect frame and

slot synchronizations. All users perform information exchange within one frame

composed of L = (N + 2M) time slots (TS).1 Each TS has equal time duration Ts.

The first N of L TSs are utilized in MAC phase, while the remaining 2M TSs are

used in BC phase.

1Note that in this chapter, instead of PTS, we use TS since mDF protocol is adopted in the relays.
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Fig. 5.2: Transmitter structure of user ui with two encoders: network encoder Rh and
physical encoder RP .

In MWMRN-2C, we define logical offered traffic load, G, as number of messages

to be sent divided by number of TSs used to deliver the messages. Assuming that

each user has one message, the offered traffic from networks to one user is defined

as

GU =
M − 1

L
=

M − 1

N + 2M
. (5.1)

For the BC phase, since the relays requires 2M TSs in total to transmit all the

messages of M users, the offered traffic addressed to every user is

GBC =
M − 1

2M
. (5.2)

Unlike BC phase, MAC phase is more dynamic with the uncoordinated trans-

mission schemes. Number of TSs N can be further optimized to maximize the

throughput of the systems. The offered traffic in the MAC phase is given by

GMAC =
M

N
. (5.3)

5.1.2 Multiple Access Channel (MAC) Phase

5.1.2.1 Transmission Strategy in MAC Phase

Transmitter structure of user ui, as illustrated in Fig. 5.2, utilizes two encoders:

network encoder to combat error or interference caused by uncoordinated trans-

mission, and physical encoder that acts as channel encoder.
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Set of packet-oriented repetition codes, C = {ch}nch=2, are available in the sys-

tems to be randomly picked by each user as network encoder. For h ∈ {2, 3, ..., nc},
code ch ∼ (h, 1) has length h, dimension 1, and rate Rh = 1/h.2 User ui encodes

its data, bi, using ch chosen randomly from set C according to probability mass

function (pmf ) Λ = {Λh}nch=2, where
∑nc

h=2 Λh = 1. We then define average network

rate as RN = 1/h, where h =
∑nc

h=2 Λhh is the expected length of the codes.

Network encoder produces h packets of bi, and therefore the user requires h

TSs to transmit them. The h TSs are chosen uniformly random from set of TSs

S = {s1, s2, ..., sN}, which are the first N TSs of the transmission frame. The

packets are then further encoded using physical encoder using SCC composed

of convolutional codes C, random interleaver πi, and doped-accumulator ACC.

Total rate of physical encoder is RP . The outputs of ACC are modulated by

Map, producing xi. We assume xi is BPSK symbols having E[|xi|2] = 1. Prior

to transmission via the selected TSs, the packets are equipped with a pointer

containing information about location of other packets. The pointer is exploited

for SIC in the decoding process.

After N TSs, relay Rr, r ∈ {1, 2}, receives

Yr = AXr + Zr, (5.4)

with

Yr = [yr,1 yr,2 ... yr,N ]T , (5.5)

Xr = [
√

Γu1,Rrx1
√

Γu2,Rrx2 ...
√

ΓuM ,RrxM ]T , (5.6)

Zr = [zr(1) zr(2) ... zr(N)]
T , (5.7)

A =


a1,1 a1,2 ... a1,M

a2,1 a2,2 ... a2,M

... .... aj,i ...

aN,1 aN,2 ... aN,M

 , (5.8)

where yr,j is the received signal at relay Rr at TS sj, zr is AWGN noise at relay

Rr with variance σ2
r = 1, and aj,i takes value 1 if TS sj is selected by user ui, and

takes 0 otherwise.
2Please note that we do not use repetition code with degree 1, c1 ∼ (1, 1), since it causes the systems

unstable.
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Fig. 5.3: Bipartite graph representing uncoordinated transmission strategy from all users
to relay Rr in MAC phase.

5.1.2.2 Decoding Strategy in Relays

In MAC phase, the uncoordinated transmission scheme expressed by matrix A

in (5.8), can also be represented by a bipartite graph G = (U ,S, E) as shown

in Fig. 5.3. The graph is comprised of set of user nodes U = {u1, u2, ..., uM}
representing users, set of slot nodes S = {s1, s2, ..., sN} representing TSs, and set

of edges E connecting the user nodes and slot nodes.3 An edge ej,i connects user

node ui to slot node sj if and only if aj,i = 1.

As shown in Fig. 5.3, user nodes have degree h and slot nodes have degree d.

Degree h of user node ui means that user ui picks code ch, and thus transmits

its information h times. On the other hand, degree d of slot node sj means that

there are d users that select TS sj to transmit their messages simultaneously to

the relays.

Decoding is performed iteratively between network decoding in user nodes and

physical decoding in slot nodes.4 The network decoding corresponds to the de-

coding of repetition code, while physical decoding corresponds to the decoding of

SCC codes.

Decoding in the relays is started by finding degree d = 1 slot node. Network

decoding is performed in the slot node the results of which are passed to the con-

nected user node to be used for physical decoding. The user node then transfers its

3We use the same notation for user nodes (slot nodes) and user (TS) since they are corresponding to
each other.

4The decoding is performed iteratively inside the relays.
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results to the connected slot nodes. Subsequently, SIC is performed by subtracting

the decoded messages from the composite signals in the connected slot nodes.

The aforementioned processes are repeated until no more slot node with degree

d = 1 found or until maximum iteration is reached. Please note that IDM algorithm

is not incorporated into SIC in this section, and therefore, the decoding processes

stop when no more slot node with degree d = 1 found.

5.1.2.3 Decoding Analysis in Relays

EXIT analysis is used to observe the decoding convergence in the asymptotic

setting. We assume that SNR is high enough, and {M, N} → ∞, while

GMAC = M/N is constant.5 Since irregular repetition codes is employed as network

encoder and IDM algorithm is not incorporated into SIC, the asymptotic analysis

in this networks is almost similar to that of IRSA [8].

We first define degree distributions of both nodes. From nodes perspective,

degree distribution of user nodes follows the pmf of network encoder selection, Λ,

as

Λ(x) =
nc∑
h=2

Λhx
h, (5.9)

while from edges perspective, it is defined as

λ(x) =
Λ′(x)

Λ′(1)
=

nc∑
h=2

λhx
h−1, (5.10)

where

λh =
Λhh∑nc
h=2 Λhh

=
Λhh

h
. (5.11)

For slot nodes, the degree distribution follows Poisson distribution due to the

fact that TSs are selected randomly with uniform distribution. The degree distri-

bution from nodes and edges perspectives are the same, which are given by

Ψ(x) =
∑
d

Ψdx
d = exp

(
−GMAC

RN

(1− x)

)
, (5.12)

ρ(x) =
∑
d

ρdx
d−1 = exp

(
−GMAC

RN

(1− x)

)
, (5.13)

5Please note that high SNR is assumed only for asymptotic analysis. This chapter evaluates MWMRN
with finite TS and finite SNR.
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respectively.

The decoding convergence can be evaluated by observing evolution of proba-

bility of an edge carrying unresolved or erasure messages from user nodes to slot

nodes and vice versa by iteration. We denote probabilities of an edges carrying

erasure messages from user nodes to slot nodes and from slot nodes to user nodes

at iteration ` as q` and p`, respectively. As illustrated in Fig. 5.4(a), in a user

node with degree h, the outgoing edge is carrying erasure messages if all the h− 1

incoming edges are carrying erasure messages, and hence,

q
(h)
` = ph−1`−1 . (5.14)

However, for slot nodes as shown in Fig. 5.4(b), the outgoing edge of slot node

with degree d is not containing erasure messages if all the d − 1 incoming edges

are not containing erasure messages. In other words, we can express it as

p
(d)
` = 1− (1− q`)d−1. (5.15)

By averaging over the edges, we obtain

q` =
nc∑
h=2

λhp
h−1
`−1 := fu(p`−1), (5.16)
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p` = 1− e−q`
GMAC
RN := fs(q`), (5.17)

where fu is EXIT function of user nodes and fs is EXIT function of slot nodes.

EXIT chart is used to visualize the decoding convergence behavior using EXIT

functions derived in (5.16) and (5.17). We provide an example of EXIT chart for

networks having user nodes degree distribution Λb(x) = 0.25x2+0.6x3+0.15x8 and

GMAC = 0.8 packets/slot in Fig. 5.5.6 The evolution of (q, p) are visualized by the

trajectory, which is also indicating the required iterations given the open tunnel.

The decoding is successful with high probability if the trajectory progresses until

point (0, 0) indicating that no erasure in the networks (all nodes are resolves). This

condition is characterized by the existence of open tunnel between two curves in

the EXIT chart. In other words, two curves do not intersect each other, yielding

(q`, p`) → (0, 0) when ` → ∞. It should be noted here that narrower tunnel

requires higher number of iterations, which is also implying the higher efficiency

6The slot in this chapter is corresponding to times slot (TS).
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Fig. 5.6: PLR performances of uncoordinated transmission in MAC phase with degree
distribution Λb(x) = 0.25x2 + 0.6x3 + 0.15x8.

of the networks.

The threshold of offered traffic G∗MAC is defined as the maximum value of GMAC

such that the successful decoding condition is satisfied. The G∗MAC also corre-

sponds to the maximum throughput in MAC phase to be achieved asymptotically

by networks given the user nodes degree distribution. For Λb(x), the G∗MAC is

0.891 packets/slot.

5.1.2.4 Evaluations of MAC Phase Performances

We evaluate PLR and throughput performances of MAC phase by assuming high

enough SNR. Fig 5.6 shows PLR performances of the proposed networks with

Λb(x) and the well-known slotted ALOHA (SA). It can clearly be seen that the

proposed networks yields lower PLR compared to the networks with SA. With

GMAC = 0.5 packets/slot, the proposed networks offers PLR of around 10−3. In

terms of throughput performance, the proposed networks also provides significant

improvement compared to the networks employing SA, as shown in Fig. 5.7. It
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Fig. 5.7: Throughput performances of uncoordinated transmission in MAC phase with
degree distribution Λb(x) = 0.25x2 + 0.6x3 + 0.15x8.

achieves throughput of 0.75 packets/slot practically and 0.89 packets/slot asymp-

totically.

The average BER performances of MAC phase are evaluated over AWGN chan-

nels. We consider MWMRN-2C with 50 users for each cluster, the total of which

is 100 users. The distance of users to the nearest relay is assumed to be 3/4

of the distance to the other relay, δd = (3/4)δref. For the physical encoder we

consider convolutional codes C [3, 2]8 serially concatenated with unity rate doped-

accumulator ACC. Fig. 5.8 shows the average BER performances of each groups

in every relays. It is shown that the BER performances of the users to the nearest

relay is better compared to that of to another relay. However, the networks suffer

from early error-floor as the impact of PLR floor shown in Fig. 5.6. This error-floor

condition can later be solved by employing IDM algorithm in the SIC since the

appearance probability of stopping sets is significantly reduced by applying IDM

algorithm.
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5.1.3 Broadcast Channel (BC) Phase

5.1.3.1 Transmission Strategy in BC Phase

Since mDF relaying protocol is assumed, the relays keep forwarding the decoded

data to all users even though error is detected. This strategy is more advantageous

when source correlation is exploited.

The transmitter structure of relay Rr is shown in Fig 5.9, where πr,0,i is in-

troduced to exploit the source correlation. The decoded data of user ui, b̃r,i, is

first interleaved using random interleaver πr,0,i. The interleaved version of b̃r,i is

C ACC MapDecoded

Fig. 5.9: Transmitter structure of relay Rr.
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encoded using encoder C, and again interleaved using random interleaver πr,1,i, and

then doped-accumulated using ACC. The outputs of ACC are mapped to BPSK

symbols x̃r,i.

The transmission in BC phase is performed via the last 2M TSs of the trans-

mission frame, because we assume that one relay requires one TS to transmit one

user’s message. However, this 2M TSs can be significantly reduced when higher

order modulation is applied. The relays broadcast their messages in turn. At TS

sj, j = N + (2i − 1), relay R1 broadcasts the message corresponding to ui, x̃r,i,

while relay R2 broadcasts x̃r,i via next TS, sj+1. The signals received by user um,

m ∈ {1, 2, ...,M}, is expressed by

ỹm,j =
√

ΓR1,umx̃1,i + zm (5.18)

ỹm,j+1 =
√

ΓR2,umx̃2,i + zm, (5.19)

where zm is the zero-mean Gaussian noise at user um with variance σ2
m = 1.

5.1.3.2 Final Joint Decoding Strategy

After receiving two signals ỹm,j and ỹm,j+1 from relay R1 and R2, respectively, user

um performs joint decoding between two SCC decoders corresponding to the relays

as described in Fig. 5.10. There are two main iterative loops: horizonal iteration

(HI ) and vertical iteration (VI ). Decoding is started from HI loop that corresponds

to the iterative processing in SCC decoders consisting of decoder Dr, interleaver

πr,1,i and de-interleaver π−1r,1,i, where r ∈ {1, 2}, decoder of doped-accumulator

DACC, and demapper DM. Extrinsic information in the form of LLRs are ex-

changed during HI loop. After some iterations in HI loop, joint decoding between

decoders D1 and D2 via VI loop is performed. Decoders D1 and D2 are exchang-

ing extrinsic LLRs via interleaver πr,0,i, de-interleaver π−1r,0,i, and fc function. The

fc function role is very important to prevent error propagation during decoding

process [12], the LLRs output of which are given by

Lout = fc(Lin, εi) = log
(1− εi)eLin + εi
(1− εi) + εieLin

, (5.20)

where εi is correlation factor of decoded messages in relays R1 and R2 correspond-

ing to user ui and Lin is LLRs input of fc function.
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HI

HI

VI

Fig. 5.10: Receiver structure at user um to jointly decode the received messages corre-
sponding to user ui from R1 and R2.

In the final step, the selection of host decoder (either D1 or D2), of which the

LLR outputs are used for the final decision, is of significant importance to ensure

the best decoding results. We propose a host decoder selection based on mutual

information (MI) calculated by the relays. The relay Rr calculates MI of decoded

messages corresponding to user ui, Ir,i, then transmit it to all users, using a specific

field in the packet header of every transmission. We choose the decoder associated

with the relay having the highest MI as the host decoder. The Ir,i is calculated

using

Ir,i ≈ 1− 1

K

K∑
κ=1

Hb

 e
+|L

b̃r,i,κ
|

2

e
+|L

b̃r,i,κ
|

2 + e
−|L

b̃r,i,κ
|

2

 , (5.21)

where K = TsRP is length of message bi, Hb(·) is binary entropy function, and

Lb̃r,i is LLRs value of decoded data b̃i at relay Rr, as used in [25]. This equation is

practical because the relays do not need to know the original message bi to estimate

the mutual information. This equation may not be the real mutual information as

defined in many literature of information theory. However, it is very helpful and

confirmed to be effective in practice.
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Finally, hard decision is carried out based on Lb̂i , which is the de-interleaved

version of the host decoder outputs.

5.1.3.3 Source Correlation Estimation

The decoded messages corresponding to user ui in both relays are correlated since

they are originally sent from the same source. This source correlation is one of

important parameters for the proposed joint decoding strategy to reduce both

error-rate and required transmit power.

In a perfect situation, when relays know the error probability of the decoded

messages corresponding to user ui, the correlation factor εi can be calculated prior

to final joint decoding [26]. Technically, when user ui transmits binary message bi

to the network, after N TSs, it is decoded as b̃1,i in relay R1 and b̃2,i in relay R2

with error probability ε1,i and ε2,i, respectively. Once the destination knows the

value of ε1,i and ε2,i, the perfect correlation factor is calculated as

εperfect,i = ε1,i + ε2,i − 2ε1,iε2,i. (5.22)

However, in practice, the destination (each user) has no knowledge of error

probability of the decoded messages. To solve this problem, we propose online

estimation of correlation factor for user ui during the final joint decoding process

using

εest,i =
1

L

L∑
l=1

exp (Lb̂1,i) + exp (Lb̂2,i)

(1 + exp (Lb̂1,i))(1 + exp (Lb̂2,i))
, (5.23)

where Lb̂r,i is a posteriori LLRs of b̂i from the decoder associated to relay Rr, L
is number of reliable a posteriori LLRs selected from LLRs with absolute values

greater than threshold T = 4. The results are shown in Fig. 5.11 with δd = 0.75δref.

Fig. 5.11 shows the average BER performances in BC phase for both cases:

when source correlation is known (perfect) and estimated (online) by the final

joint decoder. Please note that X-axis is SNR from relay to the users with dis-

tance δref, ΓR,u,ref. In the lower SNR, the performance difference is noticeable, but

negligible. However, when the SNR is high, around -2.5 dB, both cases have the

same performance indicating the accuracy of the proposed online estimation. The

results confirm that the proposed online estimation of correlation factor is very

accurate for the final joint decoding exploiting source correlation.
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5.1.4 Performance Evaluations

Computer simulation is conducted to evaluate the performances of MWMRN-2C.

We consider in total 100 users that are divided into two clusters of 50 users. The

distance from a user to the nearest relay is δd = (3/4)δref. We assume that the

transmit power of the relays and users are equal, PR = Pu. Hence, SNR for

distance δd is expressed by ΓR,u,d = ΓR,u,ref + 4.3978 and ΓR,u,d = Γu,R,d.

The channel is assumed to be AWGN channels. Memory-1 convolutional codes

[3, 2]8 with half rate is concatenated with doped-accumulator ACC to be used

as physical encoder. For network encoder, we utilize irregular repetition code

with degree distribution Λb(x) = 0.25x2 + 0.6x3 + 0.15x8 having average network

rate RN = 0.2857. To ensure reliable information exchange in MWMRN-2C, the

offered traffic for MAC phase has to be set less than threshold G∗MAC, which is

G∗MAC = 0.89 packets/slot for Λb(x). In this evaluation we choose offered traffic

GMAC = 0.5 packets/slot, which exhibits lower PLR floor (see Fig. 5.6).

We focus on the MWMRN-2C performances in terms of average BER and
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Fig. 5.12: Average BER performances of MWMRN-2C.

throughput performances. As comparison, we also evaluate performances of tradi-

tional MWMRN-2C without joint decoding. Moreover, the traditional MWMRN-

2C adopts conventional DF relaying scheme, i.e., erroneous messages are not for-

warded to all users. However, in the case of both messages in the both relays

are erroneous, instead of making BER=0.5, we calculate BER by assuming that

one of the messages is forwarded to all users for the fairness. Fig. 5.12 shows the

average BER performances with GMAC = 0.5 packets/slot. It is confirmed that the

proposed techniques yield better BER performance compared to the conventional

MWMRN-2C. In BER of 10−2, 1.25 dB gain is achieved by the proposed technique.

We also observe from the figure that the MWMRN-2C suffers from error-floor

around 10−4. This error floor is inherited from the uncoordinated transmission as

shown in Fig. 5.6.

Fig. 5.13 shows the throughput performances achieved by the proposed and

conventional MWMRN-2C. We also plot the maximum throughput to be achieved
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by the MWMRN-2C with a certain offered traffic GMAC, which is calculated as

Tmax =
M − 1

L
=

M − 1

N + 2M
(5.24)

=
(M − 1)GMAC

M(1 + 2GMAC)
. (5.25)

Since G = 0.5 packets/slot is considered, the maximum throughput achieved by

the MWMRN-2C under evaluation is Tmax = 0.2475 packets/slot. It can clearly be

seen that the proposed technique achieves maximum throughput with lower SNR.

It is around SNR of 2.3 dB that the proposed MWMRN-2C almost achieves Tmax,

while the conventional MWMRN-2C achieves Tmax at SNR around 1.2 dB.

5.2 Distributed Multiway Multirelay Networks

This section focuses on more general MWMRN, where arbitrary number of relays

are considered to serve massive number of users distributed in an area randomly.

We call this networks as distributed multiway multirelay networks (D-MWMRN).



53

B

A

Fig. 5.14: D-MWMRN with Q = 3 relays, R1, R2 and R3.

5.2.1 System Model

D-MWMRN consists of M users and Q relays. For Q = 3, the system model is

illustrated in Fig. 5.14. The randomly distributed users in a square area 2α × 2α

with diagonal 2δref expect to exchange information among themselves with the help

of Q relays. Each user wants to decode information from the other (M − 1) users,

by assuming that all the users have connection to all relays. The distance between

relay Rr, r ∈ {1, ..., Q}, and user ui, i ∈ {1, ...,M}, is δRr,ui . We assume that the

relays are the only communication enablers in the networks, where no direct link

between any users.

The transmit power of users and relays are assumed to be equal. Distance δref,

which is the distance from a corner point of the square to the center (point B) in

Fig. 5.14, is selected as the reference. This distance has SNR Γref. Thus, SNR for

the link between Rr and user ui is defined as

Γui,Rr = ΓRr,ui =

(
δref
δRr,ui

)γ
Γref, (5.26)
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where γ is path-loss exponent assumed to be γ = 3.52.

Half-duplex mode is assumed in the transmission scheme with perfect frame

and slot synchronizations. All users conduct information exchange within one

frame composed of L = (N +QM) time slots (TS), where each TS has equal time

duration Ts. The first N of L TSs are utilized in MAC phase, while the remaining

QM TSs are used in BC phase.

Similar to the MWMRN-2C, offered traffic of MAC phase in D-MWMRN is

given by

GMAC =
M

N
, (5.27)

which is an important parameter for networks throughput optimization. On the

other hand, offered traffic in BC phase is fixed to GBC = M−1
QM

.

5.2.2 Multiple Access Channel (MAC) Phase

To effectively handle the transmission of massive number of users, uncoordinated

transmission strategy is proposed for D-MWMRN. In the first N TSs of trans-

mission frame, all users randomly transmit their information to the relays without

coordination with the other users. The details of transmission strategy is quite

similar to what was explained in Subsubsection 5.1.2. After N TSs, relay Rr,

r ∈ {1, 2, ..., Q} receives

Yr = AXr + Zr, (5.28)

with

Yr = [yr,1 yr,2 ... yr,N ]T , (5.29)

Xr = [
√

Γu1,Rrx1
√

Γu2,Rrx2 ...
√

ΓuM ,RrxM ]T , (5.30)

Zr = [zr(1) zr(2) ... zr(N)]
T , (5.31)

A =


a1,1 a1,2 ... a1,M

a2,1 a2,2 ... a2,M

... .... aj,i ...

aN,1 aN,2 ... aN,M

 . (5.32)
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5.2.2.1 Proposed Decoding Strategy in Relays

In the conventional techniques, decoding in the relays is performed as follows.

It is started by finding degree d = 1 slot node, where only one user transmits

a message. The physical decoding using SCC decoder is performed in this slot

node. The results are passed to the connected user node to be used in user node

network decoding. The user node then passes the results to the connected slot

nodes. Subsequently, SIC is performed by subtracting the decoded messages from

the composite signals in the connected slot nodes. The decoding stops when no

more degree d = 1 slot node found.

To let the decoding process progresses further, we propose the use of IDM algo-

rithm that has capability of decoding two messages from two users simultaneously.

When no more degree d = 1 slot node found, instead of stopping the decoding

process, we continue by finding degree d = 2 slot node, where two users simulta-

neously transmit their messages. The IDM algorithm is employed in the slot node

physical decoding to decode the messages from two users simultaneously. The re-

sults are then passed to the connected user nodes to be used in user nodes network

decoding. The users nodes subsequently transfer the results to the connected slot

nodes to be used in interference cancellation. The aforementioned processes are

repeated until there is no more degree d = 1 or d = 2 slot node found or until

maximum iteration reached.

The employment of IDM algorithm increases the probability of successful de-

coding in the relays. This technique allows the systems to work very well even

though number of TSs is less than number of users in MAC phase, N < M ,

yielding significant improvement on the total throughput.

5.2.2.2 Analysis and Performance Evaluations in MAC Phase

Since irregular repetition codes is employed as network encoder and IDM algorithm

is incorporated into SIC, EXIT functions of user nodes and slot nodes are given

by

fu(p`−1) =
nc∑
h=2

λhp
h−1
`−1 , (5.33)

fs(q`) = 1−
(

1 + q`
GMAC

RN

)
e
−q`

GMAC
RN , (5.34)
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Fig. 5.15: EXIT chart of MAC phase transmission scheme with degree distribution Λf

when IDM algorithm is not incorporated into SIC process.

respectively. Now we use degree distribution of user node Λf = 0.8x2 + 0.1x3 +

0.1x8 with RN = 0.3704 in MAC phase transmission of D-MWMRN. When IDM

algorithm is not incorporated into SIC process, the EXIT chart of the networks is

shown in Fig. 5.15. Even with offered traffic only GMAC = 0.7 packets/slot, the

decoding process does not converge to point (0, 0). This is because the threshold

G∗MAC is only 0.618 packets/slot, which can only be achieved asymptotically with

very large N (N →∞).

On the other hand, when IDM algorithm is incorporated into SIC process,

significant throughput gain can be achieved. Fig. 5.16 shows the decoding conver-

gence in MAC phase with IDM algorithm using the same degree distribution Λf.

Even though with higher offered traffic (GMAC = 1.82 packets/slot), the trajectory

of EXIT chart passes through small tunnel between two curves and reaches point

(0, 0) indicating that the decoding process is successful with high probability. The

corresponding threshold is G∗MAC = 1.822 packets/slot, which is almost three times

higher compared to the case of without IDM algorithm.

Figs. 5.17 and 5.18 show the results of simulations conducted under high SNR
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assumption for D-MWMRN with user node degree distribution Λf(x) = 0.8x2 +

0.1x3+0.1x8. Number of TSs is fixed to N = 200, while number of users is varying

depends on the value of GMAC, M = NGMAC.

In Fig. 5.6, the superiority of the proposed decoding strategy in terms of PLR

performance is shown. With Λf(x), higher traffic can be reliably offered by the

proposed technique. Moreover, it provides very low PLR floor of 10−4 because

the appearance probability of stopping set is significantly reduced. The proposed

technique also outperforms the conventional technique in terms of throughput per-

formances. It achieves throughput of 1.6 packets/slot which is almost three times

higher compared to that of conventional technique even though with finite-length

setting of N = 200. The throughput improvement in MAC phase has significant

contribution to the improvement of total networks throughput.
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5.2.3 Broadcast Channel (BC) Phase

5.2.3.1 Transmission Strategy in BC Phase

After all data from users are fully decoded, relay Rr, ∀r ∈ {1, 2, ..., Q}, estimates

mutual information (MI) of the decoded data of user ui, Ir,i, using (5.21). The

Ir,i is then transmitted by relay Rr to all users, using a specific field in packet

header at every transmission. The Ir,i is important for every users to ensure the

best results in the final joint decoding.

The transmitter structure of relay Rr in BC phase is similar to the case of

MWMRN-2C illustrated in Fig 5.9. The decoded data b̃r,i is first interleaved using

random interleaver πr,0,i, encoded using encoder C, and again interleaved using

random interleaver πr,1,i, and then doped-accumulated using ACC. The output of

ACC is modulated by Map to produce message x̃r,i.

All messages are transmitted via the last QM TSs of the transmission frame

sequentially. At TS st+r, where t = N +Q(i−1), relay Rr broadcasts the message

corresponding to user ui, x̃r,i. The signals received by user um, ∀m ∈ {1, 2, ...,M},
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Fig. 5.18: Throughput performances in MAC phase.

in BC phase is expressed as

ỹm,t+r =
√

ΓRr,umx̃r,i + zm (5.35)

where zm is the zero-mean Gaussian noise at user um with variance σ2
m = 1.

5.2.3.2 Proposed General Joint Decoding Strategy

Fig. 5.19 describes the proposed final joint decoding structure, which is a gener-

alization of joint decoding structure of MWMRN-2C presented in Section. 5.1. It

consists of Q HI loops corresponding to the number of relays. In each HI loop,

demapper DM together with decoder of doped-accumulator DACC are exchang-

ing extrinsic LLRs with decoder Dr through interleavers and de-interleavers. After

some iterations in HI loop, the VI loop is performed by exchanging extrinsic LLRs

between all decoders Dr through interleavers, de-interleavers, fc,r functions, and

VN decoder.We call it VN decoder because of its similarity to variable node (VN)

decoder in low-density parity-check (LDPC) codes.

The source correlation of the messages of user ui to be exploited using fc,r
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function is

εr,i =
1

L

L∑
l=1

exp (Lp
b̂r,i

) + exp (Lpc
b̂r,i

)

(1 + exp (Lp
b̂r,i

))(1 + exp (Lpc
b̂r,i

))
, (5.36)

where

Lpc
b̂r,i

=

Q∑
κ=1,κ 6=r

Lp
b̂κ,i
, (5.37)

Lp
b̂r,i

is a posteriori LLRs of the decoded messages b̂i from Dr, and L is number

of reliable a posteriori LLRs, which are selected from LLRs having absolute value

greater than threshold T = 4. The threshold T = 4 is obtained empirically as [12].

The extrinsic LLRs from all decoders are passed to the VN decoder to be used

in VI loop. The outputs of VN decoder for decoder Dr is given by

Lã
b̂r,i

=

Q∑
κ=1,κ 6=r

Le
b̂κ,i
, (5.38)
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which is then used by fc,r function to provide apriori LLRs for decoder Dr

La
b̂r,i

= fc,r(L
ã
b̂r,i
, εr,i)

= log
(1− εr,i) exp(Lã

b̂r,i
) + εr,i

(1− εr,i) + εr,i exp(Lã
b̂r,i

)
. (5.39)

In the final step, host decoder, of which the outputs are used for the final deci-

sion, is selected based on MI calculated by the relays. As illustrated in Fig. 5.10,

there are Q possible a posteriori LLRs Lp
b̂r,i

candidates to be used for final decision.

The decoder of the relay with the highest MI is chosen as the host decoder, i.e.,

Lb̂i = Lp
b̂r,i
, (5.40)

where Ir,i = max{I1,i, ..., IQ,i}. Hard decision is then performed based on Lb̂i to

obtain b̂i.

5.2.4 Performances Evaluations

We evaluate performances of D-MWMRN via computer simulations for 100 users.

The users are located randomly in a square area of 2α× 2α (implies δref = α
√

2),

except two of them are intentionally located in locations A and B as shown in

Fig. 5.14. Without loss of generality, the relays are located as follows.7 In case

of Q = 1, the relay is placed in the center of the square (location B in Fig. 5.14)

for the evaluations purpose. When Q ≥ 2, the relays are located structurally in

locations that have distances δRr,B = 0.5α from the center (point B). For the

sake of fairness, we investigate the performances of a user in a location that has

same distances to all the relays. Particularly, in the case of Q = 1, we investigate

the performance of the user in location A that has distance 0.5α from the relay,

while for Q ≥ 2, we investigate the performances of the user located in B, which

has distances 0.5α to all relays.

The simulations are carried out under AWGN channels. Memory-1 convolu-

tional codes [3, 2]8 with half rate is used as encoder C that is serially concatenated

with doped-accumulator ACC via an interleaver. User nodes degree distribution

Λf(x) = 0.8x2 + 0.1x3 + 0.1x8 is adopted for both the proposed and the conven-

7The location of the relays can be optimized based on the distribution of users location. However,
this optimization is out of the scope of this thesis.
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Fig. 5.20: Average BER performances of D-MWMRN with Q = 2.

tional D-MWMRN. To ensure reliable communications, the offered traffic must be

set less than the asymptotic limit (see Fig. 5.17). For the fairness, we set GMAC for

the proposed D-MWMRN to 0.7 from its asymptotic limit, while for the conven-

tional D-MWMRN, GMAC is 0.3 away from its asymptotic limit. Therefore, for the

proposed D-MWMRN we set GMAC = 1.1 packets/slot, while for the conventional

D-MWMRN we set GMAC = 0.3 packets/slot. The mDF relaying scheme and final

joint decoding are only considered in the proposed D-MWMRN.

The results in terms of average BER performances of D-MWMRN with Q = 2

relays is shown in Fig. 5.20. In low SNR regime (below −5 dB), the proposed

techniques provide slightly worse performance compared to the conventional D-

MWMRN. This is as a penalty of using IDM algorithm in SIC, because when

SNR is too low, the IDM algorithm is unable to completely separate two different

messages. However, in higher SNR, it is clearly shown that the proposed techniques

yield excellent average BER performance, where error-floor is unseen below 10−5,

while the conventional D-MWMRN suffers from high error-floor as a consequence

of higher PLR in MAC phase (see Fig. 5.17).
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Fig. 5.21: Average throughput performances of D-MWMRN with Q = 2.

The throughput performances of D-MWMRN with Q = 2 relays are shown in

Fig. 5.21. As a reference, the maximum achievable throughput of D-MWMRN

with a particular offered traffic GMAC is also shown in Fig. 5.21. For arbitrary

number of relays and given GMAC, the maximum throughput is defined as

Tmax =
M − 1

L
=

M − 1

N +QM
(5.41)

=
(M − 1)GMAC

M(1 +QGMAC)
. (5.42)

We can observe in Fig. 5.21 that the proposed D-MWMRN offers higher throughput

compared to the conventional D-MWMRN in the whole range of SNR.

From Figs. 5.20 and 5.21, we conclude that the use of IDM algorithm in MAC

phase and joint decoding in BC phase provides significant contribution to the

enhancement of BER and throughput performances.

To show the effectiveness of using several relays in D-MWMRN, we evalu-

ate average BER and average throughput performances of the networks with

Q = {1, 2, 3, 4} relays, of which the results are shown in Figs. 5.22 and Fig. 5.23,
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Fig. 5.22: Average BER performances of the proposed D-MWMRN with multiple Q
relays.

respectively. In Fig. 5.22, it is shown that D-MWMRN with Q = 2 achieves sig-

nificant power gain around 3 dB compared to D-MWMRN with Q = 1. While

D-MWMRNs with Q = 3 and Q = 4 achieve 3.5 dB and 4 dB gain compared to

D-MWMRN with Q = 1. The power gain provided by multiple relays increases

as the number of relays increases. However, when Q ≥ 3, the achieved gain is not

significant.

We also investigate the throughput performances to show the impacts of using

multiple relays since the number of required TSs is also determined by the number

of relays. Fig. 5.23 shows the average throughput performances evaluated at SNR

−12 dB to 0 dB. Since a fixed transmission scheduling is considered for BC phase,

the more relays used, the lower throughput can be achieved by the networks. It

is shown in Fig. 5.23 that D-MWMRN with Q = 1 offer the highest maximum

throughput since only M TSs are required for transmission in BC phase. How-

ever, in low SNR environment, D-MWMRN with Q = 1 has worse throughput

performances compared to the cases of Q = {2, 3, 4}. This excellent throughput

performances is achieved by employing the proposed joint decoding technique.
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Fig. 5.23: Average throughput performances of the proposed D-MWMRN with multiple
Q relays.

From Figs. 5.22 and 5.23, we confirm that D-MWMRN with Q = 2 is the

most prominent scenario, because it offers significant power gain and also excellent

throughput performances in low SNR environment. However, when SNR is high,

D-MWMRN with Q = 1 is the best choice to reliably serve massive number of

users with less complexity.

5.3 Summary

This chapter mainly investigated MWMRNs employing uncoordinated transmis-

sion strategy. Two scenarios was considered: MWMRN-2C that serves two sepa-

rate clusters of users and D-MWMRN that serves randomly distributed users.

In the fist scenario, where all users in two clusters perform information ex-

change in uncoordinated fashion with the help of two relays, joint decoding that

exploits source correlation of the decoded messages in the relays was proposed.

Online correlation estimation technique was introduced in MWMRN-2C with un-

coordinated transmission and confirmed to be effective in practice. Furthermore,
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selection of host decoder, of which the outputs are used for final decision, based on

MI calculated by the relays was proposed. The proposed joint decoding provided

significant contribution to the improvement of BER and throughput performances

of the networks.

The second scenario studied D-MWMRN with arbitrary number of relays serv-

ing users randomly distributed in an area. Uncoordinated transmission is employed

in MAC phase of the networks. We proposed IDM algorithm incorporated into

graph-based SIC to boost the throughput performances. The superiority of the

proposed technique in terms of PLR and throughput performances was demon-

strated. In BC phase, the proposed joint decoding strategy in MWMRN-2C was

generalized for arbitrary number of relays by introducing VN decoder. We also

evaluated the practical optimal number of relays in D-MWMRN. It was shown that

D-MWMRN with Q = 2 relays is the most advantageous scenario, because signifi-

cant gain in terms of BER and throughput performances are achieved in low SNR

environment. However, when SNR is high, D-MWMRN with Q = 1 relay is the

best scenario to achieve maximum throughput performance with less complexity.



Chapter 6
Conclusions and Future Works

6.1 Conclusions

In this thesis, we have intensively investigated MWRN employing uncoordinated

transmission strategy for future networks serving massive number of users. The

main contributions of this thesis lies on the employment of the IDM algorithm in

SIC to effectively decode all messages transmitted uncoordinatedly by all users,

yielding remarkably throughput improvement. Moreover, the case of multiple re-

lays considered for MWMRN was also investigated. For this, we proposed a general

joint decoding and confirmed its superiority in providing BER and throughput per-

formances gain for MWMRN with uncoordinated transmission.

We started the research by introducing uncoordinated transmission notion for

MWRSN in Chapter 4. This chapter considered very simple setup of MWRN,

where massive number of users expect to exchange information among themselves

via only a single relay. Graph-based SIC is exploited to decode the messages

transmitted in uncoordinated fashion. Moreover, we proposed IDM algorithm

to be incorporated into graph-based SIC to increase the probability of successful

decoding. It has been shown that MWSRN adopting uncoordinated transmission

can be regarded as a coding structure resembling LDPC codes. Hence, the similar

analysis technique, EXIT analysis, is utilized to analyze the decoding convergence

behavior of the networks. We derived EXIT functions representing the evolution

of iterative decoding processes in SIC and plot them into EXIT chart to visualize

the decoding convergence. EXIT chart area theorem is then utilized to derive

the network capacity bound of the MWSRN. It was confirmed that the proposed
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MWSRN provides higher bound, which is almost two times higher compared to

the MWSRN employing the conventional CSA (without IDM algorithm). A series

of computer simulations were conducted to evaluate the MWSRN performances.

The results showed the superiority of the proposed techniques in terms of PLR,

throughput, and BER performances.

In Chapter 5, more general cases of MWRN, where multiple relays are em-

ployed, are investigated. In particular, two scenarios of MWMRN are considered.

In the first scenario, two relays are employed to serve massive number of users

divided into two clusters. The users are allowed to transmit their information un-

coordinatedly in MAC phase. Since the messages are sent from the same source,

the decoded messages in both relays are correlated. We introduced MI-based joint

decoding strategy in the final destinations by exploiting the source correlation of

the messages to enhance the networks performances. In the second scenario, we in-

vestigated D-MWMRN with arbitrary number of relays to serve distributed users.

Graph-based SIC with IDM algorithm was proposed to significantly improve the

networks throughput performances in MAC phase. Based on computer simulation

results we confirmed that the proposed decoding strategy outperforms the conven-

tional technique in terms of PLR and throughput performances. In the BC phase,

we generalized the final joint decoding based on MI for arbitrary number of relays

in D-MWMRN. It was shown that the proposed techniques in both MAC and BC

phases provide significant contributions to networks performances improvements

in terms of PLR, throughput, and BER. We also confirmed that Q = {1, 2} are

the practical optimal numbers of relays for D-MWMRN.

6.2 Future Works

Based on the results achieved in this thesis, we provide several insights for future

works listed as follows.

• In this thesis, MWRN was analyzed and investigated over AWGN channel.

It will be more interesting to investigate MWRN over Rayleigh fading chan-

nel. In this case, graph structures viewed by the relays are possibly different

each others (because of independent fading), which can be further exploited

using graph-based joint decoding among the relays to further enhance the

performances. Moreover, it is well understood that the different channel gain
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from Rayleigh fading is more beneficial for multiuser detection (MUD) tech-

nique to improve the throughput since we can exploit the capture effect in

the networks.

• The decoding capability of IDM algorithm can be extended to more than

two messages simultaneously. Employing this in graph-based SIC will boost

the networks throughput of more than 2 packets/slot [24]. However, the

complexity will also increase, which is very interesting topic for practical

applications.

• Practically, when a user transmit its message, it will be heard not only by

the relays, but also by the other users. This information can be regarded as

side information, which is believed to be beneficial in the decoding process.

However, how far the impacts of side information is still an interesting open

problem when IDM algorithm is applied.

• Compute-and-forward (CF) relaying protocol has been theoretically proven

to achieve higher sum-rate compared to the DF and AF relaying protocols.

Employing CF relaying protocol in MWRN with uncoordinated transmission

is very promising method to improve the total throughput of the networks.
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