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Abstract

This contribution uses nested lattice codes to improve fundamental hash functions
for particular image retrieval systems and a promising class of similarity search ap-
plications. Our proposed content-based image hash function takes advantages of
SURF for feature extraction and lattices for quantizing feature vectors to hash val-
ues. The goal is to develop a lattice-based hashing scheme such that there is a
proportional relationship between Euclidean distance and metric distances (Ham-
ming distance or, as in this thesis, weighted Hamming distance and first di↵erence
distance) to increase the hash function’s robustness. As a major result, our pro-
posed two-dimensional nested lattice code reduces the normalized mean square error
(NMSE) by 20% compared to two-dimensional Gray code.
In terms of similarity search, it has been established as an essential paradigm for

a variety of applications, including information retrieval, data mining, multimedia
database searching and machine learning. The similarity search problem is to find
the object (e.g., image, sound, video, file) most similar to a given object in a set of
objects, which are usually represented by a collection of real number feature vectors
in Euclidean space. The most simple solution for comparison is sample-by-sample
which is computationally slow. Our motivation is comparing data more e�ciently
by developing a lattice-based hashing scheme.
In terms of a particular image hashing system, content-based hash functions are

widely used to index and protect data from distortion attacks that steal or alter
data illegally. This method generates the hash value from the image features, then
it is suitable for multimedia files indexing which should be able to tolerate some
minor modifications. In addition, the content-based approach can be applied to
image retrieval systems, such as multimedia database indexing which is simulated
in the experiment section of this thesis.
A framework for the content-based hashing system includes feature extraction and

quantization. First, the input signal is pre-processed to real feature vectors using
signal processing techniques such as singular value decomposition (SVD), speeded up
robust features (SURF), scale invariant feature transform(SIFT), Fourier transform
and other signal processing operations. Then real feature vectors are converted to
binary hash value using codes such as Gray code and Reed-Muller code or, as in this
thesis, lattice code. In this research, we concentrate on improving the quantization
step by using SURF and nested lattice codes.
Lattices are e�cient structures for various geometric, coding and quantization

problems. Lattice code has several advantages compared to a Gray code which is
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widely used in quantization step. While a Gray code requires a scalar quantizer,
lattices employ vector quantization. It is well-known that vector quantizers have
lower quantization error than scalar quantizers; therefore, a lattice code is more
suitable for quantization.
In summary, this thesis first proposed a weighted Hamming distance and first

di↵erence distance as new metrics versus Euclidean distance. The experiment re-
sult shows that our proposed metrics are better than traditional Hamming distance
in terms of reflecting the similarity between vectors. Second, the Gray code is
replaced by a lattice code, a nested lattice indexing scheme is proposed, and multi-
dimensional nested lattices experiment. In results so far, the combination of two-
dimensional nested lattice and first di↵erence distance reduces the normalized mean
square error (NMSE) by 20% compared to two-dimensional Gray code. Finally, to
construct a complete content-based image hash function, we used SURF to extract
feature vectors in the feature extraction step; then, using nested lattice code for
quantization step. This image hash function takes the advantages of both SURF(a
robust content-based feature extraction against distortions) and nested lattice (an
e�cient quantizing scheme).

Keywords: Nested lattice codes, nested lattice indexing, content-based, image hash
functions.
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Chapter 1

Introduction

1.1 Research motivation

Similarity search is a common problem in a large variety of applications such as infor-
mation retrieval, data mining, multimedia database searching and machine learning
[1] [2] [3] [4]. A search involves comparing process in a database of objects (e.g.,
image, sound, video, file). The most simple solution for comparison is sample-by-
sample which is computationally slow. Practically, search applications require a
response as quickly as possible to user queries. The major motivation of this thesis
is comparing data more e�ciently by developing a lattice-based hashing scheme.
In terms of particular image hashing system, digital images nowadays are increas-

ingly transmitted over the Internet and between mobile devices such as smartphones.
It is easy to make an unauthorized copy and manipulate the content by using widely
available image processing software. Therefore, image hash functions are used in im-
age indexing and authentication techniques to index and protect data from distor-
tion attacks that steal or alter data illegally. Cryptographic and content-based hash
functions are two primary data hashing techniques. Traditionally, data integrity
issues are addressed by cryptographic hash functions which are key-dependent and
bit sensitive. This method is usually applied to text message and file authentication
which requires all message bits to be unchanged [5] [6] [7]. In contrast, content-
based hash functions generate the hash value from the image features. This method
is suitable for multimedia files indexing which should be able to tolerate some minor
modifications. In addition, the content-based approach can be applied to image re-
trieval systems [8] [9] [10], such as multimedia database indexing which is simulated
in the experiment section of this thesis. Retrieval applications, such as online im-
age search engines, require a response as quickly as possible to user queries. While
sample-by-sample image comparison is computationally slow, robust content-based
hash functions can compare numerous files in multimedia databases e�ciently.
In short, developing an e�cient hashing scheme has a promising class of similarity

search applications. Specifically, this research focuses on image hashing systems by
applying lattice codes.
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1.2 Research approaches and objectives

Figure 1.1: A framework for hashing system.

A framework for the content-based hashing system is represented in Figure 1.1.
Consider an original input signal s and its modified signal s0. First, input signal s
is pre-processed to real feature vectors x using signal processing techniques such as
singular value decomposition (SVD) [11], speeded up robust features (SURF) [12],
scale invariant feature transform(SIFT) [13], Fourier transform [14] and other signal
processing operations. Then real feature vectors are converted to binary hash value
hash using codes such as Gray code and Reed-Muller code or, as in this thesis,
lattice code. Similarly, modified signal s0 is processed to feature vectors x0, then is
converted to hash value hash0. In this research, we concentrate on improving the
real-to-binary conversion by using SURF and lattice codes.
Euclidean distance is widely known as a good measure of the similarity be-

tween features x and x0 [15]. We let the Euclidean distance between x and x0

be dE = ||x0 � x||, and let the metric distance between hash and hash0 be dM =
MetricDistance(hash, hash0) where dM represents an arbitrary metric on hash val-
ues. By robustness, the greater the di↵erence between two features, the greater the
di↵erence of their hash values that is desired [16]. If features x and x0 are simi-
lar, then hash values hash and hash0 should also be similar. If x and x0 are very
di↵erent, then hash and hash0 should also be di↵erent. Then, we expect dE to be
proportional to dM , for a good hash scheme. Using the Euclidean distance between
feature vectors allows us to study hashing schemes without considering particular
signal processing techniques.
A lattice is a code over an n-dimensional real space, and it has several advantages

compared to a Gray code which is widely used in coding step. While a Gray code
requires a scalar quantizer, lattices employ vector quantization. It is well-known
that vector quantizers have lower quantization error than scalar quantizers [17] [18];
therefore, a lattice code is more suitable for quantization. The goal of this research
is to find a hash-value encoding scheme such that the metric distance between hash
values is proportional to their Euclidean distance. However, it is impossible to
achieve a purely linear relationship, so our objective is to minimize the error be-
tween original Euclidean distance and predicted Euclidean distance based on metric
distances.
To summarize, we first use the relationship between distances (Euclidean dis-

tance versus Hamming distance, weighted Hamming distance and first di↵erence
distance) to select the most appropriate code and coding scheme for quantization
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step. Afterward, we use SURF technique in the feature extraction step to con-
struct a complete image hashing function. This hashing function finally applies to
a multimedia database experiment.

1.3 A review of image hashing

In fact, many hashing schemes have been proposed, but finding a proportional rela-
tionship as mentioned above remains a challenge.
In 2000, Venkatesan and Ramarathnam [16] used randomized signal processing

strategies and message authentication code (MAC) from cryptography for a non-
reversible compression of images into random binary strings. As a result, it mini-
mizes the probability that two hash values may collide and is robust against image
changes due to compression, geometric distortions, and other attacks.
From another perspective, in 2011, Parrao et al. [19] used image normalization

and SVD as the first signal processing stage, then applied Gray code to obtain
the hash binary sequence in image hash functions. According to their paper, the
robustness of the hash functions was increased against rotation, scaling, and JPEG
attacks.
Faloutsos in 1988 [20], Swaminathan et al. in 2006 [21], Zhu et al. in 2010 [22]

also used Gray code as the discrete-binary conversion stage of image hashing to
improve clustering of similar records. Those studies show that Gray code is better
than natural binary code in binary quantization stage. In 2012, Yuenan et al.[23]
proposed hash functions based on random Gabor filtering and dithered lattice vector
quantization (LVQ). Basically, a four-dimensional lattice is used for quantization;
and then a Gray code normalizes codewords at the end. Their approach can be
considered as using Gabor filtering and a combination of a Gray code and a lattice.

1.4 Contributions

This research has three major contributions, including proposing new metric dis-
tances, an indexing scheme and a complete content-based hash function for image
indexing system.
First, we proposed a weighted Hamming distance and first di↵erence distance

as new metrics versus Euclidean distance. The experiment result shows that our
proposed metrics are better than traditional Hamming distance in terms of reflecting
the similarity between vectors.
Second, the Gray code is replaced by a lattice code, a nested lattice indexing

scheme is proposed, and multi-dimensional nested lattices experiment. This re-
search takes advantage of lattices for quantizing feature vectors to hash values. In
the quantization step, nested lattices tend to keep a proportional relationship be-
tween Euclidean distance and mentioned metric distances (Hamming distance or,
as in this thesis, weighted Hamming distance and first di↵erence distance) to in-
crease the hash function’s robustness. However, it is impossible to achieve a purely

3



linear relationship, so our objective is to minimize the mean squared error of linear
predictor function from metric distance to Euclidean distance among images using
lattice codes. In results so far, the combination of two-dimensional nested lattice
and first di↵erence distance reduces the normalized mean square error (NMSE) by
20% compared to two-dimensional Gray code.
Finally, to construct a complete image hash function, we used SURF to extract

feature vectors in the first step; then, using nested lattice code for quantization step.
This image hash function takes the advantages of both SURF(a robust content-
based feature extraction against distortions) and nested lattice(an e�cient quantiz-
ing scheme).

1.5 Thesis outline

The outline of the remainder of this thesis is as follows. Chapter 2 gives the back-
ground of lattice codes, Gray codes, SURF feature extraction, Hamming distance,
weighted Hamming distance, first di↵erence distance and Euclidean distance met-
rics. This chapter also introduces decoding algorithms for some well-known lattices.
Chapter 3 explains the proposed nested lattice coding method, evaluation method
and how to choose the optimized coset vector a of nested lattice code. Chapter
4 shows simulation results and performance comparison of Gray code and nested
lattice code. Chapter 4 also shows the simulation of a complete image hash function
applied to multimedia database indexing. Chapter 5 is the conclusion and future
work.
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Chapter 2

Preliminaries

2.1 Lattice code

2.1.1 Lattice definition

Lattices are e↵ective structures for various geometric, coding and quantization prob-
lems. A lattice ⇤ is a linear additive subgroup of Rn. In n dimensions, a lattice
point x 2 ⇤ is an integral, linear combination of the basis vectors:

x = G · b =
nX

i=1

g
i

bi, (2.1)

where
b 2 Zn is a vector of integers;

G =


g
1

g
2

. . . g
n

�
is an n-by-n generator matrix;

and g
i

are n-dimensional basis column vectors, for i 2 {1, 2 . . . n}.

The corresponding fundamental volume of lattice ⇤ is V (⇤) = det (⇤) = | det (G)|.
A lattice ⇤ with expansion factor k forms itself a lattice. We define k⇤ as a nested
lattice with factor k. More detail about nested lattice and its characteristics can be
found in sub-section 3.1.
Some well-known lattices are A2, D4, E8 [17]. The simplest lattice is the integers

Z with generator matrix G = [1], as shown in Figure 2.1. In one dimension, all
lattices only di↵er by scale, so they are considered as equivalent.

Figure 2.1: One-dimensional lattice.
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2.1.2 Voronoi region and Voronoi code

The Voronoi region [24] [25] or fundamental cell V (x) consists of all points of Rn

which are at least as close to x as to any other lattice point, given by:

V (x) = {z 2 Rn : ||z� x||2 < ||z� y||2, for all y 2 ⇤,y 6= x}. (2.2)

Let Vr⇤(a), integer r, vector a 2 Rn, denote the Voronoi region for r⇤, shifted by
vector a. A Voronoi code Cr⇤(a) consists of every lattice ⇤ point which is placed
inside the Voronoi region Vr⇤(a):

Cr⇤(a) = ⇤ \ Vr⇤(a). (2.3)

Figure 2.2 depicts 16 lattice points inside a solid line Voronoi region V4⇤(a) which
is enlarged 4 times from Vr⇤(0), then translated by vector a.

Figure 2.2: Voronoi region V4⇤(a).

2.1.3 Coset of lattice

A coset of a lattice can be understood as a shifted version of the lattice, which is
shifted by vector a, or formally:

⇤
a

= a+ ⇤ = {a+ x : x 2 ⇤}. (2.4)

The coset itself is not a lattice, but their di↵erence vectors between every pairs
of points form a lattice. The union of ⇤

a

over all a obviously fill the whole space
of Rn. Lattices can also be represented by union of a group of cosets. In some

6



cases, lattice quantization algorithms lead to their cosets quantization algorithms.
It means, instead of quantizing a vector to a lattice, we can quantize the vector to
the lattice cosets. More detail about decoding algorithms can be found at Section
2.4.

2.1.4 Lattice quantizer

A lattice quantizer maps an n-dimensional input vector y = (y1, y2, . . . , yn) to a
lattice point x⇤ 2 ⇤ closest to y, or more formally,

x⇤ = argmin
x2⇤

||y � x||2, (2.5)

where || · ||2 denotes squared Euclidean distance. And, a quantization error vector
e is defined as:

e = y � x⇤. (2.6)

The decoding algorithms for many well-known lattices, such as An, Dn, En are
introduced in Section 2.4. In this research, we implemented A2 and E8 and applied
to our image hashing functions.

2.2 Nested Lattice

Let ⇤1,⇤2 be two n�dimensional lattices with two generator matrixes G1, G2 re-
spectively.

G1 =


g
1,1 g

1,2 . . . g
1,n

�
is an n-by-n generator matrix of ⇤1;

G2 =


g
2,1 g

2,2 . . . g
2,n

�
is an n-by-n generator matrix of ⇤2.

According to nested lattice definition in [28], two n-dimensional lattices (⇤1,⇤2) are
called nested, ⇤1 is fine lattice and ⇤2 is coarse lattice, if

⇤2 ⇢ ⇤1. (2.7)

It means that each basis vector of G2 must be a combination of all basis vectors
of G1, or formally,

G2 = G1 ⇥ J, (2.8)

g2,i =
nX

k=1

jk,ig1,k. (2.9)

where J is n-by-n nesting matrix.
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An characteristic of nested lattice is nesting ratio r, this number represents the
relation between fine lattice and coarse lattice. In detail, consider a pair (⇤1,⇤2),
where ⇤1 is fine lattice, ⇤2 is coarse lattice, the nesting ratio r is:

r(⇤1,⇤2) =
n

q
V (⇤2)
V (⇤1)

= n
p

det(J). (2.10)

In this research, we consider self-similar nested lattices, a special case of nested
lattices that satisfy nesting matrix J = kI, where I is the identity matrix and nesting
factor k is an integer. In short, ⇤2 = k ⇥ ⇤1 with nesting factor k. In this thesis,
we call nesting factor k to distinguish self-similar nested lattice from nesting matrix
J in general nested lattice cases. Figure 2.3 shows an example of the self-similar
hexagonal lattice with nesting factor k = 3. Figure 2.4 depicts a two-dimensional
nested lattice with nesting ratio r = 3, it means the volume of the coarse lattice is
nine time bigger than the volume of fine lattice.

Figure 2.3: The self-similar hexagonal lattice with nesting factor k = 3.

Figure 2.4: A nested lattice with nesting ratio r = 3.
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2.3 Gray code and Gray indexing scheme

2.3.1 Gray code

As literature review discussion in Section 1.3 above, Gray code is much better than
natural binary code and widely used in discrete-to-binary conversion stage of current
image hashing. In this research, we used Gray code as a coding scheme to compare
with our proposed nested lattice code schemes.
A Gray code is a binary code where two consecutive codewords di↵er by only

one bit. Gray codes are widely used to reduce the number of bit errors in digital
communication systems [26]. Gray codes are also known as reflected binary code or
single distance code. This section introduces a recursive construction which encodes
binary sequences to Gray codes and a straightforward binary-to-gray conversion
algorithm which is implemented in this research. Notice that, nth level Gray code
Gn represents a class of n bits Gray code, it mean nth level Gray code has 2n

codewords. For instance, G1 has 2 codewords, G2 has 4, and G3 has 8 codewords.

Figure 2.5: The steps of the reflect and prefix method to generate Gray sequences.

Figure 2.5 depicts the algorithm to recursively generate Gray codes from binary
sequences for two next levels from level one. In detail, let consider the first level of
binary Gray code G1 = (0, 1) and finding the second level of Gray code G2. First,
copy two codewords as old components from first level of Gray, then reflect two
copied codewords as new components. We currently have four temporary codewords
{0(old), 1(old), 1(new), 0(new)}. Second, add prefix 0 to old components, add prefix
1 to new components, we have the second level of Gray code G2 = {00, 01, 11, 10}.
Similarly, we can generate the (n + 1)th level of Gray code from nth of Gray code
with n 2 N.
In terms of direct conversion between Gray code and natural binary code, consider

a binary sequence x = {d1, d2, . . . , dn�1, dn} and finding the Gray code of x. To
convert x to Gray code, start from the last bit (the right side) dn. If the dn�1 is 0
copy gn = dn; otherwise replace gn = 1� dn. Then proceed to the next component,
dn�1, . . . , d1 until hit the first component d1. For the first component d1, g1 will
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be assigned 0. The sequence g1, g2, . . . , gn is the corresponding Gray code of input
binary sequence x. More formally,

gi =

8
>>><

>>>:

0 if i = 1

1� di if i 6= 1; di�1 = 1

di if i 6= 1; di�1 = 0

, for i = 1, . . . , n. (2.11)

2.3.2 Gray indexing scheme

In this sub-section, we introduce m ⇥ n bits Gray code to index an n-dimensional
real input vector (x1, . . . , xn) for xi 2 [0, 2m], i = {1, . . . , n}, uniformly distributed.
First, input vector (x1, . . . , xn) is quantized to closest integer vector by rounding to
the nearest integer component:

(y1, . . . , yn) = QInteger(x1, . . . , xn). (2.12)

Second, translate integer vector (y1, . . . , yn) into binary sequences (b1, . . . , bn). Then,
apply binary-to-gray conversion algorithm mentioned above to convert binary se-
quences bi length m to Gray sequences ci length m. Finally, those n sequences of
Gray code were concatenated to form an unique binary hash sequence.

GrayHash = c1, . . . , cn. (2.13)

2.4 Lattice quantizing algorithms

E�cient quantizing algorithms of lattices (An, En) were introduced by John Conway
[17] [30]. In this thesis, we use those techniques to quantize image’s feature vectors
into lattice points. This section summarizes quantizing algorithms for some well-
known lattices, such as A2 and E8. In short, quantizing algorithms find the closest
lattice points of an input vector.

2.4.1 Tie and untie functions

For later use, tie and untie functions are defined. Basically, tie and untie functions
are used to calculate closest and second closest integer points to a given point,
respectively. Consider an n�dimensional vector x = (x1, x2, . . . , xn) 2 Rn, let tie
function f(x) round x to closest integer vector.

f(x) = (f(x1), f(x2), . . . , f(xn)). (2.14)
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In contrast, the untie function g(x) rounds vector x in a semi-wrong way. All
elements of x are rounded to the closest integer except element that furthest from
an integer. Let w(x) be the wrong round function, and then the untie function is
defined as:

g(x) = (f(x1), f(x2), . . . , w(xk), . . . , f(xn)). (2.15)

where xk is the element of the vector x with the furthest distance from an integer.
In detail, round function f(x) and wrong round function w(x) are formally defined

as bellow:

x = 0, thenf(x) = 0, w(x) = 1; (2.16)

0 < m x  m+
1

2
, thenf(x) = m,w(x) = m+ 1; (2.17)

0 < m+
1

2
x  m+ 1, thenf(x) = m+ 1, w(x) = m; (2.18)

�m� 1

2
x  �m < 0, thenf(x) = �m,w(x) = �m� 1; (2.19)

�m� 1 x  �m� 1

2
< 0, thenf(x) = �m� 1, w(x) = �m. (2.20)

where x 2 R, m 2 Z.

2.4.2 Dn quantizer

Dn(n � 2) lattices just include n�dimensional integer vectors that have even sums.
The process of finding the closest Dn lattice point to x = (x1, x2, ..., xn) can be
applied the idea of the tie and untie functions.
As we mentioned above, f(x) is the closest integer vector to x with smallest

squared Euclidean distance, g(x) is the second closest integer vector to x. According
to the definition of the tie and untie functions, vector f(x) and g(x) di↵er by exactly
one element xk. Therefore, the di↵erence between the sum of elements of f(x) and
the sum of elements of g(x) equals the di↵erence between f(xk) and g(xk) and equals
one. More formally,

X
f(x)�

X
g(x)

= (f(x1), f(x2), . . . , f(xk), . . . , f(xn))

� (f(x1), f(x2), . . . , w(xk), . . . , f(xn))

= f(xk)� w(xk)

= 1.

(2.21)

As a result,
P

f(x) and
P

g(x) are two consecutive integer numbers, one is even,
the other is odd. Therefore, either f(x) or g(x) is a Dn lattice point that satisfies
two conditions: Closest to vector x and has an even sum of components.
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2.4.3 Coset lattice quantizer

The basic idea of coset lattice quantizer is finding the closest point to a lattice by
finding the closest points to their cosets. Suppose that a lattice ⇤ has d cosets, and
then lattice ⇤ can be represented as a union of d cosets:

⇤ =
d�1[

0

(r
i

+ ⇤). (2.22)

Given a vector x in n�dimensional space, h(x) is the closest point of ⇤ to x. As
a result, the nearest point of r + ⇤ to x is y = h(x � r) + r. So far, finding the
closest point to a coset is possible. Instead of finding closest lattice point ⇤ to x,
we find closest point y

i

= h(x� r) + r of all coset r
i

+⇤ to x. Then comparing the
distances from y

i

to x to select the closest point.

2.4.4 E8 quantizer

In this sub-section, we introduce how to decode E8 lattice with the idea of dual
lattice quantizer above. E8 can be represented by the union of two D8 cosets.

E8 = D8 [ (D8 +
1

2
), (2.23)

where

1

2
= (

1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2
).

Applying the dual lattice quantizer idea, we can find closest lattice point to an
eight-dimensional vector by finding closest D8 cosets point and its coset D8+

1

2

. D8

decoding process is explained in Dn quantizer Section above.
Given vector x:

x = (x1, x2, . . . , x8) 2 R8. (2.24)

First, find the closest D8 lattice point to x by calculating f(x) and g(x), and then
select the vector which has an even sum of coordinates, named y

0

.
Second, find the closest D8 +

1

2

lattice point to x. Similarly, compute f(x� 1

2

) and
g(x� 1

2

), then choose the even sum vector, named y
1

.
Finally, calculate and compare the Euclidean distance between y

0

and y
1

to x and
choose the vector which has smaller distance.
For example, to find the closest point of E8 to

x = (0.1, 0.2, 0.2, 1.4, 1.7,�0.8,�0.7, 1.8).
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First, we compute:

f(x) = (0, 0, 0, 1, 2,�1,�1, 2), sum = 3, odd.

As we can see, the fourth element of f(x) is the worst round with biggest error
|1� 1.4| = 0.4. Then 4th element will be selected to round in wrong way in g(x).

g(x) = (0, 0, 0, 2, 2,�1,�1, 2), sum = 4, even.

and take y
0

= g(x) = (0, 0, 0, 2, 2,�1,�1, 2).
We similarly compute f(x� 1

2

) and f(x� 1

2

):

x� 1

2
= (�0.4,�0.3,�0.3, 0.9, 1.2,�1.3,�1.2, 1.3),

f(x� 1

2
) = (0, 0, 0, 1, 1,�1,�1, 1), sum = 1, odd,

g(x� 1

2
) = (�1, 0, 0, 1, 1,�1,�1, 1), sum = 0, even.

so

y
1

= g(x� 1

2
) +

1

2
= (�0.5, 0.5, 0.5, 1.5, 1.5,�0.5,�0.5, 1.5).

Finally,

||x� y
0

||2 = 0.71, ||x� y
1

||2 = 0.81.

In conclusion, y
0

= g(x) = (0, 0, 0, 2, 2,�1,�1, 2) is the closest point of E8 to vector
x = (0.1, 0.2, 0.2, 1.4, 1.7,�0.8,�0.7, 1.8).

2.4.5 An quantizer

This section introduces how to find closest An(n � 1) lattice point to an arbitrary
point. Consider vector x 2 Rn+1, quantize vector x to closest An lattice point.
First, compute the sum of all elements of x and replace x by:

s =
nX

i=0

xi, (2.25)

x0 = x� s

n+ 1
(1, 1, . . . , 1). (2.26)
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Then compute f(x0) = (f(x0
0), . . . , f(x

0
n)) and sum of f(x0)’s elements� =

Pn
i=0 f(x

0
i).

Afterward, compute �(x0
i), then sort x0

i in order of �(x0
i) increasingly.

�(x0
i) = x0

i � f(x0
i). (2.27)

�1

2
 �(x0

i0
)  �(x0

i1
) . . .  �(x0

in) 
1

2
. (2.28)

Finally,
If � = 0, f(x0) is the closest point of An to x.
If � > 0, the closest point of An to x is obtained by subtracting 1 from the compo-
nents f(x0

i0
), . . . , f(x0

i��1
).

If � < 0, the closest point is obtained by adding 1 to the components
f(x0

in), f(x
0
in�1

), . . . , f(x0
in��+1

).

2.4.6 A2 quantizer

A2 lattice or hexagonal lattice quantizer can use the same technique as An above.
However, in this sub-section, we introduce another algorithm, named shifting A2

quantizer which was implemented in this research. The basic idea of shifting A2 is
considering original hexagonal lattice as a union of a lattice and its coset.

Figure 2.6: Hexagonal lattice quantizer.

Visually, Figure 2.6 shows an A2 hexagonal lattice which has generator matrix G
and consists of both red dots and blue dots. As we can see, set of red dots forms a
two-dimensional lattice, called Ared

2 , has generator matrix Gred. Besides, set of blue
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dots forms a two-dimensional coset lattice, called Ablue
2 , has generator matrix Gblue.

The generator matrixes are defined as:

g
1

=

2

64
1

0

3

75 ,g
2

=

2

64
0

p
3

3

75 ,g
3

=

2

64

1
2

p
3
2

3

75 , (2.29)

G =


g
1

g
3

�
, (2.30)

Gred =


g
1

g
2

�
, (2.31)

Gblue = Gred + g
3

=


g
1

+ g
3

g
2

+ g
3

�
. (2.32)

As we can see, hexagonal lattice A2 is equal to the union of the red lattice and the
blue coset lattice: A2 = Ared

2 [Ablue
2 . So, quantizing an arbitrary point to hexagonal

A2 lattice means finding the closest point to Ared
2 and Ablue

2 . This algorithm firstly
consider quantizing a point to Ared

2 , then using shift technique to consider the closest
point to coset Ablue

2 .
In terms of Ared

2 lattice, two basis vectors g
1

and g
2

are orthogonal, so the integer
formation of Ared

2 forms two-dimensional integers, or other word, Z2. Ared
2 is firstly

transformed into integer format as bellow:

x = bGred ) b = (Gred)
�1
x. (2.33)

Now, finding closest integer vector to b means applying tie-function to vector b,
so f(b) is the closest Z2 vector to b. Then, inverse transform f(b) to Ared

2 by
multiplying corresponding generator matrix.

yred = f(b)Gred. (2.34)

In terms of Ablue
2 , this coset lattice is Ared

2 shifted by vector g
2

. Then, the closest
vector of Ablue

2 to x is calculated as:

yblue = (f(b� 1

2
) +

1

2
)Gred. (2.35)

Finally, comparing the Euclidean distance between yred and yblue to x to determine
the closest point with smaller distance.

15



2.5 Image feature extraction

As we mentioned above in sub-section 1.2, a typical hashing framework includes two
main processes: Feature extraction and Quantization. In general, the input signal
can be files, images, videos, etc. Depending on input characteristics, each type of
input signal requires their appropriate feature extraction techniques.
In the scope of this research, we only consider the image as the input signal. This

sub-section introduces SURF, which has been applied to images in our research.
That technique was proved that outperforms state-of-the-art both in speed and
accuracy in 2008 [12]. A feature extraction technique normally includes a detector
and a descriptor. The detector is responsible for selecting interesting points (or key
points) that can represent image’s characteristics. Then, descriptor describes the
detected interesting points by numbers that contain as much information as possible
with low complexity and keeping su�ciently distinctive.

2.5.1 Interesting point detector

Many detectors have been already proposed, but, keep in mind that the purpose is
extracting interesting points from the input image. A suitable detector can select
the same interesting points as much as possible under image distortions, such as
rotation, scaling, noise, or any other kind of attacks. It means that the selected
interesting points should not change even when the image has been distorted. That
leads interesting points regularly be corners, edges and strong texture that usually
keep stable under attacks.
SURF uses Hessian detector that relies on Hessian matrix [12]. Concretely, con-

sider a pixel a = (x, y) in a 2D image I, the a’s Hessian matrix and its determinant
are defined as:

H(a, s) =

2

4Ixx(a, s) Ixy(a, s)

Ixy(a, s) Iyy(a, s)

3

5 , (2.36)

det(H(a, s)) =

������

Ixx(a, s) Ixy(a, s)

Ixy(a, s) Iyy(a, s)

������
= Ixx(a, s)Iyy(a, s)� I2xy(a, s). (2.37)

where
s is the scale level of the current image. Ixx(a, s) is the convolution of Gaussian
second order derivative @2

@x2 on x with I at pixel a. Similarly, Iyy(a, s) is the con-

volution of Gaussian second order derivative @2

@y2
on y with I at pixel a.Ixy(a, s) is

the convolution of Gaussian second order derivative @2

@x@y
on both x and y with I at a.

The convolution between I and Gaussian derivative obtains derivative responses
in vertical and horizontal directions all over the image in pyramid scale. The scale
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s in scale pyramid guarantee that detector selects best group of interesting points
against scaling attack. Then, searching for strong derivative responses by comparing
determinant values of Hessian matrixes.
Figure 2.7 visualizes the image’s response with Gaussian derivative. In this ex-

periment, input image simply has a white background, some polygons, lines and
dots. Obviously, the interesting points should be the polygon’s corners, head and
tail of lines, and highlighted dots because they are di�cult to disappear by scaling,
rotation or other kinds of attacks. In detail, the top-left image represents Ixx that
responses to Gaussian second order derivative @2

@x2 . As we can see, Ixx highlights
vertical textures. Similarly, Iyy (bottom-right image) and Ix,y (bottom-left) empha-
size the horizontal textures and other directions. In short, each element of Hessian
matrix attempts to capture the texture in determining directions.

Figure 2.7: Image response for Gaussian derivatives convolution. By K. Grauman,
B. Leibe [29].

Figure 2.8 and Figure 2.9 show detected interesting points using Hessian matrix
on a test image with four levels down-scale pyramid (As shown in Figure 2.10 and
Figure 2.11). The green circles represent the detected interesting points on the house
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image. As we can see, almost all detected interesting points located in corners and
strong texture regions.

Figure 2.8: Original input house image.

Figure 2.9: Detected interesting points using Hessian matrix on house image.
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Figure 2.10: Scale pyramid with four down-scale levels.

Figure 2.11: Scale pyramid with four down-scale levels applied to house image.

2.5.2 Speeded up robust features (SURF) descriptor

In general, descriptors are used to describe detected interesting points of images.
SURF descriptor obtains image characteristics from local regions centralize at the
interesting point based on orientation. Consider an interesting point, SURF descrip-
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tor firstly assigns an orientation to the current interesting point. Then, a descriptor
based on Haar wavelet filters is used to gather information around the interesting
point in the selected orientation.

Interesting point orientation assignment

This step attempts to assign a direction to interesting points, so a descriptor can
relatively describe the key points. As a result, the SURF descriptor can be invariant
to image rotation.
Concretely, a circular region centralizes at the key point of radius 6s is considered,

where s is the scale level of selected key point, we named it interesting region. Then,
Haar wavelet filter is applied to interesting region in both vertical and horizontal
directions. After that, Haar wavelet responses are weighted by a Gaussian function
with center at key point and standard deviation � = 2s. The output of Haar wavelet
filtering and Gaussian weighting are two-dimensional vectors corresponding to points
in the interesting region. Figure 2.12 visualizes how to choose dominant orientation
apparently. An orientation sliding window of size ⇡

3 is applied over the interesting
region circle to calculate sum of all output vectors located inside current window.
The longer sum vector, the more sensitive the interesting region response to Haar
wavelet filter. Finally, the dominant orientation is the one that has the longest sum
vector.

Figure 2.12: Choosing dominant orientation using orientation sliding window of size
⇡
3 .

Local descriptor based on Haar wavelet filter

As a result of orientation assignment, this step firstly chooses a square region of
size 20s, centralizes at key point and orients on selected direction. Afterward, the
square region is divided into 4 ⇥ 4 sub-square regions of 5 ⇥ 5 samples, as shown
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in Figure 2.13. For each sub-region, we apply the Haar wavelet filter and calculate
the responses. However, the SURF descriptor does not use the responses directly, a
four-dimensional vector Haar based on Haar wavelet responses is extracted.

Haar = (
X

dx,
X

dy,
X

|dx|,
X

|dy|). (2.38)

where dx is the horizontal Haar wavelet response (filter size 2s);
P

dx is the sum
of all dx responses within one sub-region; dy is the vertical Haar wavelet response
(filter size 2s);

P
dy is the sum of all dy responses with in one sub-region.

Figure 2.13: Choosing and dividing square region based on assigned orientation.

Figure 2.14: Some demonstrations of the basis SURF descriptor vectors for sub-
regions.

Figures 2.14 shows the Haar vectors of three basic sub-region image patterns. As
we can see, three patterns are obviously distinctive with Haar vectors. As a result,
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Haar vector is also powerful to distinguish the combination of three basic patterns
above.
Every sub-region is represented by a four-dimensional vector Haar, a square re-

gion have 4⇥4 sub-region, so an interesting point is represented by a 64�dimensional
vector. In short, a SURF descriptor vector is a 64�dimensional vector, which is syn-
thesized from Haar wavelet responses of a square image region.
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Chapter 3

Proposed Algorithm

A hash scheme maps real numbers to bits. A good hash scheme will preserve distance
as well as possible. That is, the Euclidean distance between two points in the real
space should be proportional to the metric distance between the hash values of
those two points. Our indexing scheme quantizes points into nested lattice points
in multiple levels. If two points are far from each other, they tend to be quantized
to di↵erent lattice points in high levels. In contrast, if two points are close together
in Euclidean space, they should be quantized to same lattice points in high levels,
and quantized to di↵erent lattice points only at low levels. To preserve distance,
the higher the level, the higher the weight the bits groups should be assigned. On
the other hand, consider from the highest level of nested lattice to the lowest level,
the index of the first di↵erent position also represents the di↵erence between two
bit sequences. That is the idea for applying weighted Hamming distance in order to
assign weights exponentially to every group of bits of codewords.

3.1 Nested lattice indexing

We indexed n-dimensional real points using m levels nested lattice in n-dimensional
space. Consider an n-dimensional real input datapoint x 2 [0, 2m�1]n, uniformly
distributed. We define lattices ⇤2i by an n-by-n generator matrix G⇤2i

:

G⇤2i
= 2iG⇤ = 2i


g
1

g
2

. . . g
n

�
, for i 2 {0, 1 . . . (m� 1)}. (3.1)

We also define a shift vector a as below.

a = [a1, . . . , an]. (3.2)

The best choice of shift vector a is explained in detail in Section 3.4.
An algorithm for finding a hash value LatticeHash from a real input vector x is

given in three main steps.
Step 1: We shift the real input x by vector 2ia at the corresponding level 2i or more
formally,

y(i) = x� 2ia, for i 2 {0, 1 . . . (m� 1)}. (3.3)
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Step 2: Datapoint y(i) is quantized to lattice point z(i) by ⇤2i . In this step, the
corresponding lattice quantizers of ⇤2i are implemented.

zi = Q⇤2i
(y(i)), for i 2 {0, 1 . . . (m� 1)}. (3.4)

Next, we calculate the vector b(i), which is the integer representation of the lattice
point z(i).

b(i) = G�1
⇤2i

z(i), for i 2 {0, 1 . . . (m� 1)}. (3.5)

After that, the vector bi is indexed inside Voronoi region V2⇤2i
(0) which is generated

by magnifying current fundamental region two times. In other words, we indexed the
coset representatives of quotient group ⇤2i+1/⇤2i . For instance, in two-dimensional
lattice A2, codewords in one level includes (0, 0), (0, 1), (1, 0), (1, 1). Particularly,

index(i) = b(i) mod 2, for i 2 {0, 1 . . . (m� 1)}. (3.6)

Step 3: Finally, m n-bit indexi binary sequences corresponding to m levels nested
lattice 20, 21, . . . , 2m�1 are concatenated into a binary hash sequence:

LatticeHash = index(1), index(2), . . . , index(m). (3.7)

In this research, we applied the nested indexing scheme to hexagonal lattice A2

and E8 lattice. Those lattices have generator matrixes as below:

GA2 =

2

41 1/2

0
p
3/2

3

5 , and (3.8)

GE8 =

2

6666666666666666664

2 �1 0 0 0 0 0 1/2

0 1 �1 0 0 0 0 1/2

0 0 1 �1 0 0 0 1/2

0 0 0 1 �1 0 0 1/2

0 0 0 0 1 �1 0 1/2

0 0 0 0 0 1 �1 1/2

0 0 0 0 0 0 1 1/2

0 0 0 0 0 0 0 1/2

3

7777777777777777775

. (3.9)

3.2 Metrics

This paper uses Hamming distance, weighted Hamming distance and first di↵er-
ence distance as metrics versus Euclidean distance to evaluate the normalized mean
squared errors. Based on those errors, we can compare and choose the most e�cient
code and metric distance for image hashing.
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3.2.1 Euclidean distance

Euclidean distance or Euclidean metric is the distance between two points in Eu-
clidean space. It is fundamental and widely known as a good measure of the simi-
larity between samples. In the case of comparison only, to reduce the computational
complexity, squared Euclidean distance is used more frequently than standard Eu-
clidean distance. Squared Euclidean distance is simply a squared version of Eu-
clidean to remove the square root. For n-dimensional space, Euclidean distance and
squared Euclidean distance from x to y are defined as:

dE = ||y � x|| =

vuut
nX

i=1

(yi � xi)2, (3.10)

d2
E = ||y � x||2 =

nX

i=1

(yi � xi)
2. (3.11)

3.2.2 Hamming distance

Hamming distance is the number of positions that must be changed to transform
one sequence to another [27]. The Hamming distance dH(x,y) between two n-
dimensional vectors of equal length x and y is the number of positions where they
di↵er:

dH(x,y) =
nX

i=1

dH(xi, yi), (3.12)

where

dH(xi, yi) =

8
<

:
0 if xi = yi

1 if xi 6= yi
, for i = 1, . . . , n. (3.13)

We are working with binary vectors, and the Hamming distance simplifies to the
XOR of two vectors.

3.2.3 Weighted Hamming distance

The purpose of weighted Hamming distance is to preserve the distance between vec-
tors. The higher the level of the nested lattice, the higher the weight the bits groups
will be assigned. We propose a weighted Hamming distance measurement which
assigns weights exponentially to every group of bits of sequences of n-dimensional
and m levels:

dWH(x,y) =
m·nX

i=1

widH(xi, yi), (3.14)
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where

wi = 2bi/nc, for i = 1, . . . ,m · n.

3.2.4 First di↵erence distance

In this paper, we also propose the concept of first di↵erence distance which reflects
the similarity between bit sequences. Two bit sequences will be compared from
the last element to the first element, the index of the first di↵erent element will
be marked as first di↵erence distance. In n-dimensional space, consider two binary
sequences:

x = {(x1, . . . , xn)
(1), . . . , (x1, . . . , xn)

(n)},
y = {(y1, . . . , yn)(1), . . . , (y1, . . . , yn)(n)}.

(3.15)

First di↵erence distance is the index of the first group of n bits that they are di↵erent.
More formally,
For i 2 [0, n], i 2 Z,

dFD(x,y) = i ,

8
<

:
(x1, . . . , xn)

(n�i) 6= (y1, . . . , yn)
(n�i)

(x1, . . . , xn)
(n�j) = (y1, . . . , yn)

(n�j)
(3.16)

8j 2 [0, (i� 1)], j 2 Z. (3.17)

For later use of first di↵erence distance in the lattice indexing scheme, the last
group of bits and the first group of bits correspond to the highest level of lattice and
the lowest level of lattice vectors. In terms of the idea, the first di↵erence distance
counts the number of similar lattice codeword from highest level to lowest level, then
saves the index; therefore the higher value of first di↵erence distance, the greater
dissimilarity between two vectors.

3.3 Indexing scheme evaluation based on normal-
ized mean squared error

In this section, we consider two input distribution cases and introduce normalized
mean squared error (NMSE) as a robustness measurement.
For the hashing system input, we consider two distributions for the original feature

vectors x and the modified vectors x0. In both cases, original vectors x are uniformly
distributed, but modified vectors x0 are di↵erent.
Case (a): x and x0 are both uniformly distributed. Then we apply lattice indexing
scheme and Gray indexing scheme and compare their performance.
Case (b): x is uniform and x0 is obtained by adding Gaussian noise to x, as:
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x0 = x + N(0, �2). In this case, we vary the Gaussian variance, then analyze how
the noise variance a↵ects the indexing scheme’s performance.
NMSE is used to compare the robustness of indexing schemes. After generating

x and x0 according to the two mentioned cases, input vectors are decoded to binary
sequences. Then, the Euclidean distance dE and other metric distances (dH or, as
in this paper, dWH and dFD) between every pair (x,x0) are computed. Recall the
target is calculating dE from some metric distances dM , so we use least mean squared
error technique to fit dE and dM by a linear predictor function d0E = ↵dM +�, where
↵ and � are coe�cients with least mean squared error. Then, we define the NMSE
between estimated d0E and sample’s dE for n-dimensional space and N pairs of d0E
and dE as:

NMSE =
1

n
MSE =

1

nN

NX

i=1

(d0Ei � dEi)
2
. (3.18)

NMSE is dimensionless. The smaller the NMSE, the better the linearity the indexing
scheme can achieve and the more robust the indexing scheme is.

3.4 The best choice for shift vector a

There are infinite choices for the shift vector a, this sub-section explains how to
choose the optimized vector. Firstly, we introduce the concept of ine�ciently in-
dexed regions (IIR) which consist of distinct points in Euclidean space with zero
Hamming distances between indexed codewords. A set consists of k regionsR1, . . . , Rk

are IIR if and only if there exist pairs of (x,x0) such that:

x 2 Ri,x
0 2 Rj, dE(x,x

0) > 0, dWH(x,x
0) = 0, for i, j 2 {1, . . . , k}, i 6= j. (3.19)

For instance, as shown in Figure 3.1, A and A0 are relatively IIR together, similarly
with B,B0 and C,C 0. All pairs which have one element from A (hash value 01), the
other from A0 (also hash value 01) are indexed to the same codeword with Hamming
distance equal zero, but they have a large Euclidean distance. In short, IIRs increase
the MSE.
Consider a two-dimensional lattice ⇤ and a Voronoi region V2⇤(a). According

to the proposed rules in Section 3.1, all points in V2⇤(a) are indexed as shown in
Figure 3.1 and Figure 3.2 where a = 0 and a = 2/3(g

1

) + 1/3(g
2

) respectively.
Comparing these two cases, while 75% of V2⇤(0) area is IIR, V2⇤(2/3(g1

)+1/3(g
2

))
has only 25%. The objective is to estimate the Euclidean distance between two
points from Hamming distance between those two points with MSE as small as
possible. We believe that minimizing MSE is equivalent to minimizing the area of
IIRs by choosing vector a. As we can see, when moving vector a, V2⇤(2/3(g1

) +
1/3(g

2

)) is the best choice to achieve the minimum percentage of ine↵ective regions.
In this research, for two-dimensional space, we used V2⇤(2/3(g1

) + 1/3(g
2

)). The
centroid of V2⇤(2/3(g1

) + 1/3(g
2

)) is the lattice’s deep hole [17], which is the point
of the plane furthest from the lattice.
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Figure 3.1: Voronoi region V2⇤(0).

Figure 3.2: Voronoi region V2⇤(a), where a = 2/3(g
1

) + 1/3(g
2

).
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Chapter 4

Experimental results

This chapter describes our four simulations using quantization coding schemes, fea-
ture extraction, and a complete image indexing database application.
In the two first simulations, we implemented two-dimensional nested lattice code

A2, eight-dimensional nested lattice E8, and Gray code. In particular, nested A2

used coset vector a = 2/3(g
1

)+1/3(g
2

), as explained in Section 3.4. In order to com-
pare to Gray code, we assumed two cases of input data: Case (a) has both original
vectors and modified vectors are uniformly distributed; Case (b) has uniformly dis-
tributed original vectors and additional Gaussian noise vectors as modified vectors.
In addition, we used weighted Hamming distance and first di↵erence distance as new
metric distances versus traditional Hamming distance. So far, the results pointed
out that the combination of two-dimensional nested lattice A2 with coset vector a
and first di↵erence distance is better than eight-dimensional lattice, and reduces the
normalized mean square error (NMSE) by 20% compared to two-dimensional Gray
code.
In terms of feature extraction, we used SURF to detect interesting points from

grayscale images, then obtain feature vectors. In order to indicate the robustness
of SURF, we applied SURF to both original images and distorted images, such
as rotation, JPEG compression, noise attack. The simulation shows that SURF
interesting points and feature vectors are perceptually stable under attacks. Key
points were mainly located at strong texture areas, edges. In other words, SURF
extracts feature vectors based on the content of the images. This research does
not improve SURF, we only show its e�ciency under distortion, and then take the
advantage by applying SURF to our hashing system.
The last simulation is constructing an image indexing database. This database

application used a complete nested lattice image hashing function. As we mentioned
above, we took the advantage of SURF as a feature extraction, then apply two-
dimensional nested lattice A2 as a quantizer. This is an application of a particular
content-based image hashing function, and we firmly believe that nested lattices can
become a coding-based scheme for a class of similarity search application.
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4.1 Two-dimensional nested lattice indexing
schemes A2

A two-dimensional nested lattice and a Gray code indexing scheme were imple-
mented and simulations were ran with the two input distribution cases (Case (a)
and Case (b)) which are described in Section 3.3. For fair comparison, we used:
dimension n = 2, fundamental volume equal to one (V (⇤) = 1), level m = 7 means
14 bits per hash value, 104 two-dimensional real input data points (or vectors)
x 2 [0, 2m�1]2 uniformly distributed in Case (a) and 104 additional two-dimensional
Gaussian noise vectorsN(0, �2) in Case (b). Particularly, these two indexing schemes
are based on two corresponding quantizers, therefore quantization error depends on
the lattice (and is slightly better for the hexagonal lattice). The density of points
relates the possible number of hash values to the quantization error, and that is why
we fairly compared lattice and Gray quantizer with fundamental volume equal to
one.
When the input vectors x and x0 are uniformly distributed, as in Case (a) in

Section 3.3, the (dE, dH) for every sample pairs in the dataset, along with its lin-
ear predictor function for Gray indexing are shown in Figure 4.1. Similarly, the
(dE, dWH) and (dE,dFD) for every possible pairs, along with their linear predictor
functions for nested lattice indexing are shown in Figure 4.2 and Figure 4.3, re-
spectively. Table 4.1 depicts the NMSE and other details about this comparison
simulation. The smaller the NMSE, the better the linearity the indexing scheme
can achieve.

Table 4.1: Case (a): Nested A2 lattice and Gray indexing scheme simulation infor-
mation.

Indexing scheme Metric distance NMSE

Gray code dE vs. dH 113.7115

Lattice code A2 dE vs. dWH 106.8708

Lattice code A2 dE vs. dFD 91.7450

When the input x is uniformly distributed and x0 is Gaussian distributed, as in
Case (b) in Section 3.3, we adjust noise intensity by changing Gaussian variance
�2. The (dE, dH), (dE,dFD) between original vectors x and noisy vectors x0 are
computed and fitted by linear predictor functions. Figure 4.4 represents the variation
of NMSE values of linear predictor functions as a function of noise variance �2 for
two-dimensional Gray indexing and lattice indexing.
We observe that the nested lattice indexing generally has better performance

than Gray code indexing. In Case (a), the combination of nested lattice indexing
and first di↵erence distance reduces approximately 20% NMSE compared to Gray
indexing. In Case (b), on average, nested lattice indexing has smaller NMSE than
Gray indexing.
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Figure 4.1: Case (a): The Hamming distance versus the Euclidean distances of Gray
indexing.

Figure 4.2: Case (a): The weighted Hamming distance versus the Euclidean dis-
tances of nested A2 lattice indexing.
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Figure 4.3: Case (a): The first di↵erence distance versus the Euclidean distances of
nested A2 lattice indexing.

Figure 4.4: Case (b): The variation of A2’s NMSE as a function of noise variance.
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4.2 Nested lattice E8 indexing schemes simulation

This section shows the simulation of eight-dimensional nested lattice E8, called
SIM2. The process similar to two-dimensional nested lattice A2, called SIM1.
Consistently, we still experimented two case studies and using NMSE as the evalu-
ation index, explained in Section 3.3. Two di↵erences between SIM1 and SIM2:
First, whereas SIM1 input was two-dimensional vectors, SIM2 input was eight-
dimensional vectors. However, the volume of lattice’s fundamental regions are both
equal one, it guarantees the fair comparison. Second, SIM1 used nested A2 indexing
scheme, while SIM2 used nested E8 indexing scheme. Since NMSE is dimensionless,
which is normalized by dimension, then the comparison is fair.
Figure 4.5, 4.6, 4.7, and table 4.2 show the visualization and numerical results.

In conclusion, the combination of nested A2 and first di↵erence distance still is the
best choice for quantization stage.

Table 4.2: Case (a): Nested E8 lattice indexing schemes results.

Indexing scheme Metric distance NMSE

Lattice code E8 dE vs. dWH 105.1206

Lattice code E8 dE vs. dFD 110.4302

Figure 4.5: Case (a): The weighted Hamming distance versus the Euclidean dis-
tances of nested E8 lattice indexing.
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Figure 4.6: Case (a): The first di↵erence distance versus the Euclidean distances of
nested E8 lattice indexing.

Figure 4.7: Case (b): The variation of E8’s NMSE as a function of noise variance.
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4.3 Feature extraction results using SURF

As discussed previously, we used SURF in the feature extraction step of our hash
function. This section shows the robustness of SURF under some attacks, such as
rotation, noise, and JPEG compression.
For visualization, we used a standard test picture named cameraman, grayscale,

resolution 512 ⇥ 512. Figure 4.8 depicts the original cameraman image with the
green circles represent detected interesting points. Figure 4.9, 4.10, 4.11 indicate
distorted cameraman images and their identified interesting points respectively. As
we can see, over all the images, the greens points, which visualize interesting points
are almost similar, and locate on edges and strong texture areas. That shows the
robustness of SURF under image distortions; it means perceptually similar images
have similar SURF feature vectors. Our image hash function takes advantage of
SURF to tolerate small image modifications and attacks.

Figure 4.8: Surf features of original grayscale cameraman image.
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Figure 4.9: Surf features of compressed cameraman: JPEG 5%.

Figure 4.10: Surf features of rotated cameraman image: 30�.
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Figure 4.11: Surf features of noised cameraman image.

4.4 Simulation of Image database

Figure 4.12: Image database simulation process.

We designed a simple image database system to apply proposed content-based
image hash function. This simulation consists of four main steps, as shown in Figure
4.12: prepare input images dataset; apply SURF feature vector extraction; apply
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nested lattice A2 code; store images with their hash sequences and do some queries.
This experiment used following tools:

• Matlab R2014a tools and Matlab programming language.

• Postgresql 9.3 [31]: An open source database.

• Postgresql JDBC driver [32]: Link between Postgresql and Matlab.

• Stirmark Benchmark 4.0 [33]: A tool which is used to distort image database.

In terms of database structure design, our database simply has only one table
named images to store all necessary information. Table 4.4 describes the meaning
of each column in our database.
In terms of the image dataset, we firstly choose some standard test images, such

as cameraman, lena, and mandrill. Afterward, we use Stirmark Benchmark tool to
attack every input image, then collect distorted images. Figure 4.13 shows some
images under Stirmark Benchmark attacks. The attacks detail are described in
Table 4.3. In the end, we have a dataset of 520 distorted images which is generated
from ten original images.
Next, we process distorted image dataset with the content-base image hash func-

tion using nested lattice code. As shown in Figure 4.12, our hash function uses
SURF extraction in the first stage to select 50 64-dimensional feature vectors from
each image. Then two-dimensional A2 nested lattice quantize each 64�dimensional
SURF vectors to 320-bit sequence, the final hash value has length of 16000 bit, or 2
kB. Images and their hash values are stored in Postgresql database.
In order to show the advantage of this database system, we run some queries.

In detail, suppose that we have an image S, and then we want to search the most
similar image in the database. Input: An image S; Ouput: A list of the most
similar images in database. This is a search process: Firstly, image S is hashed
into hash sequence H, then compare H with hash values of existing images in the
database which is column hash a2. In terms of comparing first di↵erence distance,
a list of similar hash values with input H is selected. The result is a list of images
corresponds to the list of selected hash values. Some queries input and results are
plotted, as shown in Figure 4.14.

Figure 4.13: Cameraman image under some Stirmark Benchmark attacks.
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Table 4.3: Stirmark Benchmark attacks detail.

Attack Attack description Number of
distorted images

Rotation Rotate from 0 to 180
degree

12

JPEG compression Compression ratio 5%
to 100%

20

Noise Noise from 0% to
100%

20

Table 4.4: Database structure, table design.

Column Data type Description

id serial The index of the record, we used this col-
umn as primary key. Type serial mean
auto increment integer.

name text The name of the image

path text The path to image on disk. We do not
save the whole image blob of bits in the
database, we save them on disk and their
path. It makes the database lightweight.

hash a2 text The hash value, which is result of nested
lattice A2 quantizer.

Figure 4.14: Example queries results.
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Chapter 5

Conclusion

In summary, the main contributions of this research include:

• E�cient metric distances: weighted Hamming distance and first di↵erence
distance.

• Nested lattice indexing scheme with coset vector a.

• Build a complete content-based hash function for image indexing system using
SURF as feature extraction and nested lattice as a quantizer.

5.1 New metric distances

We proposed the weighted Hamming distance and the first di↵erence distance as
new metrics versus Euclidean distance. The purpose of both weighted Hamming
distance or first di↵erence distance is to preserve the distance between vectors.
Weighted Hamming distance assigns weights exponentially to every group of bits
of sequences. The higher the level of nested lattice, the higher the weight the bits
groups will be assigned. In terms of first di↵erence distance, this metric counts the
number of similar lattice codeword from highest level to lowest level, then saves the
index; therefore the higher value of first di↵erence distance, the greater dissimilar-
ity between two vectors. The experiment result shows that our proposed metrics
are better than traditional Hamming distance in terms of reflecting the similarity
between vectors.

5.2 Nested lattice indexing scheme

A lattice code replaced the Gray code, a nested lattice indexing scheme is proposed,
and multi-dimensional nested lattices experiment. As discussed, Gray code is much
better than natural binary code and widely used in discrete-to-binary conversion
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stage of current image hashing. This research used Gray code as a base coding
scheme to compare with our proposed nested lattice code schemes. Precisely, we ex-
amined the combination of proposed metrics distance (includes weighted Hamming
distance and first di↵erence distance) and nested lattice code versus the existing
technique of Gray code and Hamming distance.
The nested lattice indexing scheme takes advantage of lattices for quantizing fea-

ture vectors to hash values. In the quantization step, nested lattices tend to keep
a proportional relationship between Euclidean distance and mentioned metric dis-
tances (Hamming distance or, as in this paper, weighted Hamming distance and
first di↵erence distance) to increase the hash function’s robustness. To compare
among indexing schemes, we compared their normalized mean square error. As
experimental results so far, the combination of two-dimensional nested lattice and
first di↵erence distance reduces the normalized mean square error (NMSE) by 20%
compared to two-dimensional Gray code.
In addition, coset lattices are considered. There are infinite choices for the shift

vector or coset vector a, we explained how to choose the optimized a in Section 3.4.
So far, we only have the best choice of a = 2/3(g

1

) + 1/3(g
2

) for hexagonal lattice
A2 since higher dimensional lattices are di�cult to visualize. For future work, we
plan to look for the optimized coset vectors for higher dimensional lattices.
In short, developing an e�cient indexing scheme has a promising class of similarity

search applications which usually deal with comparing feature vectors. Notably, this
research focuses on image hashing systems by applying proposed nested lattice codes.

5.3 Content-based image hash function

We constructed a complete image hash function and experimented with multimedia
database indexing. Our image hash function used SURF to extract feature vectors
from images; then, using nested lattice code for quantization step. This image hash
function takes the advantages of SURF, which is a robust content-based feature
extraction against distortions such as rotation, scaling or compression. On the other
hand, the hash function also takes the advantages of proposed nested lattice which
reflects the similarity between feature vectors by the similarity between codewords.
In our multimedia database simulation, images are stored with their correspond-

ing hash sequences. The hash sequences (or hash values) are generated by applying
proposed hash function (the combination of SURF and two-dimensional nested lat-
tice code), so those hash sequences contain the SURF features which represent the
image’s characteristics. For retrieving image from this database system, instead of
image comparing sample-by-sample, we can compare their hash sequences using first
di↵erence distance metric, then infer the similarity between images.
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5.4 Future work

As future work, we intend to investigate on higher dimensional lattices with the
expectation of a better relationship between metric distance and Euclidean distance.
We plan to optimize the coset vector a for higher dimensional lattices even though
they are di�cult to visualize, especially for E8. On the other hand, multimedia
database indexing is just a simple application of nested lattice code, we would like
to pursue the class of similarity applications. Since many promising applications in
machine learning, information retrieval, and other areas have to work with feature
vector, so we believe that nested lattice indexing scheme become a based coding
scheme in quantization stage.
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