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Executive Summary

This deliverable presents some preliminary theoretical results to demonstrate the potential performance gains of
the links-on-the-fly concept introduced in the RESCUE project. Since the general network model for the RESCUE
project is complicated in terms of densely deployed nodes and the mixture of lossless/lossy links, it is difficult to
perform theoretical analysis to the general network model directly. Instead, first we focus on four representative toy
scenarios, which are suitable for the evaluation of the links-on-the-fly concept. The baselines of different protocol
layers used for performance comparison with the RESCUE system are also summarized. The distributed loss-
less/lossy coding and Shannon’s lossy source/channel separation theorems are the keys to understanding the bene-
fits of the links-on-the-fly concept, which are then introduced briefly. Sequentially, the performance assessment of
the four toy scenarios based on these theorems are provided in details with rigorous mathematical derivations.

Toy Scenario 1 (TS1) we considered is a typical three-node one-way relay system. With the links-on-the-fly con-
cept, the source-relay link is allowed to be lossy. The achievable rate region of TS1 is determined by the theorem
for source coding with a helper, and the outage probability is expressed as triple integrals over the achievable rate
region. By replacing the theorem for source coding with a helper, an approximated yet accurate enough outage
probability can be obtained. Compared with the case where source-relay link is not allowed to be lossy, TS1 can
achieve better outage performance. Based on the derivation of the outage probability, the optimal relay location
is shifted to exactly the midpoint between the source and the destination. Furthermore, it is found that TS1 with
lossy forwarding concept outperforms the conventional techniques in terms of the ε-outage capacity and through-
put performance.

Toy scenario 2 (TS2) is a single-source multiple-relays and single-destination system, where there is no direct link
between the source and the destination. We are interested in the performance of TS2 in the special case that all the
source-relay links are lossy, which is also known as the chief executive officer (CEO) problem. We analyze the
achievable rate-distortion region according to the Berger-Tung inner bound and derived the threshold limit of the
bit error rate (BER) performance. Moreover, to better understand the performance in TS2, an approximation and
a lower bound are proposed to predict the error floor. The outage probability of TS2 is also derived based on the
Slepian-Wolf theorem, when the minimal distortion of TS2 is achieved.

Toy scenario 3 (TS3) is an extension of TS1, where multiple relays are deployed to help the information trans-
mission from the source to the destination. With multiple relays and the links-on-the-fly concept, the achievable
rate region and outage probability analysis involves extremely challenging theoretical work that does not have an
optimal solution yet. Therefore, as an intermediate result, the Selective Decode-and-Forward (SDF) based mul-
tiple erroneous relaying is investigated. The initial performance analysis in terms of BER has been studied over
Rayleigh fading channel environment.

Toy scenario 4 (TS4) is an orthogonal multiple access relay channel (MARC) with two sources, single relay and a
common destination, where the source-relay links are allowed to be lossy with the links-on-the-fly concept. The
achievable rate region is determined by the theorem for source coding with a helper, and the outage probability
is derived based on the achievable rate region. It is shown through simulations that in the case one of the source
nodes is far way from both the relay and the destination, TS4 outperforms the case where source-relay links are
not allowed to be lossy.

Although the performance gains of the links-on-the-fly concept applied to TS3 is not provided in this deliverable, an
initial theoretical framework that enables further extension has been established. The preliminary results obtained
with TS2 are also of crucial importance to understand and demonstrate the benefits of the links-on-the-fly concept,
which need to be further refined through some challenging theoretical work. One of the contributions of this
deliverable is the rigorous theoretical analysis of TS1 and TS4 show that significant performance gains can be
achieved with the links-on-the-fly concept. In summary, these results indicate that the links-on-the-fly concept is
promising in the general network model of the RESCUE system that built upon the toy scenarios.
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1. Introduction

1.1 Links-on-the-fly Concept and Identified Toy Scenarios

Two potential use case scenarios, i.e., public safety operations and vehicle-to-vehicle (V2V) communication, have
been introduced in [D11] for the RESCUE system, where the former one takes place in areas where the communi-
cation infrastructure is partially inoperable due to natural disasters such as tsunami and earthquake, and the latter
one is dedicated to applications where cars and other vehicles share safety-critical information about the road and
traffic conditions with each other. The key functional requirements and design challenges of these two use cases
are also identified based on their unique wireless characteristics. It was shown that in public safety operations,
the remaining infrastructures have limited communication capacity, and the moving speed of the terminals can
be safely assumed to be low enough. On the other hand, in V2V communication, a fast changing environment,
including channel conditions and network topology, must be assumed due to the possible high moving speed of
vehicles.

The objective of Task 1.2 is to identify the canonical network models suitable for public safety operations and V2V
communications, and to assess the feasibility, achievability and limits of the links-on-the-fly concept within the
canonical network models. Although the two use cases have unique characteristics as described above, they still
share the common links-on-the-fly concept that as developed for networks expected to be dense in terms of node
and link populations, and heterogeneous in terms of their built-in capabilities. In such networks, there are multiple
sources communicating with multiple destinations that are most probably multi-hops away with the assistance of
multiple intermediate nodes (relays). Since accurate/strict link budget design cannot be guaranteed, certain level of
distortion is allowed at the relays and consequently multiple lossy links can be preserved. Another important factor
is the channel conditions changing from line-of-sight (LOS) component to non-line-of-sight (NLOS) component,
resulting in dynamic changes in the connectivity and the network topology. A general cooperative network model
taking these features into account is depicted in Figure 1.1, where each node can be a rescuer or a base station in
public safety operation, or a car or a road side equipment in V2V communication.

Source Relay Destination

Lossless Link Lossy Link

Figure 1.1: Abstract general network model for RESCUE system.

A major advantage of the links-on-the-fly concept is that the information sequences received at the relay found to
contain errors are not discarded but further interleaved, re-encoded, and forward to the next stage. By allowing
this source-relay link (referred to as intra-link) errors, many parallel links can be preserved and the network as
a whole is converted into distributed codes, thus significant gains are expected. However, theoretical analysis
and performance evaluation of the general cooperative network model with the links-on-the-fly concept shown
in Figure 1.1 presents a lot of challenges due to its complicated and dynamic network topology. Instead, we first
decompose this general network into basic network models that are widely studied in cooperative communications.
In this deliverable, we refer the basic network models as toy scenarios. In total, four toy scenarios are considered,
which are shown in Figure 1.2.
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Source

Relay

Destination

TS1

TS4TS3

TS2

Figure 1.2: Four toy scenarios considered in this deliverable.

Toy Scenario 1 (TS1) This is a typical three-node one-way relay system, where a single source is communi-
cating with a single destination with the help of a single relay. The basic idea of this simple relay channel
was first introduced by Van der Meulen [Meu71] in 1970s. Nowadays, this typical three-node one-way
relay system still serves as an important network model for investigating performance of new cooperative
strategies.

Toy Scenarios 2 (TS2) This is a single source, multi-relay, single destination without direct link system. We are
especially interested in the case when all the source-relay links are not perfect. In this case, the information
forwarded by the relays contains certain errors about the original information sent from the source, and the
destination tends to recover the original information after receiving signals from the relays. This problem is
also referred to as chief executive officer (CEO) problem.

Toy Scenarios 3 (TS3) As an extension of TS1, multiple relays are available in TS3 to help the information
transmission from the source to the relay. With the presence of multiple relays, there are multiple routes
from the source to the destination, which is suitable for modeling the RESCUE system. Compared with
TS2, there is a direct link between the source and the destination, therefore the destination has a chance to
recover losslessly the original information transmitted from the source.

Toy Scenarios 4 (TS4) This is an multiple access relay channel (MARC), where multiple sources are trans-
mitting their dedicated information to the common destination with the assistance of a single relay. In the
MARC, the relay transmits the combination of signals received from the two sources, and diversity gain, as
well as energy/spectrum efficiency can be achieved.

There are some assumptions made with the theoretical analysis for the four toy scenarios, which are listed as
follow.

• The relays are working in half-duplex mode with single antenna, i.e., they cannot receive and transmit
simultaneously.

• Strict synchronization at the destination, hence misalignment of the received signals is not considered.

• Error free channel estimation is assumed at the destination.

• Single carrier is assumed and complex waveform design is not considered in this deliverable. The com-
munication links are assumed to be block Rayleigh/Rician fading channels with additive white Gaussian
noise (AWGN) in TS1, TS3 and TS4, and only to be AWGN channels in TS2. Note that the optimal rate-
distortion region of the binary CEO problem is still unknown in network information theory, therefore we
only investigate the performance limits of TS2 in AWGN channels for simplicity in this deliverable.
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1.2 Baseline Setup

The novel links-on-the-fly concept is promising in capacity and spectrum efficiency enhancement, and transmit
power and outage probability reduction, by means of employing new designs of different protocol layers, from
physical (PHY) layer to network layer. In order to demonstrate the performance gains of the links-on-the-fly con-
cept, different baselines for different protocol layers are chosen from the state of the art approaches for performance
comparison. A brief introduction of the baselines, together with key performance indicators (KPIs), are presented
in this section.

1.2.1 PHY Layer Baseline

As described above, the RESCUE cooperative relaying protocol in the PHY layer consists of decode-and-forward
(DF) that allows intra-link errors, combined with distributed codes that brings improved error protection. We
consider the following state of the art DF based relaying protocols as the PHY layer baselines.

Non-cooperative DF (NDF) relaying The traditional target of relay-aided communication is to increase the
coverage of the network. The state of the art for the relaying in the existing technologies and standards,
such as cellular LTE-Advanced networks and TETRA networks, is NDF relaying, where a single route
between the source and the destination is discovered and employed. The transmission from the source to the
destination fails if either the relay or the destination fails in decoding. NDF can be used for performance
comparison with RESCUE relaying protocol in terms of outage probability, frame error rate (FER), and
throughput.

Selective DF (SDF) relaying In SDF relaying [LTW04], the relay forwards the received data selectively. More
specifically, the relay forwards the data that was detected correctly to the destination to achieve full diversity,
and discards the ones that were detected with errors in order to avoid error propagation.

In WP1, the relaying protocols are analyzed from purely information theory point of view with the assump-
tion of infinite block length. This implies that an outage (i.e. code rate is larger than the channel capacity) is
translated directly into a detection error at the relay. The KPIs of the comparison with the RESCUE relaying
protocol are outage probability, outage capacity, and throughput.

The assumption of infinite block length is removed and practical channel coding/decoding algorithms are
investigated in WP2. In this case, the forwarding decision is usually made based on the decoding result
at the relay. One such technique is to use a cyclic redundancy check (CRC) check at the relay [LTW04],
which is referred to as CRC-based SDF. Other measures that can be used for forwarding decision are link
signal-to-noise ratio (SNR) and log-likelihood ratio (LLR), and the corresponding approach are referred to
as SNR-based SDF [HZF04; OAF+08] and LLR-based SDF [KK06; PAR08], respectively. For SNR-based
SDF (or LLR-based SDF), the relay will forward the data only if the received SNR (or LLR of the received
signal) at the relay pass the predefined threshold. In both SNR-based and LLR-based SDF, the optimal
threshold is globally determined based on the channel state information (CSI) of the source-destination and
relay-destination links, which is impractical in large scale networks. Moreover, SNR-based and LLR-based
SDF were analyzed in the case of uncoded transmission where the link-level bit error rate (BER) can be
expressed as a closed-form function of the SNR. Note in WP2, where practical channel coding/decoding is
used, we only apply the concept of SNR-based and LLR-based SDF, and the optimal threshold investigation
is out of the scope of the project. The KPIs we consider are FER, sum rate, and throughput.

Opportunistic DF (ODF) relaying The opportunistic relaying was proposed by Bletsas et. al. [BKR+06] to
reduce the system complexity, where the best relay is selected among available relay candidates according to
a certain policy. It is shown that there is no loss in performance in terms of the diversity-multiplexing tradeoff
if only the best relay participates in cooperation. The outage probability of opportunistic DF relaying was
derived in [HKA08], where the relay selection policy is to maximize the minimum of the source-relay and
relay-destination channel gains. The KPIs for performance comparison with RESCUE relaying protocol are
outage probability, FER, and throughput.
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In the above mentioned baselines, ODF is suitable for TS3 where there are multiple relays, while NDF and SDF
can be applied in TS1, TS2, and TS4. Note for the binary CEO problem in TS2, the optimal rate-distortion region
is a long-standing open problem. To the best of our knowledge, there is no baseline for the theoretical bound of the
CEO problem. However, the performance of the coding/decoding algorithm will be compared with that proposed
in [HBP08; RYA11] in terms of BER. The PHY layer baselines are summarized in Table 1.1.

Table 1.1: The PHY layer baselines.

PHY layer baseline KPI Toy scenarioWP1 WP2

NDF
- outage probability
- throughput

- FER
- throughput TS1, TS3, TS4

SDF

CRC-based SDF
- outage probability
- outage capacity
- throughput

- FER
- sum rate
- throughput

TS1, TS3, TS4SNR-based SDF

LLR-based SDF

ODF
- outage probability
- throughput

- FER
- throughput TS3

Baseline for TS2 None - BER TS2

1.2.2 Message Transfer Baselines

1.2.2.1 Baseline for MAC

IEEE 802.11 [12] (commercially referred to as Wi-Fi) is the predominant standard for wireless local area net-
works (WLANs). It has achieved widespread adoption through ease of use and low cost of devices. It relies on
uncoordinated, packet-based channel access for providing high transmission speeds for nomadic users.

802.11 has been chosen as the MAC baseline because of the following features:

• relative simplicity of medium access (an extended version of CSMA/CA which also serves as the basis of
the RESCUE MAC design),

• packet-based operation,

• having been analysed in-depth by the research community (including partners of the RESCUE consortium)
[NP00; KNP11; KNS+13],

• operation in unlicensed (free) spectrum,

• availability of software tools and hardware platforms.

As KPIs relevant to the comparison of the the MAC protocols designed in WP3 and 802.11 we consider:

• throughput – under lossless operation the RESCUE MAC should exhibit similar throughput as 802.11,
whereas under lossy link conditions the RESCUE MAC should significantly outperform 802.11,

• delay – the difference in traffic latency as caused by 802.11 and the RESCUE MAC will serve as a metric of
the overhead imposed by the use of the cooperative relaying approach,

• jitter – because the multipath approach adopted in RESCUE can lead to an increase in the variance of traffic
latency, this metric will inform whether higher layer applications are operating within acceptable bounds,

• packet loss – a critical metric for operating under lossy link conditions and for providing appropriate QoS.
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In terms of requirements, in order to make a meaningful comparison with 802.11 it is necessary for the MAC
protocol under comparison to consider asynchronous, packet-based, half-duplex transmissions. This is in line with
the initial design of RESCUE MAC protocols described in D3.1.

1.2.2.2 Baseline for geographic routing

The ESTI GeoNetworking protocol [ETS14] is a network protocol that provides single-hop and multi-hop com-
munication in vehicular ad hoc networks based on IEEE 802.11p/ITS-G5. It is standardized by the ETSI Technical
Committee ITS as part of its Release 1. The standards specify several optional forwarding algorithms. These
algorithms make use of geographic positions for forwarding decisions. They enable the distribution of packets
to all nodes inside a geographical area. Greedy Forwarding (GF) and Contention-Based Forwarding (CBF) are
used for unicast and broadcast communication where the broadcast case is more relevant for vehicle safety appli-
cations. The forwarding scheme with the lowest complexity is Simple Geo-Broadcast (SGB), where a dedicated
geographic area is flooded with a packet. Advanced forwarding is a combination of the GF and CBF algorithms;
they use overhearing to decrease the network load.

Vehicular networks are inherently unreliable due to the frequently changing network topology and moving cars.
GeoNetworking is intended for vehicle to vehicle communication. It is part of the protocol stack for cooperative
ITS in Europe [Fes14] and it is expected that the protocol will be deployed in the next years. The theoretical
results of the RESCUE approach indicate that its application in vehicular scenarios can improve the reliability and
latency of the communication. In this context, ETSI GeoNetworking represents the state-of-the-art solution, which
we regard as the baseline and compare GeoNetworking with the RESCUE approach. The metrics decsribed below
will be used as KPIs.

Throughput (TP): In vehicular networks it is important to disseminate a message reliably to a neighbor or via
multi-hop to a vehicle far away. For this reason a high throughput is important for all safety applications.

TP =
No. of messages received by the destination

No. of sent messages by the source
(1.1)

End-to-End Delay (ETED): In vehicular networks a small latency is critical for safety applications since the nodes
change their positions continuously. In some cases, vehicles may have to react in a very short time. This requires
the end-to-end delay being low.

ETED = tRx− tTx (1.2)

Data traffic overhead (DTO): To route a message through a network some control messages and retransmissions
are needed. The simplest way is to retransmit every message in every node. This leads to a waste of bandwidth.
Therefore the routing algorithm has to forward the message in a smart way to decrease the channel load.

DTO =
Total no. of frames at PHY/MAC layer

No. of sent messages Tx
(1.3)

GeoNetworking has been evaluated in [Küh15]. This paper can serve as a reference case to compare the RESCUE
geographic routing algorithm with the standardized solutions. The assumptions necessary in order to perform
a meaningful comparison include the existence of lossy links between the source and the destination and that
corrupted packets are forwarded and not discarded in the MAC. In GeoNetworking the communication is only
successful if at least one link is lossless. In [Küh15] a bidirectional freeway with three lanes per direction and a
high node density was used. To accomplish lossy links the scenario has to be modified to one with a more sparse
node density.
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1.2.2.3 Baseline for RESCUE multi-path routing

Routing protocols are fundamental to determine the appropriate paths over which data is transmitted in ad hoc net-
works. RESCUE Optimized Link State Routing (R-OLSR) is a routing protocol being proposed for the RESCUE
project and it considers multiple paths in its route calculation. Hence, it can increase network throughput, improve
transmission reliability and provide load balancing. The Multipath Optimized Link State Routing (MP-OLSR)
[YAD+11] protocol has been chosen as a baseline for comparison with R-OLSR.

MP-OLSR is a multipath routing protocol based on OLSR which is expected to provide more stable routes for a
network using the concept of source suggested routing. It has been chosen as our baseline for comparison because
it has the ability to provide multiple paths between the source and destination node as is the case with R-OLSR.
This will enable a fair basis for comparison between these protocols and other known routing protocols in the
literature.

In the comparison and analysis of R-OLSR, some key performance indicators to be considered are: throughput,
end-to-end delay, and routing overhead. An assumption necessary in order to make a meaningful comparison with
MP-OLSR is that joint turbo decoding at the destination node provides an error-free copy of the message.

1.3 Contributions and Outline

The primary goal of this deliverable is to establish a theoretical basis for analyzing the four toy scenarios, where
the links-on-the-fly concept is applied, and define the baseline for performance comparison. The achievable rate
region, performance limits such as threshold limit and outage probability, etc., are analysed within the framework
of distributed lossless/lossy compression and Shannon’s lossy source/channel separation theorem, which are all
belonging to network information theory. Since the intra-links are allowed to be lossy, the theoretical analysis is
different from the previous work focusing on perfect intra-links. The information theoretical understanding for
these four toy scenarios provides insights into understanding and analysis of more complicated networks of the
RESCUE system. Furthermore, it is shown through theoretical results that significant performance gains can be
achieved in the toy scenarios with the links-on-the-fly concept.

This deliverable is organized as follows. In Chapter 1 (this chapter), we have reviewed the two use cases identified
in [D11] and identified four toy scenarios that are suitable for the links-on-the-fly concept. The baselines for
different protocol layers are also summarized. Chapter 2 briefly introduces the network information theoretical
background for analyzing the performance of the toy scenarios, including distributed lossless/lossy source coding
and Shannon’s lossy source/channel separation theorems. Theoretical performance analysis of TS1, TS2, TS3, and
TS4 are presented in Chapter 3, Chapter 4, Chapter 5, and Chapter 6, respectively. Finally, Chapter 7 summarizes
the results presented in this deliverable that serve as the initial input to WP2 and WP3, and provides insights into
the future work.
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2. Information Theoretical Background

This chapter describes the information theoretical background for analyzing the RESCUE system. With the links-
on-the-fly concept, intra-link errors are allowed and many parallel routes between the source and the destination
can be preserved in the four toy scenarios. The information sequences conveyed via the multiple routes are highly
correlated with each other since they are transmitted from the same source. Hence, it is with higher probability to
reconstruct the original information at the destination if the correlation knowledge can be utilized in the decoding
process. To be able to understand the advantages of the links-on-the-fly concept and to quantitatively analyze the
performance improvement, it is of crucial importance to identify the amount of the correlation knowledge (or the
redundancy) among different routes connecting to the same destination.

Source coding is one of the most important signal processing problems in communication theory that deals with
the source redundancy. In conventional source coding techniques, a single encoder or several encoders collaborate
with each other to perform compression in order to remove the redundancy of the source, which is usually referred
to as centralized source coding [DG09]. However, the advance of wireless sensor/mesh networks and ad-hoc
networks brought new challenges to the source coding problem: the source information to be compressed appears
at several separate terminals and it is not always feasible to communicate among these terminals. The resulting
source coding problem is often referred to as distributed source coding [XLC04] in network information theory.
The information transmission with the links-on-the-fly concept falls exactly into the category of distributed source
coding.

Depending on whether a certain level of distortion is allowed at the destination after decoding, there are two
different classes of distributed source coding: the lossless one and the lossy one. Distributed lossless source coding
can be regarded as a special case of distributed lossy source coding by setting the distortion to be 0. Intuitively, be
accepting a certain level of distortion at the destination, more redundancy can be removed, and the achievable rate
region is enlarged. It should be emphasized that in this deliverable, unless otherwise specified, the achievable rate
region refers to the achievable compression rate region for source coding.

2.1 Distributed Lossless Source Coding

In this section, we introduces two important theorems about distributed lossless source coding. First we consider
the problem of transmitting correlated sources over parallel links to a common destination. The achievable rate
region for separately encoding and joint decoding of these two correlated sources is identified by the Slepian-Wolf
theorem. We then consider the problem of lossless source coding with a helper. Unlike the first problem, only one
of the correlated sources is to be recovered at the destination and the other serves as a helper.

2.1.1 Slepian-Wolf Coding

Let {X i
1,X

i
2}∞

i=1 be a sequence of independent and identically distributed (i.i.d.) discrete random pairs with a joint
probability density function (pdf), i.e., (X i

1,X
i
2) ∼ p(x1,x2). According to the source coding theorem [Sha48], if

we want to transmit both X1 and X2 losslessly to the decoder, a rate H(X1,X2) is sufficient if X1 and X2 are encoded
together. For example, we can first describe X1 at H(X1) bits per symbol and then describe X2 at H(X2|X1) bits per
symbol based on the complete knowledge of X1 at both the encoder and the decoder.

Encoder 1

Encoder 2

Decoder

1X

2X

1R

2R

1X̂

2X̂

Figure 2.1: Distributed lossless source coding system.

However, if X1 and X2 are separately encoded at rates R1 and R2, respectively, and decoded jointly, as shown in
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Figure 2.1, determining the sufficient rates for lossless recovery of X1 and X2 is not so straightforward. Clearly,
X1 and X2 can be separately encoded at their corresponding entropy resulting in an overall rate R = R1 +R2 =
H(X1)+H(X2), but obviously this is greater than H(X1,X2) when X1 and X2 are correlated. This problem has
been theoretically investigated by Slepian and Wolf in their landmark paper [SW73], of which the results can be
described as follow.

Theorem 1 (Slepian-Wolf Theorem). For a sequence {X i
1,X

i
2}∞

i=1 of discrete random pairs (X i
1,X

i
2) drawing i.i.d.

∼ p(x1,x2), where X i
1 ∈X1 and X i

2 ∈X2. Then for any rate pair that satisfy R1 ≥ H(X1|X2),
R2 ≥ H(X2|X1),

R1 +R2 ≥ H(X1,X2),
(2.1)

there exists an integer n and mappings

i : X n
1 → I = {1,2, · · · ,2nR1},

j : X n
2 → J = {1,2, · · · ,2nR2},

g : I× J → X n
1 ×X n

2 ,
(2.2)

such that
Pr{g(i(X1

1 , ·,Xn
1 ), j(X1

2 , · · · ,Xn
2 )) 6= (X1

1 , · · · ,Xn
1 ,X

1
2 , · · · ,Xn

2 )} ≤ ε. (2.3)

According to the Slepian-Wolf theorem, an achievable rate region is specified, as shown in Figure 2.2. Compared
with independent decoding of X1 and X2, the achievable rate region specified by the Slepian-Wolf theorem is
enlarged. It is well known that as long as the rate pair (R1,R2) falls inside the achievable rate region, the error
probability after joint decoding can be made arbitrarily small. Therefore the decoding error probability can be
greatly reduced with the joint decoding of X1 and X2 according to Slepian-Wolf theorem.

)|( 21 XXH
1R

2R

)|( 12 XXH

)( 2XH

)( 1XH

Achievable

Rate Region

Independent

Decoding

Figure 2.2: The achievable rate region of Slepian-Wolf theorem.

2.1.2 Lossless Source Coding with a Helper

In the correlated source transmission problem described in the previous section, if only one of the two sources
is to be recovered at the destination while the other one serves as a helper, Slepian-Wolf theorem does not hold
any more. Without loss of generality, we assume X1 and X2 are separately encoded and transmitted to the same
destination, and only X1 is to be recovered losslessly while the encoder for X2 provides coded side information to
the decoder to help the decoding of X1, as shown in Figure 2.3. The question is if we encode X2 at rate R2, then
what is the optimal rate R1 for encoding X1.

Consider two extreme case: (1) if R2 = 0, there is no helper at the decoder, then X1 must be encoded at a rate
equal to or larger than its entropy, i.e., R1 ≥ H(X1); (2) if R2 ≥ H(X2), X2 can be losslessly transmitted to the
decoder, then R1 ≥ H(X1|X2) is sufficient and necessary according to the Slepian-Wolf theorem. In general, if
X2 can provide more information about X1, R1 can be further reduced, leading to the following theorem [GK11,
Theorem 10.2].
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Encoder 1
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Figure 2.3: Distributed lossless source coding with a helper.

Theorem 2. For a sequence {X i
1,X

i
2}∞

i=1 of discrete random pairs (X i
1,X

i
2) drawing i.i.d. ∼ p(x1,x2), where

X i
1 ∈X1 and X i

2 ∈X2. Then for any rate pair that satisfy{
R1 ≥ H(X1|U),
R2 ≥ I(X2;U),

(2.4)

there exists an integer n and mappings

i : X n
1 → I = {1,2, · · · ,2nR1},

j : X n
2 → J = {1,2, · · · ,2nR2},

g : I× J → X n
1 ,

(2.5)

such that
Pr{g(i(X1

1 , ·,Xn
1 ), j(X1

2 , · · · ,Xn
2 )) 6= (X1

1 , · · · ,Xn
1 )} ≤ ε. (2.6)

for some conditional probability mass function (pmf) p(u|x2), where |U | ≤ |X2|+1.

The achievable rate region specified by the theorem for lossless source coding with a helper is depicted in Fig-
ure 2.4.

)|( 21 XXH
1R

2R

)( 2XH

)( 1XH

Achievable

Rate Region

Figure 2.4: The achievable rate region of lossless source coding with a helper.

2.2 Distributed Lossy Source Coding

In the previous section, it is assumed that at least one of the correlated sources is to be recovered at the destination.
In this section, we remove this constraint by accepting specific distortions associated with different sources, which
belongs to distributed lossy source coding problem. The distributed lossy source coding is usually used in the
system where quality of service (QoS) requirement is concerned, such as some distortion is allowed in RESCUE
systems in some emergency situation.
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Figure 2.5: Distributed lossy source coding system with two sources.

A distributed lossy source coding system with two correlated sources X1 and X2 is shown in Figure 2.5. X1 and X2
are encoded at rates R1 and R2, respectively, and transmitted to the same destination. The destination obtains two
estimations, X̂1 and X̂2, after joint decoding. Let d1(X1, X̂1) and d2(X2, X̂2) be the distortion measures, determining
the achievable rate region within which the predefined distortion constraints can be satisfied, i.e., E[d1(X1, X̂1)]≤
D1 and E[d2(X2, X̂2)] ≤ D2, with D1 and D2 denoting the allowed distortion for X1 and X2, respectively, is a
challenging topic. Unlike the two distributed lossless source coding problems described in the previous section,
the rate-distortion region of the distributed lossy source coding problem is still not known in general [GK11]. In
the following, however, an inner and outer bound on the rate-distortion region is introduced.

2.2.1 Berger-Tung Inner Bound

Theorem 3 (Berger-Tung Inner Bound). For a sequence {X i
1,X

i
2}∞

i=1 of discrete random pairs (X i
1,X

i
2) drawing

i.i.d. ∼ p(x1,x2), where X i
1 ∈X1 and X i

2 ∈X2. Then for any rate pair that satisfy R1 ≥ I(X1;U1|U2,Q),
R2 ≥ I(X2;U2|U1,Q),

R1 +R2 ≥ I(X1,X2;U1,U2|Q),
(2.7)

there exists an integer n and mappings

i : X n
1 → I = {1,2, · · · ,2nR1},

j : X n
2 → J = {1,2, · · · ,2nR2},

g : I× J → X n
1 ×X n

2 ,
(2.8)

such that
E[d1(X1, X̂1)]≤ D1 and E[d2(X2, X̂2)]≤ D2, (2.9)

for some conditional pmf p(q)p(u1|x1,q)p(u2|x2,q) with |Ui| ≤ |Xi|+4, i = 1,2.

It is easy to see that the Slepian-Wolf theorem is a special case of the Berger-Tung inner bound by setting D1 =
D2 = 0.

2.2.2 Berger-Tung Outer Bound

As stated before, the rate-distortion region of lossy source coding problem is still not known in general. The lower
convex envelope of the Berger-Tung inner bound determines an upper bound of the rate-distortion region, while
the lower convex envelop of the Berger-Tung outer bound determines an lower bound of the rate-distortion region.
In this subsection, the Berger-Tung outer bound is reviewed.

Theorem 4 (Berger-Tung Outer Bound). For distributed lossy source coding problem, a rate pair (R1,R2) is
achievable with given distortion pair (D1,D2) only if there exists two auxiliary random variables U1 and U2 which
satisfy the inequalities  R1 ≥ I(X1,X2;U1|U2),

R2 ≥ I(X1,X2;U2|U1)
R1 +R2 ≥ I(X1,X2;U1,U2),

(2.10)

for some conditional pmf p(u1,u2|x1,x2) such that U1→X1→X2 and X1→X2→U2 form two independent Markov
chains and E[di(Xi, X̂i)]≤ Di with X̂i = fi(U1,U2), i = 1,2.
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The expression of the outer bound is very similar to the Berger-Tung inner bound except requiring the time sharing
variable Q to ensure the convexity of the envelope of the outer bound. Furthermore, the Markov condition is
weaker than that in Berger-Tung inner bound.

2.3 Shannon’s Lossy Source/Channel Separation Theorem

Recall that with the links-on-the-fly concept, intra-link errors are allowed. The information transmission with
the source-relay or relay-relay link can be well modelled by Shannon’s lossy source-channel separation theorem
[Sha59; VFC+14]. This theorem states that if a transmitter intends to transmit a message to a certain receiver with
a distortion level D , then the following inequality must be satisfied:

Rc ·R(D)≤C(γ), (2.11)

where Rc is the spectrum efficiency that includes both the channel coding rate and the modulation multiplicity,
R(D) the source rate-distortion function [CT06], and C(γ) the channel capacity of the link between the transmitter
and the receiver with a SNR γ . Assuming Gaussian codebook is used for modulation, C(γ) = (ND/2) log2(1+
2γ/ND) with ND denoting the dimensionality of the channel input.

Note in high SNR region, it is possible to losslessly transmit X to the receiver and the distortion D always equals
to 0. In this case, the inequality of Equation (2.11) always holds and is independent of γ . On the other hand, in low
SNR region, most probably X cannot be losslessly transmitted. In this case, for a given value γ and by taking the
equality of Equation (2.11), the minimum distortion Dmin for the given channel SNR can be determined.

In RESCUE systems, binary sources are assumed and hence Hamming distortion measure is used, which result in
R(D) = 1−Hb(D), where Hb(x) =−x log2(x)− (1− x) log2(1− x) is the binary entropy function. By taking the
above descriptions into consideration, we can identify the relationship between Dmin and γ as

Dmin =

{
H−1

b [1−C(γ)/Rc], for 0≤ γ ≤ γ∗,
0, for γ ≥ γ∗,

(2.12)

where γ∗ is the threshold SNR.

Assume Rc = 1/2 and one-dimensional channel input, the source distortion curve with respect to the channel SNR
is shown in Figure 2.6. As can be seen the figure, if the channel SNR γ is larger than the threshold (γ∗ =−3.01 dB
in this case), the distortion Dmin is always 0. It can also been seen that as γ gets below the threshold, Dmin
increases as γ decreases. Intuitively, as the channel condition gets worse, less information can be conveyed from
the transmitter to the receiver. It is expected that as γ →−∞, the source distortion finally goes to 0.5, which is not
shown in this figure.
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Figure 2.6: Source distortion vs. channel SNR.
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3. Performance Analysis of TS1

In this chapter, we theoretically analyze the outage probability of TS1, as shown in Figure 1.2. With the links-on-
the-fly concept, the relay always forwards the decoder output to the destination regardless of whether errors are
detected after decoding in the information part or not. Using the theorems for lossy source/channel separation and
for source coding with a helper, the exact outage probability is derived. It is then shown that the exact expression
can be reduced to a simple, yet accurate approximation by replacing the theorem for source coding with a helper by
the Slepian-Wolf theorem. Compared with SDF and NDF relaying, the proposed scheme can achieve even lower
outage probability. Moreover, by allowing intra-link errors, the optimal position of the relay is found to be exactly
the midpoint between the source and destination. Finally, the ε-outage capacity and the throughput of TS1 are
compared with the corresponding baselines. Results of the simulations are provided to verify the accuracy of the
analytical results.

3.1 System Model

3.1.1 DF-IE System

Figure 3.1: The block diagram of the three-node one-way relay system.

In the three-node one-way orthogonal half-duplex relay system, a source S and a relay R cooperate to transmit a
message to a destination D, as shown in Figure 3.1. To guarantee orthogonal transmission, a time-division channel
allocation is assumed; the transmission consists of two time slots. During the first time slot, S first performs a
serial concatenation of channel coding and modulation, which is denoted as E1(·), on the original data sequence
u1. The coded signal sequence x1 = E1(u1) is then broadcasted to both R and D. During the second time slot, R
first applies signal detection and decoding, which is dented as D1(·), on the received signal y0. The estimate of u1,
i.e., u2 = D1(y0), is then interleaved and re-encoded to obtain the coded signal x2, i.e., x2 = E2[ΠR(u2)], where
E2(·) is the signaling scheme applied at R and ΠR the random interleaver. The coded signal x2 is always forwarded
to D, even though the u2 may contain errors about u1 (such errors are referred to as intra-link errors). Note that
the decoder output at R is highly correlated with the original message sent from S. This correlation is referred to
as source-relay correlation in this chapter.

After receiving signals y1 and y2 from S and R, respectively, D performs joint decoding by exploiting the source-
relay correlation to retrieve u1 sent from S. The relay system assumed in this chapter, as a whole, can be seen as a
distributed Turbo code. Hence, an iterative decoding process is required at D between the decoders for the codes
used by S and R [AM12]. We refer this relay system as DF relaying system allowing intra-link errors (DF-IE).

3.1.2 Channel Model

The links between S and R, S and D, and R and D are assumed to suffer from independent block Rayleigh fading,
where the channel gains keep constant within one transmission block but vary transmission-by-transmission. The

Page 19 (59)



RESCUE D1.2.1, Version 1.0

received signals at R and D can be expressed as

y0 =
√

G0 ·h0 ·x1 +n0, (3.1)

y1 =
√

G1 ·h1 ·x1 +n1, (3.2)

y2 =
√

G2 ·h2 ·x2 +n2, (3.3)

where hi and ni denote the complex channel gain and the zero-mean AWGN vector with the variance σ2
i per

dimension, with i ∈ {0,1,2} denotes the source-relay (SR), source-destination (SD) and relay-destination (RD)
links, respectively. It is assumed that σ2

0 = σ2
1 = σ2

2 = N0/2 without loss of generality. The geometric-gain
of each link is also considered in this chapter, which is represented by Gi. With di denoting the distance of
its corresponding link and G1 being normalized to the unity, G0 and G2 can be defined as G0 = (d1/d0)

l and
G2 = (d1/d2)

l , respectively, where l is the pathloss exponent, which is empirically set at 3.52 as in [YG11]. The
geometric-gain between two nodes with distance d is defined as G = ( 1

d )
l according to [YG11]. Note further that

we assume the transmit power per symbol at S and R is the same, which is denoted as Es.

With the definitions described above, the instantaneous and average SNRs of SD link are expressed as γ1 =
G1|h1|2Es/N0 and Γ1 = G1Es/N0, respectively. Similar definitions apply to γ0, Γ0, γ2 and Γ2. With Rayleigh
fading assumption, the pdf of γi is given by [SBS96]

p(γi) =
1
Γi

exp
(
− γi

Γi

)
, i = 0,1,2. (3.4)

3.2 Achievable Rate Region Analysis

With the block Rayleigh fading assumption, the intra-link error probability p stays constant over one block, but
varies transmission-by-transmission. Note we set p as the minimum source distortion with hamming distortion
measure [ZA06; ZCH+14], the relationship between p and the instantaneous SNR of the intra-link, γ0, can be
identified by Equation (2.12). In this section, we consider only one transmission, and hence p is regarded as a
fixed parameter. As described above, u2 may contain some errors. Hence, u2 can be regarded as the bit-flipped
version of u1, as u2 = u1⊕ e, where ⊕ indicates modulus-2 addition and e is a binary random variable vector
with probability Pr(ek = 1) = 1−Pr(ek = 0) = p. The correlation between u1 and u2 is characterized by p, where
p = 0 indicates perfect decoding at R, and 0 < p ≤ 0.5 indicates errors occurring in the intra-link. Assuming u1
and u2 are described with rates R1 and R2, respectively, the achievable rate region for R1 and R2 is derived in this
section.

Encoder

Encoder

Decoder

+

Encoder

Encoder

Decoder+

(a) (b)

Figure 3.2: Abstract model for the coding/decoding of u1 and u2 from the viewpoint of (a) source coding
with a helper, and (b) Slepian-Wolf theorm. u2 is the bit-flipped version of u1.

3.2.1 Exact Rate Region

As stated before, in the DF-IE system, the objective of D is only to retrieve u1, which was sent from S. On the
other hand, u2 sent from R does not need to be successfully recovered at D. The coding/decoding of u1 and u2
falls exactly into the category of source coding with a helper problem [GK11], where two correlated sources are
encoded separately and transmitted to the same decoder at the destination, but only one of the two sources is to be
recovered at the destination and the other one serves as a helper. Obviously, in DF-IE system, u2 helps to decode
of u1 at the destination, as shown in Figure 3.2(a). According to Theorem 2, successful recovery of u1 after joint
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decoding at D can be achieved if R1 and R2 satisfy{
R1 ≥ H(u1|û2),
R2 ≥ I(u2; û2),

(3.5)

where û2 is the estimate of u2 at the final output, as shown in Figure 3.2(a). The relationship between u2 and û2
can also be expressed as a bit-flipping model with a error probability α , where α ∈ [0,0.5]. Let H(u1|û2) and
I(u2; û2) denote the entropy of u1 conditioned on û2 and the mutual information between u2 and û2, respectively.
It is easily found that H(u1|û2) = Hb(α ∗ p) and I(u2; û2) = H(û2)−H(û2|u2) = 1−Hb(α), where α ∗ p =
(1−α)p+α(1− p) is the binary convoluation of α and p.

Achievable 

Rate Region

Figure 3.3: The achievable rate region for S and R.

Let RSCwH denote the admissible rate region specified by (3.5). To facilitate the rate region comparison to be
provided later in this section, we divide the entire rate region into five sub-regions, Ra, Rb, Rc, Rd and Re, as
shown in Figure 3.3. From this figure, we have RSCwH = Rc ∪Rd ∪Re. Consider two extreme cases: (1) In
the case u2 can be successfully decoded at the decoder, û2 = u2 and α = 0. Therefore, the conditions become as
R1 ≥ Hb(0∗ p) = Hb(p) and R2 ≥ 1−Hb(0) = 1, which corresponds to the linear boundary between Ra and Rd .
(2) In the case the estimate û2 of u2 after decoding is totally wrong, û2 does not contain any information about
u2 and α = 0.5. Therefore, the conditions become as R1 ≥ Hb(0.5 ∗ p) = 1 and R2 = 1−Hb(0.5) = 0, which
corresponds to the lower linear boundary of Re. In all other cases (0 < α < 0.5), it is easily to know the conditions
become as R1 ≥ Hb(α ∗ p) and R2 = 1−Hb(α), which corresponds to the nonlinear boundary between Rb and
Rc. According to the discussions presented above, RSCwH can be expressed even in an explicit way as

R1 ≥
{

Hb(p), for R2 ≥ 1,
Hb[H−1

b (1−R2)∗ p], for 0≤ R2 ≤ 1.
(3.6)

The three boundaries between Rd and Rc, Rd and Re, and Rc and Re will be discussed in Section 3.2.2.

3.2.2 Approximated Rate Region

The Slepian-Wolf theorem is well known for lossless transmission of correlated sources. Unlike the theorem for
source coding with a helper, the Slepian-Wolf theorem provides the achievable rate region required to recover
all the correlated sources. In this subsection, we show that the rate region of the DF-IE system can also be
approximated by the Slepian-Wolf theorem. With this assumption, the boundary can be expressed by a connection
of linear lines.

First of all, we consider the successful transmission of both u1 and u2 from the viewpoint of Slepian-Wolf theorem,
as shown in Figure 3.2(b). According to Theorem 1, successful recovery of both u1 and u2 after joint decoding at
D is possible if R1 and R2 satisfies  R1 ≥ H(u1|u2),

R2 ≥ H(u2|u1),
R1 +R2 ≥ H(u1,u2),

(3.7)
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where H(u1|u2) (H(u2|u1)) denotes the conditional entropy of u1 (u2) given u2 (u1), and H(u1,u2) denotes the
joint entropy of u1 and u2. It is obvious that H(u1) = H(u2) = 1, H(u1|u2) = H(u2|u1) = Hb(p) and H(u1,u2) =
1+Hb(p). The achievable rate region identified by (3.7) is represented by Rd , which is an unbounded polygon, as
shown in Fig. 3.3. However, Re should also be included as the admissible rate region for DF-IE system [CAM13;
ZCH+14], since we only focus on the transmission of u1 and an arbitrary value of R2 is satisfactory as long as
R1 ≥ H(u1).

Let RSW denote the admissible rate region that includes both Rd and Re (RSW =Rd ∪Re), RSW can be expressed
as

R1 ≥

 Hb(p), for R2 ≥ 1,
1+Hb(p)−R2, for Hb(p)≤ R2 ≤ 1,
1, for 0≤ R2 ≤ Hb(p).

(3.8)

According to Equation (3.8), if 0≤ R2 ≤Hb(p), R1 should always be larger than 1 to guarantee successful recovery
of u1 at the receiver. However, u2 can be partially recovered at the receiver as long as R2 > 0, and the partially
recovered u2 can serve as side information for recovering u1. Intuitively, with the help of the side information at
the receiver, R1 can be further reduced to less than 1 while keeping the possibility that u1 still can be successfully
recovered at the receiver, which is obviously excluded in Equation (3.8). This shows that RSW is an approximation
of the admissible rate region for S and R.

Note the size of both RSCwH and RSW are uniquely determined by p, we use RSCwH(p) and RSW (p) to explicitly
indicate the achievable rate regions are functions of p. As shown in Figure 3.3, RSCwH(p)≥RSW (p), and the dif-
ference is represented by Rc. The proof of RSCwH(p)≥RSW (p) is provided in Appendix A. Although RSW (p) is
an approximation of RSCwH(p), if we set p = 0 and according to Equation (3.6) and Equation (3.8), the boundaries
of RSCwH(0) and RSW (0) become the same, and Rc vanishes.

3.3 Outage Probability Analysis

3.3.1 Relationship Between R1, R2 and Their Corresponding Channel SNRs

It should be emphasized here that, in the DF-IE system considered, specific source coding for compression is
performed neither at S nor at R. Instead, the correlation knowledge between u1 and u2 is exploited at D to enhance
the error correction capability of the system. Now consider the transmission of the SD and RD links. According
to Shannon’s separation theorem, if the total information transmission rates over these two independent channels
satisfy [GZ05] {

R1Rc,1 ≤ C(γ1),
R2Rc,2 ≤ C(γ2),

(3.9)

the message error probability can be made arbitrarily small. Here, Rc,1 and Rc,2 indicate the spectrum efficiencies
of E1(·) and E2(·) that include both the channel coding rate and the modulation multiplicity, respectively. C(γ1)
and C(γ2) denote the channel capacity of the SD and RD links, respectively, given the instantaneous SNRs of the
SD and RD links being γ1 and γ2.

In the theoretical analysis, we only consider the equality of (3.9). The relationship between rate Ri and its corre-
sponding instantaneous channel SNR γi is given by

Ri = Φi(γi) =
C(γi)

Rc,i
, (3.10)

with its inverse function
γi = Φ

−1
i (Ri) =C−1(RiRc,i), (3.11)

where i = 1,2 and C−1(·) denotes the inverse function of channel capacity.

3.3.2 Outage Probability Calculation

Within one transmission and for a given p value, the outage event happens when (R1,R2) falls outside the achiev-
able rate region. Note that the intra-link error probability p changes, according to the variation of γ0, as described
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in Section 2.3. Taking into account the impact of the variation of the intra-link, the outage probability of the system
is defined by taking the average over all the transmissions. Based on the exact and approximated achievable rate
region obtained in Section 3.2, the exact and approximated outage probability can be defined as

PSCwH
out = Pr{0≤ p≤ 0.5, (R1,R2) /∈RSCwH(p)}

= Pr{p = 0,(R1,R2) ∈Ra∪Rb}+Pr{0 < p≤ 0.5,(R1,R2) ∈Ra∪Rb}
= Pr{p = 0,(R1,R2) ∈Ra}︸ ︷︷ ︸

P1,a

+Pr{p = 0,(R1,R2) ∈Rb}︸ ︷︷ ︸
P1,b

+Pr{0 < p≤ 0.5,(R1,R2) ∈Ra}︸ ︷︷ ︸
P2,a

+Pr{0 < p≤ 0.5,(R1,R2) ∈Rb}︸ ︷︷ ︸
P2,b

,

(3.12)

and

PSW
out = Pr{0≤ p≤ 0.5, (R1,R2) /∈RSW (p)}

= Pr{p = 0,(R1,R2) ∈Ra∪Rb∪Rc}+Pr{0 < p≤ 0.5,(R1,R2) ∈Ra∪Rb∪Rc}
= Pr{p = 0,(R1,R2) ∈Rab′}︸ ︷︷ ︸

P1,ab′

+Pr{p = 0,(R1,R2) ∈Rb′′c}︸ ︷︷ ︸
P1,b′′c

+Pr{0 < p≤ 0.5,(R1,R2) ∈Rab′}︸ ︷︷ ︸
P2,ab′

+Pr{0 < p≤ 0.5,(R1,R2) ∈Rb′′c}︸ ︷︷ ︸
P2,b′′c

,

(3.13)

respectively. To simplify the calculation of PSW
out , we further divide Rb into two subregions, Rb′ and Rb′′ , i.e., Rb =

Rb′ ∪Rb′′ , as shown in Fig. 3.4. In (3.13), Rab′ and Rb′′c are defined as Rab′ = Ra∪Rb′ and Rb′′c = Rc∪Rb′′ ,
respectively. It is obvious that Rab′ = {(R1,R2) : 0≤ R1 ≤ Hb(p),R2 ≥ 0}, and Rb′′c = {(R1,R2) : Hb(p)≤ R1 ≤
1,R1 +R2 ≤ 1+Hb(p)}.

Achievable 

Rate Region

Figure 3.4: The achievable rate region for S and R determined by the Slepian-Wolf theorem.

Note that the intra-link error probability p and the rates R1, R2 can be converted into the instantaneous channel SNR
of their corresponding links, as shown in Section 2.3 and 3.3.1. Moreover, since all the three links are suffering
from statistically independent block Rayleigh fading, the joint pdf of the instantaneous SNRs can be expressed as
p(γ0,γ1,γ2) = p(γ0) · p(γ1) · p(γ2). After some mathematical manipulations (please refer to Appendix B for more
details), P1,a, P1,b, P2,a, P2,b, P1,ab′ , P1,b′′c, P2,ab′ and P2,b′′c can be further expressed as

P1,a = 0, (3.14)

P1,b =
1

Γ2
exp

[
−

Φ
−1
1 (1)
Γ0

]∫
Φ
−1
2 (1)

0
exp(− γ2

Γ2
)

[
1− exp(−

Φ
−1
1 [1−Φ2(γ2)]

Γ1
)

]
dγ2, (3.15)
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P2,a =
1

Γ0
exp

[
−

Φ
−1
2 (1)
Γ2

]∫
Φ
−1
1 (1)

0
exp(− γ0

Γ0
)

[
1− exp(−

Φ
−1
1 [1−Φ1(γ0)]

Γ1
)

]
dγ0, (3.16)

P2,b =
1

Γ0Γ2

∫
Φ
−1
1 (1)

0

∫
Φ
−1
2 (1)

0
exp(− γ0

Γ0
− γ2

Γ2
)

{
1− exp

[
−

Φ
−1
1 [Ψ(γ0,γ2)]

Γ1

]}
dγ0dγ2, (3.17)

P1,ab′ = 0, (3.18)

P1,b′′c =
1

Γ1
exp

[
−

Φ
−1
1 (1)
Γ0

]∫
Φ
−1
1 (1)

0
exp(− γ1

Γ1
)

[
1− exp(−

Φ
−1
2 [1−Φ1(γ1)]

Γ2
)

]
dγ1, (3.19)

P2,ab′ =
1

Γ0

∫
Φ
−1
1 (1)

0
exp(− γ0

Γ0
)

[
1− exp(−

Φ
−1
1 [1−Φ1(γ0)]

Γ1
)

]
dγ1, (3.20)

and

P2,b′′c =
1

Γ0Γ1

∫
Φ
−1
1 (1)

0

∫
Φ
−1
1 (1)

Φ
−1
1 [1−Φ1(γ0)]

exp(− γ0

Γ0
− γ1

Γ1
)

[
1− exp(−

Φ
−1
2 [2−Φ1(γ0)−Φ1(γ1)]

Γ2
)

]
dγ1dγ0. (3.21)

respectively, with Ψ(γ0,γ2) = Hb{H−1
b [1−Φ1(γ0)] ∗H−1

b [1−Φ2(γ2)]}. As indicated by (3.14) and (3.18), the
values of P1,a and P1,ab′ are found to be always equal to 0. Since the derivation for the explicit expressions of
the integrals in (3.15), (3.16), (3.17), (3.19), (3.20) and (3.21) may not be possible, we use a numerical method
[Sha08] to calculated the values of P1,b, P2,a, P2,b, P1,b′′c, P2,ab′ and P2,b′′c.

Note that the boundary between Rb and Rc is nonlinear, and the calculation of PSCwH
out requires an inverse binary

entropy function H−1
b (·). However, it is difficult to derive an explicit expression of H−1

b (·) and we use an approxi-
mation technique which is described in Appendix C. With the approximated achievable rate region, the boundary
can be expressed by a connection of linear lines, which eliminates the difficulty in numerical calculation. Note that
the outage probability PSW

out and PSCwH
out both include the average SNR and the spectrum efficiency of all the three

links, only as parameters, i.e., Pout = g(Γ0,Γ1,Γ2,Rc,1,Rc,2). Therefore, they both can be applied to arbitrary relay
location cases. However, since RSCwH(p) is larger than RSW (p), it is expected that PSCwH

out is smaller than PSW
out .

3.4 Numerical Results

In this section, we show the numerical results of the theoretical outage probability calculation and the simulation
results using Monte Carlo method. In the simulations, Rc,1 and Rc,2 both are set at 1/2. It should be emphasized
here that the capacity achieving code is assumed to be used in the simulations.

The outage curves of DF-IE, obtained using the analytical expressions of PSCwH
out and PSW

out , respectively, are shown
in Figure. 3.5 (a). Here, two different relay location scenarios are considered: in Location A, d0 = d1 = d2;
in Location B, d0 = 1

4 d1 and d2 = 3
4 d1. According to (5), we have Γ0 = Γ1 + 10log10[(d1/d0)

3.52] (dB) and
Γ2 = Γ1 + 10log10[(d1/d2)

3.52] (dB), respectively. From the figure we can see the difference between PSW
out and

PSCwH
out is roughly 0.01 dB in Location A, and 0.001 dB in Location B. This observation indicates PSW

out is an accurate
approximation to the exact outage probability PSCwH

out . Moreover, it is found that PSCwH
out is always smaller than PSW

out ,
which is consistent with the theoretical analysis provided in Section 3.3.2. As references, the outage probabilities
of the SDF system [BH06] and the NDF system are also provided in the same figure. As can be seen from the
figure, DF-IE system can achieve better performance than the SDF and NDF systems, which also agrees with the
theoretical analysis. Note that the DF-IE system causes more complexity or energy consumption than SDF and
NDF systems when the intra-link errors are detected. However, the increase in complexity or energy consumption
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Figure 3.5: (a) Comparison of the outage probability of the DF-IE and SDF systems, and (b) Outage proba-
bility versus the relay location, where Γ1 = 1 dB and Γ1 = 5 dB.

over SDF is negligible, especially in high SNR regime. However, the performance gain obtained in Location B
(≈ 0.6 dB) is smaller than that obtained in Location A (≈ 1.5 dB). This is because, in Location B, the quality of
the intra-link is better than that in Location A, resulting in lower probability of the intra-link transmission failure.
Note that the theoretical outage probabilities of the both DF-IE and SDF system are in excellent agreement with
their corresponding simulation results, respectively.

The impact of the relay location on the outage probability of both the DF-IE and SDF systems is depicted in
Figure. 3.5 (b), where the average SNR of SD link is kept at Γ1 = 1 dB and Γ1 = 5 dB. Here, the position of R
is assumed to vary along the line between S (x = 0) and D (x = 1). With SDF relaying system, the lowest outage
probability is achieved at a certain point (x≈ 0.43) between S and the midpoint. With DF-IE system, interestingly,
we found that when the relay is located at the midpoint (x = 0.5), the lowest outage probability can be achieved. In
general, the lowest outage probability can be achieved at a point where the contributions of both SR and RD links to
outage are balanced. Since in SDF, the relay stops forwarding the information sequence when errors are found, the
quality of the SR link has to be good enough, which results in the optimal position shifted more closer to the side
of the source. In DF-IE system, the contributions of the two links to the outage probability are balanced because
there is a chance that the errors occurring in the SR link can be corrected at the destination, and as a consequence,
the optimal location is the midpoint.

The ε-outage capacity and throughput are further analyzed for the DF-IE, SDF and NDF systems. We fixed the
relay location to be Location B where the relay node is located closer to the source node. The ε-outage capacity is
obtained by solving the equation

Rε
c = sup{Rc : Pout ≤ ε}. (3.22)

It is the largest rate of transmission such that the outage probability Pout is not greater than ε . The results of the
ε-outage capacity are illustrated in Figure. 3.6 (a), where ε is set to 0.01. It can be found from the figure that
the DF-IE system outperforms the other two systems in terms of the ε-outage capacity. On the other hand, the
throughput, denoted by T P, is calculated by

T P = Rc(1−Pout). (3.23)

The throughput performances of the DF-IE, SDF and NDF systems are shown in Figure. 3.6 (b). It can be also
seen from the figure that the DF-IE system has the best throughput compared to the baselines.
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Figure 3.6: (a) ε-outage capacity of the DF-IE, SDF and NDF systems, where ε is set to 0.01, and (b) through-
put performances of the DF-IE, SDF and NDF systems.
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4. Performance Analysis of TS2

In this chapter, the achievable rate-distortion region of TS2, as shown in Figure 1.2, is derived based on Theorem 3.
We also derive the approximated bit error probability floor from Poisson-binomial distribution, and the theoretical
lower bound of the error floor using conventional rate-distortion function for the binary source. Furthermore, the
outage probability of TS2 is analytically derived based on the Slepian-Wolf theorem by assuming the minimal
distortion is achieved.

4.1 Data and Error Rate Bounds for Binary CEO Problem

In this section, the rate-distortion region of TS2 having two relays is derived. Furthermore, the error floor of TS2
is approximated based on Poisson binomial distribution.

4.1.1 Problem definition

As can be seen from Figure 1.2, there is no direct link between the source and the destination. Moreover, the
intra-links are allowed to be lossy with the links-on-the-fly concept. If there is no error happening in one of the
intra-links, the problem is equivalent to TS1. Therefore, in this section, we assume that errors happen in both intra-
links with fixed error probability, which is also known as the CEO problem in network information theory [GK11].
The abstract model of the CEO problem is depicted in Figure 4.1. An i.i.d. random data sequence u taking values
from a binary set {0,1} with equal probability is observed by two encoders. Let u1 and u2 be the output random
data sequences of the two independent binary symmetric channels with associated crossover probabilities p1 and
p2, respectively. Therefore, the joint pmf Pr(u,u1,u2) = Pr(u)Pr(u1|u)Pr(u2|u).

+

+

  Joint 

Decoder
Majority 

Decoder

Encoder 

Encoder 

Decoder    
Agents/Relays

Figure 4.1: An abstract model of a binary CEO problem.

Two encoders independently encode u1 and u2 at rates R1 and R2 and send to a common decoder. The common
decoder f jointly produces the estimates û1 and û2 of u1 and u2, under specified distortion measures d1 and d2,
respectively, based on the received descriptions v1 and v2 [GK11]. Let d1 = Ed(u1, û1) and d2 = Ed(u2, û2) be
the average Hamming distortions of u1 and u2, respectively. Finally, the estimate û of u is obtained by using the
majority logic decoding.

4.1.2 Threshold for Two Relays Case

As stated in Chapter 2.2, Berger [Ber78] and Tung [Tun78] characterize the inner and outer bounds of the infor-
mation rate region, necessary and sufficient, respectively, to construct the codes that can achieve the acceptable
distortions. We apply the inner bound to the case the binary sources are estimated under given Hamming distortions
d1 and d2.

Corollary 5. Given that d1,d2 ∈ [0, 1
2 ], the Berger-Tung inner bound for binary sources is expressed as

R1 ≥ Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d1) (4.1a)
R2 ≥ Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d2) (4.1b)

Rsum ≥ 1+Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d1)−Hb(d2) (4.1c)

where pi is the probability p(ei = 1), i = 1,2.
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Figure 4.2: Rate-distortion regions of Berger-Tung inner bound with different required pairs of distortion
levels. The source correlation parameters p1 = p2 = 0.01. The rate region of Slepian-Wolf lossless
case is also plotted as a reference with p1 = 0 and p2 = 0.01∗0.01 = 0.0198.

Proof. By using the Markov property and the chain rules of entropy and mutual information, the Berger-Tung
inner bound shown in (4.1) is obtained in the following way

R1 ≥ I(u1;v1|v2)

= H(v1|v2)−H(v1|u1,v2) (4.2)
= H(v1|v2)−H(v1|u1) (4.3)
= Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d1)

R2 ≥ Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d2) (4.4)

Rsum ≥ I(u1,u2;v1,v2)

= H(v1,v2)−H(v1,v2|u1,u2)

= H(v1)+H(v1|v2)−H(v1|u1,u2)

−H(v2|u1,u2,v1) (4.5)
= 1+Hb(d1 ∗ p1 ∗ p2 ∗d2)−H(v1|u1)

−H(v2|u1,u2) (4.6)
= 1+Hb(d1 ∗ p1 ∗ p2 ∗d2)−H(v1|u1)

−H(v2|u2) (4.7)
= 1+Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d1)−Hb(d2)

where the steps are justified, with:
(4.2) the chain rule for mutual information,
(4.3) given u1, v1 and v2 are conditionally independent,
(4.4) symmetric to the calculation of R1,
(4.5) the chain rule for entropy,
(4.6) given u1, u2 and v1 are conditionally independent, v1 and v2 are conditionally independent given u1 and u2,
(4.7) given u2, u1 and v2 are conditionally independent.

In order to easily compare the rate-distortion region shown in (4.1) with the Slepian-Wolf lossless rate region, we
further visualize the rate-distortion region in the (R1,R2)-plane, where the method for plotting the rate-distortion
region is described in Appendix F. The terminology ”lossless” does not mean end-to-end lossless transmission, due
to the fact that errors are inserted in the observation data. The Slepian-Wolf lossless rate region only corresponds
the case with pk = 0, k = 1. The rate pair (R1,R2) is plotted in Figure 4.2 with some specified distortion measures d1
and d2. From Figure 4.2, it is clearly found that the source can be further compressed if we allow certain distortion
levels d1 and d2, i.e., the transmission power can be further reduced compared to the Slepian-Wolf lossless case.
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Figure 4.3: The effect of d1 and d2 onto SNRlim. p1 = p2 = 0.01. The channel coding rate Rck is 1/2.

The threshold SNR is then calculated based on source and channel separation theorem [GZ05], as

SNRlim = 10log10

(
2

Rsum
∑k 1/Rck −1

)
, (4.8)

where Rck represents the channel coding rate of k-th relay node. For the purpose of examining the effect of d1 and
d2 onto the threshold SNR value, we plot SNRlim versus d1 and d2 in Figure 4.3. It is found through Figure 4.3
that SNRlim decreases as d1 and d2 increase, i.e., the required transmission power is reduced if we allow a specified
distortion level, which is consistent with the tendency shown in Figure 4.2.

In general, the derivation of the Berger-Tung inner bound for multiple users with Hamming distortion measure is
still an open problem, and hence, we just provide a derivation for a special case dk = 0, k = 1, · · · ,K, which is
detailed in Appendix G.

4.1.3 Threshold SNR versus K

It is expected that the threshold SNR becomes smaller as the number of relays K increases [RYA11; ZHA+12;
HZA+13]. We provide a proof of this through examining the helper information evaluated in the form of the mutual
information. It is shown that the mutual information is monotonically increasing in terms of K, i.e., I(Uκ\k;uk)≤
I(Uκ\k, uK+1;uk), where U = [u1,u2, · · · ,uK ]

T with [·]T denoting the transposition of its argument matrix and
κ = {1,2, · · · ,K}.

Lemma 6. The threshold SNR is monotonically decreasing as the number of relays K increases.

Proof.

I(Uκ\k, uK+1;uk) = H(Uκ\k, uK+1)+H(uk)−H(Uκ\k, uK+1, uk)

= H(Uκ\k)+H(uK+1|Uκ\k)+H(uk)−H(Uκ\k, uk)−H(uK+1|Uκ\k, uk)

= I(Uκ\k;uk)+H(uK+1|Uκ\k)−H(uK+1|Uκ\k, uk)

≥ I(Uκ\k;uk), (4.9)

where (4.9) is due to the fact that conditioning reduces entropy with the equality hold if and only if pK+1 = 0.5,
meaning that the sequence uK+1 is uncorrelated to U.

4.1.4 Error Floor Analysis

4.1.4.1 Approximation by Poisson Binomial Distribution

To analyze the error floor that appears in the BER performance curve of the coding/decoding technique proposed
in [ZHA+12] and [HZA+13], we assume the channels between the relays and the destination are noiseless and
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hence the error floor is only determined by the observation error probabilities.

Without loss of generality, we assume the source u is an all zero sequence with n bits. The majority decision rule
to generate û(i) is

û(i) =
{

1, if 1(Ui)> 0(Ui),
0, otherwise, (4.10)

where 1(Ui) and 0(Ui) represent the number of 1’s and 0’s in the i-th column of U, respectively.

The decision error occurs when û(i) is decided to be 1. Hence, the error floor is analyzed by determining the
probability of the number of 1’s from K independent Bernoulli sequences having different probabilities of ”1”. In
the statistics, the Poisson-binomial distribution is the probability distribution of the sum of independent Bernoulli
trials that are not necessarily identically distributed. The probability of J-times occurrence of the error in K-times
repeated binary trials with different crossover probabilities is [Wan93]

Pr(J = j) =


K
∏

k=1
(1− pk), for j = 0,

1
j

j
∑

k=1
(−1)(k−1) Pr(J = j− k)L(k), for j > 0,

(4.11)

where L(k) =
K
∑

l=1

(
pl

1−pl

)k
and 0≤ j ≤ K.

Hence, the error floor with different observation error probabilities is calculated by

Pr(û(i) 6= u(i)) =


K
∑

j=K+1
2

Pr(J = j), if K is odd,

1
2 Pr(J = K

2 )+
K
∑

j=K
2 +1

Pr(J = j), if K is even.
(4.12)

4.1.4.2 Theoretical Lower Bound of Error Floor

The theoretical error floor analysis provided in the previous subsection is based only on the generalized majority
logic (Poisson-binomial) analysis. We further provide a theoretical lower bound of the error floor plb by invok-
ing the rate-distortion function, taking the error probabilities of observations into account. This lower bound is
independent of any practical decoding technique.

Lemma 7. plb = H−1[1+Hb(p1)+ · · ·+Hb(pK)−H(U)].

Proof.

1−Hb(d̃) = I(u; û) (4.13)
≤ I(u;U) (4.14)
= H(u)−H(u|U)

= 1−H(u,U)+H(U)

= 1− [H(u)+H(u1|u)+ · · ·+H(uK |u)]+H(U) (4.15)
= 1− [1+Hb(p1)+ · · ·+Hb(pK)]+H(U), (4.16)

where d̃ is a dummy variable, and the steps are justified as:
(4.13) rate-distortion function for the binary source,
(4.14) there exists information loss in the process of obtaining û from U,
(4.15) assume uk→ u→ Uκ\k forms Markov chains, k = 1, · · · ,K.

Thus, it is obvious from (4.16) that d̃ ≥H−1[1+Hb(p1)+ · · ·+Hb(pK)−H(U)] with H−1[·] represents the inverse
of the binary entropy function. Therefore, the lower bound of the error floor plb is the minimal value of d̃, as

plb = H−1[1+Hb(p1)+ · · ·+Hb(pK)−H(U)] . (4.17)
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4.1.5 Results

A series of analytical results that serve as a reference for performance evaluation in RESCUE Deliverable D2.1.1
is shown in this subsection. The analytical results for different number of relays and error probabilities are sum-
marized in Table 4.1. The channel coding rates of relays are simply set at 1/2.

Table 4.1: The analytical results of the threshold SNR and the error floor.
K [p1, · · · , pK ] SNRlim (dB) Approximated error floor plb

2 [0.01, 0.01] -6.6 1×10−2 2.1×10−3

3 [0.025, 0.075, 0.002] -7.02 2.1×10−3 4.44×10−4

4 [0.01, 0.01, 0.01, 0.01] -9.157 2.98×10−4 4.03×10−5

5 [0.0145,0.005,0.025,0.015,0.03] -9.223 4.6×10−5 1.58×10−5

6 [0.01, 0.01, 0.01, 0.01, 0.01, 0.01] -10.48 9.85×10−6 1.01×10−6

7 [0.01,0.015,0.02,0.05,0.005,0.0003,0.02] -10.28 1.33×10−6 8.37×10−8

8 [0.01, 0.01, 0.01, 0.01,0.01,0.01,0.01,0.01] -11.31 3.42×10−7 2.84×10−8

4.2 Slepian-Wolf Admissible Rate Region Based Outage Probability Derivation for
CEO Problem

In this section, we derive the outage probability for TS2 also referred to as CEO problem [BZV96]. The outage
probability, in the case of minimal distortion is achieved, can be associated with the Slepian-Wolf admissible rate
region, which is demonstrated in this section for a three relay scenario.

4.2.1 System Model

Fig. 4.4 (a) represents the system model, where an i.i.d. binary Bernoulli information sequence u0 is originated
by the source (S) with Pr[u0 = 0] = Pr[u0 = 1] = 0.5. The information sequence is corrupted by independent
binary Bernoulli distributed errors ei via binary symmetric channel (BSC). The information sequence ui = u0⊕ei,
i ∈ {1,2,3} is observed by relay (R) i and can be associated with the bit flipping probability pi = Pr[ei = 1] and
pi ∈ (0,0.5). “⊕” denotes the binary exclusive OR operation. The correlated information sequences ui,∀i are
transmitted via Rayleigh fading channels to the destination (D). The pdf of the Rayleigh fading channel is given
by

p(γi) =
1
Γi

exp(− γi

Γi
),∀i, (4.18)

with instantaneous signal-to-noise ratio (SNR) γi and average SNR

Γi =
Ei

N0
·d−η

i , (4.19)

where Ei is the transmit power of relay i, N0 is the variance of AWGN, di the distance between relay i and des-
tination and η the path loss exponent. Best performed recovery of u0 at the destination can be achieved if all
information sequences û1, û2 and û3 are recovered error free [WMF15].

Assuming channel codes with Gaussian codebooks, the relationship between the source rate at relay i and instan-
taneous SNR i is given by [GZ05]

Ri =
1

Rci
log(1+ γi), i = 1,2,3, (4.20)
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Figure 4.4: (a) System model for CEO problem, and (b) Slepian-Wolf admissible rate region, where u1 =
H(u1 | u2,u3), u2 = H(u2 | u1,u3), u3 = H(u1 | u1,u2), v1 = H(u1), v2 = H(u2), v3 = H(u3), w1 =
H(u1,u3,u2), w2 = H(u1,u2,u3), w3 = H(u2,u3,u1).

where Rci represents the spectrum efficiency of RF channel i, considering the channel coding scheme and the
modulation multiplicity [CAM13]. If and only if all Slepian-Wolf source rate inequality constraints

R1 ≥ H(u1 | u2,u3), (4.21)
R2 ≥ H(u2 | u1,u3), (4.22)
R3 ≥ H(u3 | u1,u2), (4.23)
R1 +R2 ≥ H(u1,u2 | u3), (4.24)
R1 +R3 ≥ H(u1,u3 | u2), (4.25)
R2 +R3 ≥ H(u2,u3 | u1), (4.26)
R1 +R2 +R3 ≥ H(u1,u2,u3) (4.27)

are fulfilled, û1, û2 and û3 can be recovered error free [Cov75]. Therefore all sets (R1,R2,R3) which satisfy all
inequality constraints (4.21) - (4.27) are known as the admissible region (cf. Fig. 4.4 (b)). For the system model
the entropy properties are defined as [SW73]

H(u1) = H(u2) = H(u3) = 1, (4.28)
H(u1 | u2,u3) = H(u1,u2,u3)−H(u2 | u3)−1, (4.29)
H(u2 | u1,u3) = H(u1,u2,u3)−H(u1 | u3)−1, (4.30)
H(u3 | u1,u2) = H(u1,u2,u3)−H(u1 | u2)−1, (4.31)
H(u1,u2 | u3) = H(u1,u3 | u2) = H(u2,u3 | u1) = H(u1,u2,u3)−1. (4.32)

The entropies for the system model can be calculated with bit flipping probabilities pi, p j, pl of the BSCs and
i, j, l ∈ {1,2,3} by

H(ui | u j) = H(u j | ui) = Hb(qi, j), (4.33)
qi, j = pi + p j−2pi p j,

H(ui,u j,ul) =−2∑
4
i=1 ai log(ai), (4.34)

a1 = 0.5
(

pi p j pl +(1− pi)(1− p j)(1− pl)
)
,

a2 = 0.5
(

pi p j(1− pl)+(1− pi)(1− p j)pl
)
,

a3 = 0.5
(

pi(1− p j)pl +(1− pi)p j(1− pl)
)
,

a4 = 0.5
(
(1− pi)p j pl + pi(1− p j)(1− pl)

)
,
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where Hb(·) is the binary entropy function and j, j, l are pairwise not equal. Furthermore if

pi < p j < pl (4.35)

then

H(u j | ul)> H(ui | ul)> H(ui | u j) (4.36)

and

H(ui | u j,ul)< H(u j | ui,ul)< H(ul | ui,u j). (4.37)

Thus, u1, u2 and u3 in Fig. 4.4 (b) have different values. The Slepian-Wolf regions are dependent on p1, p2 and
p3. By influencing RF channel conditions via power allocation, the admissible region can be maximized.

4.2.2 Outage Probability Derivation

If at least one relay information sequence can not be recovered error free, the information recovery of the source
is considered to be unsuccessful also referred to as outage. The outage probability is defined by the inadmissi-
ble region which includes all sets of (R1,R2, R3) that violate at least one Slepian-Wolf inequality constraint of
Eq. (4.21) - Eq. (4.27). Fig. 4.5 shows the inadmissible region which can be divided into 5 volumes and thus,
outage probability can be formulated as

Pout = P1 +P2 +P3 +P4 +P5. (4.38)

R1

R3

R2

u1

u2
u3

v1

v2

v3

w1

w2

w3

P5

P1

(a)

R1

R3

R2

u1

u2
u3

v1

v2

v3

w1

w2

w3

P2

P3 P4

(b)

Figure 4.5: Slepian-Wolf inadmissible rate region divided into five volumes.

Substituting Eq. (4.20) into the Slepian-Wolf inequalities (4.21) - (4.27), the volumes P1, P2 , P3, P4 and P5 can be
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obtained as

P1 = 1−Pr [R1 > H (u1|u2,u3) ,R2 > H (u2|u1,u3) ,R3 > H (u3|u1,u2)]

= 1−Pr
[
2Rc1H(u1|u2,u3)−1 < γ1 < ∞,2Rc2H(u2|u1,u3)−1 < γ2 < ∞,2Rc3H(u3|u1,u2)−1 < γ3 < ∞

]
, (4.39)

P2 = Pr [R1 > H (u1) ,H (u2|u1,u3)≤ R2 < H (u2|u1) ,H (u3|u1,u2)≤ R3 < H (u2,u3|u1)−R2]

= Pr
[
2Rc1H(u1)−1≤ γ1 < ∞,2Rc2H(u2|u1,u3)−1≤ γ2 < 2Rc2H(u2|u1)−1,

2Rc3H(u3|u1,u2)−1≤ γ3 < 2Rc3H(u2,u3|u1)−
Rc3
Rc2

log(1+γ2)−1
]
, (4.40)

P3 = Pr [H (u1|u2,u3)≤ R1 < H (u1|u3) ,H (u2|u1,u3)≤ R2 < H (u1,u2|u3)−R1,R3 > H (u3)]

= Pr
[

2Rc1H(u1|u2,u3)−1≤ γ1 < 2Rc1H(u1|u3)−1,2Rc2H(u2|u1,u3)−1≤ γ2 < 2Rc2H(u1,u2|u3)−
Rc2
Rc1

log(1+γ1)−1,

2Rc3H(u3)−1≤ γ3 < ∞

]
, (4.41)

P4 = Pr [H (u1|u2,u3)≤ R1 < H (u3,u1|u2)−R3,R2 > H (u2) ,H (u3|u1,u2)≤ R3 < H (u3|u2)]

= Pr
[

2Rc1H(u1|u2,u3)−1≤ γ1 < 2Rc1H(u3,u1|u2)−
Rc1
Rc3

log(1+γ3)−1,2Rc2H(u2)−1≤ γ2 < ∞,

2Rc3H(u3|u1,u2)−1≤ γ3 < 2Rc3H(u3|u2)−1
]
. (4.42)

The definition of P5 depends on 3 volumes related as

P5 = P5a−P5b−P5c, (4.43)

where P5a, P5b and P5c are given by

P5a = Pr [H (u1|u2,u3)≤ R1 < H (u1) ,H (u2|u1,u3)≤ R2 < H (u3,u1,u2)−R1−R3,

H (u3|u1,u2)≤ R3 < H (u1,u2,u3)−H (u2|u1,u3)−R1] ,

= Pr
[

2Rc2H(u1|u2,u3)−1≤ γ1 < 2Rc1H(u1)−1,2Rc2H(u2|u1,u3) ≤ γ2 < 2Rc2H(u1,u2,u3)−
Rc2
Rc3

log(1+γ3)−
Rc2
Rc1

log(1+γ1),

2Rc3H(u3|u1,u2)−1≤ γ3 < 2Rc3(H(u1,u2,u3)−H(u2|u1,u3))−
Rc3
Rc1

log(1+γ1)−1
]
, (4.44)

P5b = Pr [H (u1|u2,u3)≤ R1 < H (u1|u2) ,H (u2)≤ R2 < H (u1,u2,u3)−R1−R3 ,

H (u3|u1,u2)≤ R3 < H (u1,u3|u2)−R1] ,

= Pr
[

2Rc2H(u1|u2,u3)−1≤γ1<2Rc1H(u1|u2)−1,2Rc2H(u2)−1≤γ2<2Rc2H(u1,u2,u3)−
Rc2
Rc3

log(1+γ3)−
Rc2
Rc1

log(1+γ1)−1,

2Rc3H(u3|u1,u2)−1≤ γ3 < 2Rc3H(u1,u2|u3)−
Rc3
Rc1

log(1+γ1)−1
]
, (4.45)

P5c = Pr [H (u1|u2,u3)≤ R1 < H (u1|u3) ,H (u2|u1,u3)≤ R2 < H (u1,u2,u3)−R1−R3,

H (u3|u1,u2)≤ R3 < H (u1,u2,u3)−H (u2|u2,u3)−R1] ,

= Pr
[

2Rc2H(u1|u2,u3)−1≤γ1<2Rc1H(u1|u3)−1,2Rc2H(u2|u1,u3)−1≤γ2<2Rc2H(u1,u2,u3)−
Rc2
Rc3

log(1+γ3)−
Rc2
Rc1

log(1+γ1)−1

2Rc3H(u3|u1,u2)−1≤ γ3 < 2Rc3(H(u1,u2,u3)−H(u2|u2,u3))−
Rc3
Rc1

log(1+γ1)−1
]
. (4.46)

Assuming the channel 1, channel 2 and channel 3 undergo independent Rayleigh flat fading, the outage probability
can be obtained by the integral of the joint pdf of the instantaneous SNR p(γ1,γ2,γ3) = p(γ1)p(γ2)p(γ3) over the
range defined in Equations (4.39)-(4.43). Therefore, the outage probability for each region can be mathematically
formulated as

P1 =

(
1− e−

2RcH(u1 |u2 ,u3)−1
Γ1

− 2RcH(u2|u1 ,u3)−1
Γ2

− 2RcH(u3 |u1 ,u2)−1
Γ3

)
, (4.47)
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P2 =
1

Γ2
e−

2RcH(u3 |u1 ,u2)−1
Γ3 e−

2Rc−1
Γ1

∫ 2RcH(u1 |u2)−1

2RcH(u2|u1 ,u3)−1
e−

γ2
Γ2

(
1− e

2RcH(u3 |u1 ,u2)
Γ3

− 2RcH(u2 ,u2 |u1)
(γ2+1)Γ3

)
dγ2, (4.48)

P3 =
1

Γ1
e−

2RcH(u2 |u1 ,u3)−1
Γ2 e−

2Rc−1
Γ3

∫ 2RcH(u1 |u3)−1

2RcH(u1|u2 ,u3)−1
e−

γ1
Γ1

(
1− e

2RcH(u2 |u1 ,u3)
Γ2

− 2RcH(u1 ,u2 |u3)
(γ1+1)Γ2

)
dγ1, (4.49)

P4 =
1

Γ3
e−

2RcH(u1 |u2 ,u3)−1
Γ1 e−

2Rc−1
Γ2

∫ 2RcH(u2 |u3)−1

2RcH(u3|u1 ,u2)−1
e−

γ3
Γ3

(
1− e

2RcH(u1 |u2 ,u3)
Γ1

− 2RcH(u3 ,u1 |u2)
(γ3+1)Γ1

)
dγ3, (4.50)

P5a =
1

Γ1Γ3
e−

2RcH(u2 |u1 ,u3)−1
Γ2

∫ 2Rc−1

2RcH(u1 |u2,u3)−1

∫ 2Rc(H(u1 |u3)+1)
(γ1+1) −1

2RcH(u3 |u1 ,u2)−1
e−

γ1
Γ1 e−

γ3
Γ3

(
1− e

2RcH(u2 |u1 ,u3)
Γ2

− 2RcH(u1 ,u2 ,u3)
(γ1+1)(γ3+1)Γ2

)
dγ3dγ1,

(4.51)

P5b =
1

Γ1Γ3
e−

2Rc−1
Γ2

∫ 2RcH(u1 |u2)−1

2RcH(u1 |u2 ,u3)−1

∫ 2RcH(u1 ,u3 |u2)
(γ1+1) −1

2RcH(u3 |u2 ,u1)−1
e−

γ1
Γ1 e−

γ3
Γ3

(
1− e

2Rc1
Γ2
− 2RcH(u1 ,u2 ,u3)

(γ1+1)(γ3+1)Γ2

)
dγ3dγ1, (4.52)

P5c =
1

Γ1Γ3
e−

2RcH(u2 |u1 ,u3)−1
Γ2

∫ 2RcH(u1 |u3)−1

2RcH(u1 |u2 ,u3)−1

∫ 2Rc(H(u1 |u3)+1)
(γ1+1) −1

2RcH(u3 |u1 ,u2)−1
e−

γ1
Γ1 e−

γ3
Γ3

(
1− e

2RcH(u2 |u1 ,u3)
Γ2

− 2RcH(u1 ,u2 ,u3)
(γ1+1)(γ3+1)Γ2

)
dγ3dγ1,

(4.53)

where Rc1 = Rc2 = Rc3 = Rc is assumed . Unfortunately, exact closed-form expressions for P2, P3, P4 and P5
are sophisticated to achieve.. Focusing on the high-SNR behaviour, an asymptotic analysis of Pout is performed
with the approximation e−x ≈ 1− x for very small x (MacLaurin series of exponential function). The closed-form
expressions are provided in Appendix D. For high-SNR the asymptotic behaviour is mostly influence by first and
second order terms. Consequently, third and higher order terms can be neglected and thus achieve a simplification
of the equation.

As a result, the outage probability of the system model can be expressed as

Pout ≈
C1−1

Γ1
+

C2−1
Γ2

+
C3−1

Γ3
+

C1C2−C1,2

Γ1Γ2
+

C2C3−C2,3

Γ2Γ3
+

C1C3−C1,3

Γ1Γ3
(4.54)

where the constants are defined as

C1 =2RcH(u1|u2,u3), (4.55)

C2 =2RcH(u2|u1,u3), (4.56)

C3 =2RcH(u3|u1,u2), (4.57)

C2,3 =2RcH(u2,u3|u1)−2RcH(u2,u3|u1)
(

ln2RcH(u1|u2)− ln2RcH(u2|u1,u3)
)
, (4.58)

C1,2 =2RcH(u1,u2|u3)−2RcH(u1,u2|u3)
(

ln2RcH(u1|u3)− ln2RcH(u1|u2,u3)
)
, (4.59)

C1,3 =2RcH(u1,u3|u2)−2RcH(u1,u3|u2)
(

ln2RcH(u2|u3)− ln2RcH(u3|u1,u2)
)
. (4.60)
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5. Performance Analysis of TS3

In this chapter, TS3 will be studied (as shown in Figure 1.2), which contains one source, one destination and
multiple relay nodes. As one of the conventional relaying protocols, the DF relaying protocol has been very popular
due to its simplicity and good performance in the case of successful decoding at the relay [LTW04]. However,
conventional DF relaying protocol based cooperative systems might suffer error propagation phenomenon.

To overcome this shortcoming, authors in [FL13] proposed to apply the iterative joint decoding of correlated
sources to relay networks. In the proposed approach, relay detects all the information sent by the source before
forwarding it to the destination. An iterative joint decoder has been considered at the destination node. It will
iteratively decode, estimate and exploit the correlation between the source and the relay nodes based on the incom-
ing messages from the SD and RD links. There also has been another fold of contributions to combat the error
propagation at the relay nodes. Authors proposed a threshold-based relaying protocol in coded cooperative net-
works [AgH+11]. In the proposed technique, the relay calculates the LLR values for the bits sent from the source.
These values are subjected to a threshold to distinguish the reliable bits from the unreliable bits. The relay then
forwards the bits that are deemed reliable and discards the bits that are not, resulting in fewer errors propagating
to the destination. However, the proposed approach in [AgH+11] still need CRC code to help at the relay, also
the proposed approach only considers a single relay node. In the super dense wireless networks, it is easy to have
more than one relay node to receive the broadcasting message from the source node. This motivated us to consider
a SNR threshold based SDF protocol in TS3.

5.1 System Model

Figure 5.1 illustrates an example of the DF based multiple relaying network accommodating one source (S), one
destination (D), and M half-duplex relays(Rs). The communication procedure consists of two phases. In the first
phase, the source sends signals to the destination at the rate of Rs. Due to the broadcasting nature of wireless
communications, there are L relays who can successfully re-produce the original signals. Those are called well-
informed relays (WIRs) here. In the next step, SNR threshold based selection will be considered to take into
account the error occurred at the relay. In the second phase, WIRs sequentially retransmit the original signals to
the destination. The destination employs the maximum-ratio combine (MRC) of all signals received at both phases
to attain the achievable cooperative diversity gain.

The discrete-time equivalent form of received signals at different relays as well at the destination are described
by

SD Link :y(sd) = h(sd)x(s)+ v(sd) (5.1)

SRm Link :y(sr)
m = h(sr)

m x(s)+ v(sr)
m , for m = 1,2, . . . ,M (5.2)

RlD Link :y(rd)l = h(rd)l x(r)l + v(rd)l , for l = 1,2, . . . ,L (5.3)

where y(sd), y(sr)
m and y(rd)l denote the signals received through the SD channel, h(sd), SRm channel, h(sr)

m , and RlD

channel, h(rd)l , respectively; x(s) denotes the signal sent by the source and x(r)l the signal sent by the lth relay
nodes; v denotes the additive white Gaussian noise of corresponding links with the variance N0; and the subscript
m denotes the index of the relay nodes and l the index of the WIRs.

At the source transmitter, the binary information is encoded, interleaved, and then fed into a doped-accumulator
(DACC) with a doping rate 1. The DACC employs a memory 1 SRCC and the decoder employs BCJR algo-
rithm[BCJ+74]. For the rest of or work, we assume the binary phase-shift keying (BPSK) modulation, although
the technique is expandable to higher order modulation schemes.

5.2 SDF based Multiple Erroneous Relaying

As depicted in Figure 5.1, we employ multiple selection-DF relays to help the SD link communication. The relays
first perform the demodulation, then go through DACC decoder, de-interleaver and ACC decoder. The result
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Source Destination 

Relay 1 Relay M 

Relay 2 

M Relay 
Nodes 

L Relay 
Nodes 

Figure 5.1: System block diagram of DF based multiple relaying network

obtained at relay nodes is
s(r)l = s(s)+ e(r)l (5.4)

where e(r) denotes the error. Then the symbols are encoded and interleaved again, and the output is fed into DACC
with a doping rate 1 if the received SNR for the SR link (denoted by γ

(sr)
m ) is larger than the threshold γ t .

When γ
(sr)
m is smaller than γ t , the m th relay will transmit nothing to the destination node. The probability for this

event is the outage probability, which has been given in [LTW04], i.e.,

Pr
(

γ
(sr)
m < γ

t
)
= 1− e

−γt

γ
(sr)
m (5.5)

In the case of γ(sr) > γ t , the destination can receive a symbol block from the mth relay. Then, the destination can
perform the combination of y(sd) and ysr

l (l = 1, . . . ,L, i.e., the WIRs) for exploiting the achievable diversity-gain,
i.e.,

y(mrc) = w(sd)y(sd)+
L

∑
l=1

w(rd)
l y(rd)l (5.6)

where w(sd) and w(rd)
l are the weighted coefficients. MRC is considered in our work, which is not optimal in TS3.

However, because the location of the selected/de-selected bits is not known at the receiver, it is a good compromise
with respect to complexity. Thus, the output of the MRC combiner can be expressed as

γ
(mrc) =

(
h(sd)

)∗
y(sd)+

L

∑
l=1

(
h(rd)l

)∗
y(rd)l (5.7)

We can use ((5.5)) to obtain the probability

Pr(γ(sr)
m > γ

t) = exp

(
−γ t

γ
(sr)
m

)
. (5.8)

The event γ
(sr)
m include two cases, i.e., em = 0 and em 6= 0. The probability for the fore case can be upper bounded

by 1. For the latter case, the error probability at the destination can be upper bounded by 1. As a summary of the
above analysis, the overall performance can be upper bounded as

P 6
M

∏
m=1

Pr
(

γ
(sr)
m < γ

t
)

P
(sd)

+

(M
L )

∑
m=1

Pr
(

γ
(sr)
m > γ

t
)(

Pr
(

em 6= 0|γ(sr)
m > γ

t
)
+P

(comb)
)

(5.9)

where P
(comb)

is related to the specific combiner, and in our work MRC is considered.
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5.3 Simulation Results

Computer based Monte Carlo simulations were used to demonstrate pros/cons of the proposed approach in TS3.
All transmitters use equal transmission power. The main metric of interest was the end-to-end BER. The total
Eb/N0 was defined as the total trasmitted energy (i.e. at source and relay nodes) to noise raio.This set up is for fair
comparation to have the same power gain. The simulation results were produced by carefully designed experiments
having 50,000 Monte Carlo trials. All the communication channels were generated independently according to
Rayleigh distribution with unit variance. The SNR configuration of SR, SD and RD links have been set up as
identical due to the super dense network assumption. The SNR threshold has been set up as 2 dB and 3 dB to
demonstrate the effect of threshold setup. Each frame contrins 128 BPSK symbols.
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Figure 5.2: BER performance vs. total Eb/N0 (dB) over Rayleigh fading channel γt = 2 dB
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Figure 5.3: BER performance vs. total Eb/N0 (dB) over Rayleigh fading channel γt = 3 dB

Figure 5.2 displays the end-to-end BER versus total Eb/No over a Rayleigh fading channel. The γ t has been
chosen as 2 dB at relays. It was observed that the general performance was increased as the number of relay nodes
increased except for the lower Eb/N0 range (< 0 dB).

Figure 5.3 displays the end-to-end BER versus total Eb/No over a Rayleigh fading channel. The SNR threshold at
relays are set up as 3 dB. Similar phenomena as in Figure 5.2 can be observed, but slightly better performance.
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6. Performance Analysis of TS4

In this chapter, the achievable rate region and outage probability of TS4, as shown in Figure 1.2, is analysed ac-
cording to the framework of lossless source coding with a helper. The outage probability of the system considered
is then compared with network-coding-based orthogonal MARC systems (MARC-NC) [WK07] and orthogonal
MARC with selective decode-and-forward relaying (MARC-SDF) [IH11] in terms of the outage performance. It
is observed through simulations that TS4 is superior to MARC-NC. Furthermore, it is found that in some cases,
e.g., when one of the source nodes is far away from both the relay and the destination, model B achieves better
performance than MARC-SDF.

6.1 System Model

+

Figure 6.1: System model of an orthogonal multiple access relay channel.

Figure 6.1 illustrates a basic model of the orthogonal MARC system assumed in this section, where there are two
source nodes A and B, a single relay node R, and one common destination node D. The K-bit length i.i.d. binary
information sequences generated from nodes A and B are denoted as uA = {uA(k)}K

k=1 and uB = {uB(k)}K
k=1,

respectively. The signaling scheme used at the A and B are denoted as EA(·) and EB(·), respectively, which consist
of a serial concatenation of channel coding and modulation. There are three time slots in one transmission cycle.
In the first two time slots, nodes A and B respectively broadcast their coded signal sequences xA = EA(uA) =
{xA(m)}M

m=1 and xB = EB(uB) = {xB(m)}M
m=1 to the relay R and destination D, and the corresponding received

signals obtained at R and D are yAR and yBR, respectively.

In the third time slot, the relay R first applies signal detection and decoding on the received signals, which is
denoted as DR(·). The estimates ũA = DR(yAR) and ũB = DR(yBR) may contain errors due to the variation of
the two intra-links. In the system considered, ũA and ũB are always jointly network-channel coded regardless of
whether they are correct or not, as xR = ER(uR) = ER(ũA⊕ ũB), where the notation ⊕ denotes a binary exclusive-
OR (XOR) operation and ER(·) represents the signaling scheme applied at R, including channel encoding and
modulation. Finally, after receiving signals from A, B, and R, which are denoted as yAD, yBD, and yRD, respectively,
the destination D performs joint network/channel decoding [LZA+14] on the received signals to retrieve uA and
uB that transmitted from A and B, respectively. This system is referred to as MARC allowing intra-link errors
(MARC-IE) in this section.

The spectrum efficiency of the signaling schemes EA(·), EB(·) and ER(·) are denoted as Rc,A, Rc,B and Rc,R, respec-
tively. Let Li, j, i ∈ {A,B,R}, j ∈ {R,D}, i 6= j, denote the link between node i and j. The received signal of Li, j
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is expressed as
yi, j = hi, j ·xi +ni, j, (6.1)

where hi, j and ni, j indicate the channel coefficients and the vector of independent zero-mean complex AWGN noise
with variance σ2

i, j = N0/2 per dimension of Li, j. In this section, we assume all the links suffer from independent
block Rayleigh fading, thus hi, j is constant over one transmission cycle, but varies transmission-by-transmission.
Without loss of generality, we further assume the transmit power per symbol at A, B and R is the same, which
is denoted as Es. The instantaneous and average SNR of Li, j are given as γi, j = |hi, j|2Γi, j and Γi, j = Es/N0,
respectively.

The error probabilities of LAR and LBR are expressed as

pA =B(uA, ũA) =
∑

K
k=1 |uA(k)− ũA(k)|

K
, (6.2)

and

pB =B(uB, ũB) =
∑

K
k=1 |uB(k)− ũB(k)|

K
, (6.3)

respectively.

6.2 Achievable Rate Region

In this subsection, we analyze the achievable rate region of the MARC-IE system within one transmission and
temporarily set pA and pB with fixed values. The MARC-IE system model shown in Fig. 6.1 can be viewed as a
system having two source nodes A and B, and one helper R. Letting RA and RB be the source coding rates of A
and B, respectively. To investigate the admissible rate region for the two sources with one helper, we thus invoke
the theorem [GK11, Theorem 10.4], according to which the information sequences uA and uB can be successfully
recovered at the destination with the help of uR if

RA ≥ H(uA|uB, ûR),
RB ≥ H(uB|uA, ûR),

RA +RB ≥ H(uA,uB|ûR),
RR ≥ I(uR; ûR),

(6.4)

where RR represents the source coding rate at R, and ûR is the estimate of uR at D after joint decoding. According
to (6.4) the side information provided by the relay R (ûR) helps reduce the rate RA and RB. Then, by using the
chain rule, (6.4) can be re-formulated (see Appendix E) as follows

RA ≥ δ ,
RB ≥ δ ,

RA +RB ≥ δ +1,
RR ≥ 1−Hb(pR),

(6.5)

where

δ = Hb(pA ∗ pB ∗ pR), (6.6)

and pR is the error probability between uR and ûR, i.e., pR =B(uR, ûR). As can be seen from (6.5), the achievable
rate region is a 3-dimensional space with axis RA, RB and RR. To simplify the analysis to be provided later, we first
project the 3-dimensional rate region into the RA−RB plane by fixing RR. For a given RR value, we can find the
minimum pR that satisfies the inequality RR ≥ 1−Hb(pR). In this case, the achievable rate region of (RA,RB) for
each transmission cycle is obtained, as shown in Figure 6.2.

6.3 Outage Probability

6.3.1 Outage Event for Each Transmission Cycle

For a transmission cycle, the outage event is defined as: one or both of the information sequences uA and uB cannot
be successfully recovered at the destination. Therefore, given a fixed value of RR, the outage event happens when
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Achievable 

Rate Region

Figure 6.2: The projection of the achievable rate region of MARC-IE system into RA−RB plane, given fixed
RR value. δ = Hb(pA ∗ pB ∗ pR).

the pair (RA,RB) falls outside the achievable rate region. As shown in Figure 6.2, the entire achievable rate region
can be divided into two parts T1 and T2. ε1 and ε2 denote the events that the rate pair (RA,RB) falls into T1 and T2,
respectively, as

ε1 = {(RA,RB) ∈ T1}= {δ ≤ RA ≤ 1}∩{RA +RB ≥ δ +1}
ε2 = {(RA,RB) ∈ T2}= {RA ≥ 1}∩{RB ≥ δ}. (6.7)

Using the same method presented in Section 3.3.1, the relationship between RA, RB and γAD, γBD is identified as
RA = ΦA(γAD) and RB = ΦB(γBD), respectively. The events ε1 and ε2 can be, respectively, expressed as

ε1 = {Φ−1
A (δ )≤ γAD ≤Φ

−1
A (1)}∩{Φ−1

B (ω)≤ γBD}
ε2 = {Φ−1

A (1)≤ γAD}∩{Φ
−1
B (δ )≤ γBD}, (6.8)

where

ω = δ +1−ΦA(γAD). (6.9)

The outage event of the MARC-IE system for each transmission cycle is defined as

OUT = {ε1∪ ε2}. (6.10)

where the {ε1∪ ε2} denotes the complement of event {ε1∪ ε2}.

6.3.2 Outage Calculation

In this subsection, the assumption that pA, pB and pR are fixed values is eliminated, such that the channel variations
of LAR, LBR and LRD can be taken into account. According to Section 2.3, pA and pB can be expressed as functions
of γAR and γBR as

pA =

{
H−1

b [1−ΦA(γAR)], for 0≤ γAR ≤ γ∗
AR
,

0, for γAR ≥ γ∗
AR
,

(6.11)

and

pB =

{
H−1

b [1−ΦB(γBR)], for 0≤ γBR ≤ γ∗
BR
,

0, for γBR ≥ γ∗
BR
,

(6.12)

respectively, where γ∗AR = Φ
−1
A (1) and γ∗BR = Φ

−1
B (1).

Now consider the constraint imposed on RR, i.e., RR ≥ 1−Hb(pR) in (6.5). It is found that if R≥ 1, the inequality
always holds by setting pR = 0. Otherwise, if 0≤R< 1, pR can be obtained by taking the equality of the constraint.
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Since RR = ΦR(γRD), RR a one-to-one mapping to γRD , therefore the relationship between pR and γRD can be
expressed as

pR =

{
H−1

b [1−ΦR(γRD)], for 0≤ γRD ≤ γ∗
RD
,

0, for γRD ≥ γ∗
RD
,

(6.13)

Recall that all the links are assumed to suffer from statistically independent block Rayleigh fading, we have
p(γAD ,γBD ,γRD) = p(γAD) · p(γBD) · p(γRD). By replacing pA, pB and pR with (6.11), (6.12) and (6.13), respectively,
the probabilities of ε1 and ε2 are calculated, as

Pr(ε1) = Pr
(
{Φ−1

A (δ )≤ γAD ≤Φ
−1
A (1)}∩{Φ−1

B (ω)≤ γBD}
)

=
∫∫

V

∫ ∫
Φ
−1
A (1)

Φ
−1
A (δ )

p(γAD)dγAD

∫
∞

Φ
−1
B (ω)

p(γBD)dγBD︸ ︷︷ ︸
g1

·p(γAR ,γBR ,γRD)dγARdγBRdγRD

=
8

∑
n=1

∫∫
Vn

∫ 1
ΓAD

∫
Φ
−1
A (1)

Φ
−1
A (δ )

exp

(
−

Φ
−1
B (ω)

ΓBD
−

γAD

ΓAD

)
dγAD︸ ︷︷ ︸

g1

·p(γAR)p(γBR)p(γRD)dγARdγBRdγRD , (6.14)

and

Pr(ε2) = Pr
(
{Φ−1

A (1)≤ γAD}∩{Φ
−1
B (δ )≤ γBD}

)
=
∫∫

V

∫ ∫
∞

Φ
−1
A (1)

p(γAD)dγAD

∫
∞

Φ
−1
B (δ )

p(γBD)dγBD︸ ︷︷ ︸
g2

·p(γAR ,γBR ,γRD)dγARdγBRdγRD

=
8

∑
n=1

∫∫
Vn

∫
exp

(
−

Φ
−1
A (1)
ΓAD

−
Φ
−1
B (δ )

ΓBD

)
︸ ︷︷ ︸

g2

·p(γAR)p(γBR)p(γRD)dγARdγBRdγRD , (6.15)

respectively, where the domain of the threefold integral is

V = {(γAR ,γBR ,γRD) : γAR ∈ [0,+∞),γBR ∈ [0,+∞),γRD ∈ [0,+∞)}. (6.16)

Finally, the outage probability of the MARC-IE system can be obtained, as

Pout = 1− (Pr(ε1)+Pr(ε2)). (6.17)

It may be difficult to calculate the integrals shown in (6.14) and (6.15) in closed form. Hence, the results of (6.14)
and (6.15) are numerically obtained by using functions provided in [Sha08]. Moreover, (6.14) and (6.15) can be
respectively divided into eight sub-integrals with different sub-domains, which makes the numerical calculation of
(6.14) and (6.15) tractable. The sub-domains of (6.14) and (6.15) are defined as

V1 = {(γAR ,γBR ,γRD) : γAR ∈ [γ∗
AR
,+∞),γBR ∈ [γ∗

BR
,+∞),γRD ∈ [γ∗

RD
,+∞)},

V2 = {(γAR ,γBR ,γRD) : γAR ∈ [γ∗
AR
,+∞),γBR ∈ [0,γ∗

BR
),γRD ∈ [γ∗

RD
,+∞)},

V3 = {(γAR ,γBR ,γRD) : γAR ∈ [0,γ∗
AR
),γBR ∈ [γ∗

BR
,+∞),γRD ∈ [γ∗

RD
,+∞)},

V4 = {(γAR ,γBR ,γRD) : γAR ∈ [0,γ∗
AR
),γBR ∈ [0,γ∗

BR
),γRD ∈ [γ∗

RD
,+∞)},

V5 = {(γAR ,γBR ,γRD) : γAR ∈ [γ∗
AR
,+∞),γBR ∈ [γ∗

BR
,+∞),γRD ∈ [0,γ∗

RD
)},

V6 = {(γAR ,γBR ,γRD) : γAR ∈ [γ∗
AR
,+∞),γBR ∈ [0,γ∗

BR
),γRD ∈ [0,γ∗

RD
)},

V7 = {(γAR ,γBR ,γRD) : γAR ∈ [0,γ∗
AR
),γBR ∈ [γ∗

BR
,+∞),γRD ∈ [0,γ∗

RD
)},

V8 = {(γAR ,γBR ,γRD) : γAR ∈ [0,γ∗
AR
),γBR ∈ [0,γ∗

BR
),γRD ∈ [0,γ∗

RD
)}. (6.18)
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Figure 6.3: Outage probability of MARC-IE system, where ΓAD = ΓBD, ΓRD = ΓAD +3 dB, and Rc,A = Rc,B =
Rc,R = 1/2.

6.4 Numerical Results

Figure 6.3 shows the numerical results of the outage probability of the MARC-IE system that are independent of
signaling schemes, obtained by calculating from (6.17) with (6.14) and (6.15) shown in Section 6.3.2, where ΓAD =
ΓBD and ΓRD = ΓAD + 3 dB is assumed. The values of Rc,A, Rc,B and Rc,R are all set to 1/2. The curve of the
probability with perfect intra-links [ZLA+14] is also provided in the same figure as a reference. It is found that
as the quality of intra-links degrades, the gap increases between the reference curve and the outage curve with
MARC-IE.
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Figure 6.4: Outage probability of MARC-IE compared with that of MARC-NC and MARC-SDF. Both sym-
metric and asymmetric scenarios are considered. Rc,A = Rc,B = Rc,R = 1/2

Table 6.1: Settings of symmetric and asymmetric scenarios.
Scenario ΓAD ΓBD ΓAR ΓBR ΓRD

Symmetric X X X+∆ X+∆ X+∆

Asymmetric X X-L X+∆ X+∆-L X+∆

To evaluate the benefit of MARC-IE system, we also compare its outage probability with that of MARC-
NC [WK07] and MARC-SDF [IH11]. Results of the outage probability analysis in symmetric and asymmetric
scenarios are demonstrated in Figure 6.4 for comparisons. The settings of the both scenarios are summarized in
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Table 6.1, where X represents the average SNR of the AD link in dB; ∆ and L denoting additional gain and loss
due to the shorter and longer distance, respectively, and are set to 3 dB and 10 dB in this subsection.

The theoretical outage probabilities of MARC-NC, analyzed in a separate network-and-channel coding (SNCC)
framework, were included in Figure 6.4. The outage probabilities in static and adaptive modes are obtained
by [WK07, eqs. (4)-(5)] and [WK07, eqs. (4),(8)-(9),(11)], respectively. It is found that the MARC-IE system
outperforms MARC-NC in terms of outage performance.

In principle, as stated in [IH11], a header (i.e., flag) is used at the relay in MARC-SDF to identify the correctly
decoded source nodes, and furthermore, the header has to be protected with a very powerful error correction code.
On the other hand, the relay in MARC-IE always performs network-coding and does not add header to the XOR-
ed sequence to be forwarded to the destination. Therefore, it is not reasonable to make comparisons between
MARC-SDF and MARC-IE, because MARC-SDF and MARC-IE belong to different categories of MARC (i.e.,
MARC-SDF is address-based, while MARC-IE is non-address-based).

Up to our best knowledge, there is no explicit mathematical expressions to calculate the theoretical outage proba-
bility of MARC-SDF. Deriving explicit mathematical expression of the outage probability with MARC-SDF is out
of the scope of this section. Nevertheless, it is still meaningful to include MARC-SDF performance curves as a ref-
erence. The performance results with MARC-SDF, shown in Figure 6.4, are all based on the Monte Carlo method
according to [IH11, eqs. (4)-(6)] with a modification of [SKM04, eq. (12)], while all the curves for MARC-IE are
the theoretical results. It is emphasized that the conclusions for the superiority/inferiority of MARC-IE related to
MARC-SDF in the Asymmetric/Symmetric scenarios are only based on simulations.
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7. Conclusion and Outlook

In this deliverable, based on the input from [D11], first we identified four toy scenarios TS1, TS2, TS3 and TS4
to demonstrated the benefits of the links-on-the-fly concept. The baselines of different protocols that are used
for performance comparison with RESCUE system are presented. The distributed lossless/lossy source coding
theorems and Shannon’s lossy source/channel separation theorem are the key points to analyze the performance of
the toy scenarios, which are then briefly introduced. The performance assessments of the four toy scenarios based
on these theorems are provided with solid mathematical derivations and numerical results.

TS1 is a typical three-node one-way relay system. The outage probability of TS1 with decode-and-forward (DF)
relaying allowing intra-link errors (DF-IE) was theoretically analyzed, where all the links between source, relay
and destination are subject to independent block Rayleigh fading. The exact and approximated outage probabilities
are derived from the viewpoint of the theorem for source coding with a helper and the Slepian-Wolf theorem,
respectively. The admissible rate region is determined by the theorem for source coding with a helper, and found
to be larger than that determined by the Slepian-Wolf theorem. The exact outage probability is lower than its
approximation by the Slepian-Wolf theorem, however, the difference is negligible. Compared with the selective
DF system, DF-IE can always achieve better outage performance. The most significant finding is, with the DF-IE
system, the optimal relay location is shifted to exactly the midpoint between the source and destination, where
the contributions of the source-relay and relay-destination links are balanced. The accuracy of the theoretical
analysis has been verified through computer simulations. Furthermore, based on the numerical analysis, the DF-
IE system can achieve better ε-outage capacity and throughput performance than the Selective DF (SDF) and
Non-cooperative DF (NDF) systems.

TS2 is a single-source, multiple-relays, and single-destination system with no direct link between the source and
the destination. With the links-on-the-fly concept, TS2 is also known as the chief executive officer (CEO) problem.
The achievable rate-distortion region is derived according to Berger-Tung inner bound. The threshold limit of the
bit error rate (BER) performance of TS2 is calculated based on the achievable rate-distortion region. Furthermore,
we proposed two different methods to predict the error floor of the BER performance, one is the approximation
of the error floor from Poisson Binomial distribution, and the other one is the theoretical lower bound determined
by the rate-distortion function. In addition, the outage probability of TS2 in Rayleigh fading channels was derived
from the viewpoint of the Slepian-Wolf theorem.

As an extension of TS1, there are multiple relays in TS3 to help the information transmission from the source
to the destination. As an initial work, the SDF based multiple erroneous relaying were investigated. The initial
performance analysis in terms of BER has been studied over Rayleigh fading channel environment.

TS4 is an orthogonal multiple access relay channel (MARC) allowing intra-link errors (MARC-IE), and the outage
probability of MARC-IE is derived. The theoretical outage probabilities of network-coding-based MARC (MARC-
NC) and MARC with selective decode-and-forward relaying (MARC-SDF) were also included for comparisons.
It has been observed through simulations that the outage probability of MARC-NC is inferior to that of MARC-IE.
Moreover, it has been found through simulations that if one of the source nodes is far away from both the relay and
the destination, MARC-IE performs better than MARC-SDF.

The theoretical results of the four toy scenarios serve as preliminary input into WP2 and WP3 of the RESCUE
project. Especially, the outage probability and error floor analysis plays an important role in higher layer simula-
tions. In unpredictable environments assumed in RESCUE, strict link budget can not be guaranteed and the links
are allowed to be lossy. The theoretical results of TS1 and TS4 demonstrated the potential benefits of preserving
the lossy links in the network. It is expected that in more complicated network models that build upon the toy
scenarios, significant performance gains can be achieved. As a future work, more accurate error rate analysis of
TS2 will be provided, and lossy source-relay links will be included in TS3. Another extension is to investigate
more toy scenarios that are suitable for RESUCE system, e.g., multi-way relay system.
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Appendix A Proof of RSCwH(p)≥RSW (p)

According to (3.6) and (3.8), RSCwH(p)≥RSW (p) is equivalent to f1(x)≤ f2(x), where

f1(x) =
{

Hb(p), for x≥ 1,
Hb[H−1

b (1− x)∗ p], for 0≤ x≤ 1,
(A.1)

and

f2(x) =

 Hb(p), for x≥ 1,
1+Hb(p)− x, for Hb(p)≤ x≤ 1,
1, for 0≤ x≤ Hb(p),

(A.2)

are the boundaries for the sets of the inequalities for RSCwH(p) and RSW (p), respectively. It is obviously that
f1(x) = f2(x) for x ≥ 1. For 0 ≤ x ≤ Hb(p), f1(x) ≤ f2(x) since Hb[H−1

b (1− x) ∗ p] ≤ 1 always holds. For
Hb(p)≤ x≤ 1, by setting H−1

b (1− x) = α , it is easily to obtain

f2(x)− f1(x) = 1+Hb(p)− x−Hb(α ∗ p)

= Hb(α)+Hb(p)−Hb(α ∗ p).
(A.3)

To prove f2(x)− f1(x)≥ 0 for Hb(p)≤ x≤ 1, we consider the joint entropy of two binary random variable X and
Y , where X follows a Bernoulli distribution with parameter α , and Y is the observation of X over a BSC with a
crossover probability p. The joint entropy of X and Y can be expressed as

H(X ,Y ) = H(X)+H(Y |X)

= H(Y )+H(X |Y ),
(A.4)

where H(X) = Hb(α), H(Y ) = Hb(α ∗ p) and H(Y |X) = Hb(p). From (A.4), we get

H(X |Y ) = H(X)+H(Y |X)−H(Y )

= Hb(α)+Hb(p)−Hb(α ∗ p)

≥ 0.
(A.5)

Hence, it can be concluded that f2(x)− f1(x)≥ 0 for Hb(p)≤ x≤ 1.

In summary, f1(x)≤ f2(x) for x≥ 0, and RSCwH(p)≥RSW (p) has been proven.
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Appendix B Derivation of Eqations (3.14)-(3.21)

As mentioned Section 3.3.2, the intra-link error probability p and the rates R1, R2 can be transformed into the in-
stantaneous channel SNR of their corresponding links using the Φ−1(·) function with Φ−1(0) = 0. The joint pdf of
γ0, γ1 and γ2 can be expressed as p(γ0,γ1,γ2) = p(γ0) · p(γ1) · p(γ2) because the three links are statistically indepen-
dent with each other. Moreover, p(γi) =

1
Γi

exp(− γi
Γi
), i ∈ {0,1,2} due to the block Rayleigh fading assumptions.

With these conditions, Equation (3.15) can be calculated as

P1,b = Pr{p = 0,(R1,R2) ∈Rb}
= Pr{p = 0,0≤ R2 ≤ 1,0≤ R1 ≤ Hb(H−1

b (1−R2)∗ p)}
= Pr{γ0 ≥Φ

−1
1 (1),Φ−1

2 (0)≤ γ2 ≤Φ
−1
2 (1),Φ−1

1 (0)≤ γ1 ≤Φ
−1
1 [1−Φ2(γ2)]}

=
∫

Φ
−1
1 (∞)

Φ
−1
1 (1)

∫
Φ
−1
2 (1)

0

∫
Φ
−1
1 [1−Φ2(γ2)]

0
p(γ0,γ1,γ2)dγ1dγ2dγ0

=
∫

Φ
−1
2 (1)

0

∫
Φ
−1
1 [1−Φ2(γ2)]

0

{
p(γ1) · p(γ2) ·

∫
Φ
−1
1 (∞)

Φ
−1
1 (1)

p(γ0)dγ0

}
dγ1dγ2

=
∫

Φ
−1
2 (1)

0

∫
Φ
−1
1 [1−Φ2(γ2)]

Φ
−1
1 (0)

{
p(γ1) · p(γ2) · exp

[
−

Φ
−1
1 (1)
Γ0

]}
dγ1dγ2

= exp

[
−

Φ
−1
1 (1)
Γ0

]
·
∫

Φ
−1
2 (1)

0

{
p(γ2) ·

∫
Φ
−1
1 [1−Φ2(γ2)]

Φ
−1
1 (0)

p(γ1)dγ1

}
dγ2

= exp

[
−

Φ
−1
1 (1)
Γ0

]
·
∫

Φ
−1
2 (1)

0

{
p(γ2) ·

[
1− exp(−

Φ
−1
1 [1−Φ2(γ2)]

Γ1
)

]}
dγ2

=
1

Γ2
exp

[
−

Φ
−1
1 (1)
Γ0

]∫
Φ
−1
2 (1)

0
exp(− γ2

Γ2
) ·

[
1− exp(−

Φ
−1
1 [1−Φ2(γ2)]

Γ1
)

]
dγ2.

(B.1)

Equations (3.14), (3.16), (3.17), (3.18), (3.19), (3.20) and (3.21) can be calculated in the same way.
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Appendix C Approximation of the Inverse Binary Entropy Function

The binary entropy function is defined as

Hb(x) = z =−x log2 x− (1− x) log2(1− x). (C.1)

For 0≤ x≤ 0.5, Hb(x) is monotonically increasing and therefore has a unique inverse function

x = H−1
b (z). (C.2)

However, it may not be possible to derive the explicit expressions of H−1
b (z), according to Equation (C.1). By

using a curve fitting technique [LRW+98], it can be well approximated by

H−1
b (z)≈ (2c1zc2 −2−c3zc4 )c5 , (C.3)

with c1 = 0.6794, c2 = 0.7244, c3 = 0.1357, c4 = 21.8026 and c5 = 1.9920. The numerically calculated H−1
b (z)

and its approximated curves are shown in Figgure C.1.
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Figure C.1: The inverse binary entropy function and its approximation.
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Appendix D Slepian-Wolf inadmissible region closed-form expressions
for high SNR

For Rayleigh fading channels the pdf (cf. Eq. (4.18)) can be applied in Eq. (4.39) with corresponding limits. From
this it follows that

P1 =1−
∫

∞

2Rc1H(u1 |u2 ,u3)−1

∫
∞

2Rc2H(u2 |u1 ,u3)−1

∫
∞

2Rc3H(u3 |u1 ,u2)−1

1
Γ1

e−
γ1
Γ1

1
Γ2

e−
γ2
Γ2

1
Γ3

e−
γ3
Γ3 dγ3dγ2dγ1 (D.1)

=1− e−
2Rc1H(u1 |u2 ,u3)−1

Γ1
− 2Rc2H(u2 |u1 ,u3)−1

Γ2
− 2Rc3H(u3 |u1 ,u2)−1

Γ3 . (D.2)

For high-SNR the exponential function can approximated be the MacLaurin series and thus, the probability sim-
plifies to

P1 ≈
2Rc1H(u1|u2,u3)−1

Γ1
+

2Rc2H(u2|u1,u3)−1
Γ2

+
2Rc3H(u3|u1,u2)−1

Γ3
, (D.3)

with the assumption Rc1 = Rc2 = Rc3 = Rc, P1 can be finalized to

=
2RcH(u1|u2,u3)−1

Γ1
+

2RcH(u2|u1,u3)−1
Γ2

+
2RcH(u3|u1,u2)−1

Γ3
. (D.4)

For probabilities P2, P3 and P4 the pdf (cf. Eq. (4.18)) of Rayleigh fading channels can be applied to Eq. (4.40) -
Eq. (4.42). With (l, i, j,k) ∈ {(2,1,2,3),(3,3,1,2),(4,2,3,1)} the probabilities can be formulated to

Pl =
∫

∞

2RciH(ui)−1

∫ 2Rc jH(ui |u j)−1

2Rc jH(u j |ui ,uk)−1

∫ 2
RckH(u j ,uk |ui)−

Rck
Rc j

log2(γ j+1)
−1

2RckH(uk |ui ,u j)−1

1
Γi

e−
γi
Γi

1
Γ j

e
−

γ j
Γ j

1
Γk

e−
γk
Γk dγidγ jdγk,

The integral of γi and γk can be solved due to no limit-dependencies in other integrals and expressed as

Pl =
1
Γ j

e−
2RciH(ui)−1

Γi e−
2
RckH(uk |ui ,u j)−1

Γk

∫ 2Rc jH(ui |u j)−1

2Rc jH(u j |u j ,uk)−1
e
−

γ j
Γ j

1− e
2
RckH(uk |ui ,u j)

Γk
+ 2

RckH(u j ,uk |ui)−
Rck
Rc j

log2(γ j+1)

Γk

dγ j.

For high-SNR the exponential function can approximated be the MacLaurin series and thus, the probability sim-
plifies to

≈ 1
Γ j

(
1− 2RciH(ui)−1

Γi
− 2RckH(uk|ui,u j)−1

Γk

)

×
∫ 2Rc jH(ui |u j)−1

2Rc jH(u j |u j ,uk)−1

(
1−

γ j

Γ j

)2RckH(uk|ui,u j)

Γk
− 2

RckH(u j ,uk|ui)−
Rck
Rc j

log2(γ j+1)

Γk

dγ j.

The integral for γ j is solved with assumption Rci = Rc j = Rck = Rc and the probability can be eventually expressed
as

=

(
Γi−2Rc +1

)(
−Γk +2RcH(uk|ui,u j)−1

)
2ΓiΓ

2
jΓ

2
k

((
2RcH(ui|u j)−2RcH(u j |ui,uk)

)
(D.5)

×
(
−2Rc(H(ui,u j ,uk)−1) +2RcH(u j ,uk|ui)+1−2Rc(H(u j |ui,uk)+H(uk|ui,u j))+Γ j2RcH(uk|ui,u j)+1 +2RcH(uk|ui,u j)+1

)
+(Γ j +1)2RcH(u j ,uk|ui)+1 log

[
2Rc(H(u j |ui,uk)−H(ui|u j))

])
. (D.6)
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For probability P5a the Rayleigh fading channel pdf is applied in Eq. (4.44) and formulated to

P5a =
∫ 2Rc1H(u1)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1 |u3))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1∫ 2
Rc2H(u1 ,u2 ,u3)−

Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)
−1

2Rc2H(u2 |u1 ,u3)−1

1
Γ1

e−
γ1
Γ1

1
Γ2

e−
γ2
Γ2

1
Γ3

e−
γ3
Γ3 dγ3dγ2dγ1.

The integral of γ2 can be solved due to no limit-dependencies in other integrals and expressed as

=
1

Γ1Γ3
e−

2Rc2H(u2 |u1 ,u3)−1
Γ2

∫ 2Rc1H(u1)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1 |u3))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1
e−

γ1
Γ1 e−

γ3
Γ3

×

1− e
2Rc2H(u2 |u1 ,u3)

Γ2
− 2

Rc2H(u1 ,u2 ,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2

dγ3dγ1 (D.7)

For high-SNR the exponential function can approximated be the MacLaurin series and thus, the probability sim-
plifies to

≈ 1
Γ1Γ3

(
1− 2Rc2H(u2|u1,u3)−1

Γ2

)∫ 2Rc1H(u1)−1

2Rc1H(u1 |u2 ,u3)−1

(
1− γ1

Γ1

)
(D.8)

∫ 2
Rc3(H(u1 |u3))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)2Rc2H(u1,u2,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2
− 2Rc2H(u2|u1,u3)

Γ2

dγ3dγ1.

(D.9)

With assumption Rc1 = Rc2 = Rc3 = Rc the equation is transposed to

=
1

Γ1Γ2Γ3

(
1− 2RcH(u2|u1,u3)−1

Γ2

)∫ 2Rc−1

2RcH(u1 |u2 ,u3)−1

(
1− γ1

Γ1

)
∫ 2

RcH(u1 |u3)
(γ1+1) −1

2RcH(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)(
2

RcH(u1 ,u2 ,u3)
(γ1+1)(γ3+1) −2RcH(u2|u1,u3)

)
dγ3dγ1, (D.10)

The integrals for γ1 and γ3 are solved and the probability can be eventually expressed as

=− 1
Γ1Γ2Γ3

(
2Rc(H(u1|u2,u3)+H(u2|u1,u3)+H(u3|u1,u2))−2Rc(H(u1)+H(u2|u1,u3)+H(u3|u1,u2))

+2RcH(u1,u2,u3) log
[
2RcH(u1|u2,u3)

](
log
[

2−
RcH(u1 |u2 ,u3)

2 2Rc(−H(u2|u1,u2)+H(u3|u1,u2)−H(u1,u2,u3))

]
−1
)

+2RcH(u1,u2,u3) log
[
2RcH(u1)

](
log
[

2
RcH(u1)

2 2Rc(H(u2|u1,u3)−H(u1,u2,u3)+H(u3|u1,u2))

]
+1
))

. (D.11)

For probability P5b the Rayleigh fading channel pdf is applied in Eq. (4.45) and formulated to

P5b =
∫ 2Rc1H(u1 |u2)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1,u2 ,u3)−H(u2))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1∫ 2
Rc2H(u1 ,u2 ,u3)−

Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)
−1

2Rc2H(u2)−1

1
Γ1

e−
γ1
Γ1

1
Γ2

e−
γ2
Γ2

1
Γ3

e−
γ3
Γ3 dγ3dγ2dγ1.
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The integral of γ2 can be solved due to no limit-dependencies in other integrals and expressed as

=
1

Γ1Γ3
e−

2Rc2H(u2)−1
Γ2

∫ 2Rc1H(u1 |u2)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1 ,u2,u3)−H(u2))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1
e−

γ1
Γ1 e−

γ3
Γ3

×

1− e
2Rc2H(u2)

Γ2
− 2

Rc2H(u1 ,u2 ,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2

dγ3dγ1. (D.12)

For high-SNR the exponential function can approximated be the MacLaurin series and thus, the probability sim-
plifies to

≈ 1
Γ1Γ3

(
1− 2Rc2H(u2)−1

Γ2

)∫ 2Rc1H(u1 |u2)−1

2Rc1H(u1 |u2 ,u3)−1

(
1− γ1

Γ1

)
∫ 2

Rc3(H(u1 ,u2,u3)−H(u2))−
Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)2Rc2H(u1,u2,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2
− 2Rc2H(u2)

Γ2

dγ3dγ1.

With assumption Rc1 = Rc2 = Rc3 = Rc the equation is transposed to

=
1

Γ1Γ2Γ3

(
1− 2Rc −1

Γ2

)∫ 2RcH(u1 |u2)−1

2RcH(u1 |u2 ,u3)−1

(
1− γ1

Γ1

)∫ 2
Rc(H(u1 ,u2 ,u3)−H(u2))

(γ1+1) −1

2RcH(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)(
2

RcH(u1 ,u2 ,u3)
(γ1+1)(γ3+1) −2Rc

)
dγ3dγ1.

(D.13)

The integrals for γ1 and γ3 are solved and the probability can be eventually expressed as

=
2RcH(u1,u2,u3)

Γ1Γ2Γ3

(
1−2Rc(H(u1|u2,u3)−H(u1|u2))

+ log
[
2RcH(u1|u2)

](
log
[

2
RcH(u1 |u2)

2

]
−1
)
+ log

[
2RcH(u1|u2,u3)

](
1− log

[
2

RcH(u1 |u2 ,u3)
2 2Rc(H(u1|u2))

]))
.

(D.14)

For probability P5c the Rayleigh fading channel pdf is applied in Eq. (4.46) and formulated to

P5c =
∫ 2Rc1H(u1 |u3)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1|u3)+H(u3))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1∫ 2
Rc2H(u1 ,u2 ,u3)−

Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)
−1

2Rc2H(u2 |u1 ,u3)−1

1
Γ1

e−
γ1
Γ1

1
Γ2

e−
γ2
Γ2

1
Γ3

e−
γ3
Γ3 dγ3dγ2dγ1.

The integral of γ2 can be solved due to no limit-dependencies in other integrals and expressed as

=
1

Γ1Γ3
e−

2Rc2H(u2 |u1 ,u3)−1
Γ2

∫ 2Rc1H(u1 |u3)−1

2Rc1H(u1 |u2 ,u3)−1

∫ 2
Rc3(H(u1 |u3)+H(u3))−

Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1
e−

γ1
Γ1 e−

γ3
Γ3

×

1− e
2Rc2H(u2 |u1 ,u3)

Γ2
− 2

Rc2H(u1 ,u2 ,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2

dγ3dγ1. (D.15)

For high-SNR the exponential function can approximated be the MacLaurin series and thus, the probability sim-
plifies to

≈ 1
Γ1Γ3

(
1− 2Rc2H(u2|u1,u3)−1

Γ2

)∫ 2Rc1H(u1 |u3)−1

2Rc1H(u1 |u2 ,u3)−1

(
1− γ1

Γ1

)
∫ 2

Rc3(H(u1 |u3)+H(u3))−
Rc3
Rc1

log2(γ1+1)
−1

2Rc3H(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)2Rc2H(u1,u2,u3)−
Rc2
Rc1

log2(γ1+1)− Rc2
Rc3

log2(γ3+1)

Γ2
− 2Rc2H(u2|u1,u3)

Γ2

dγ3dγ1.
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With assumption Rc1 = Rc2 = Rc3 = Rc the equation is transposed to

=
1

Γ1Γ2Γ3

(
1− 2RcH(u2|u1,u3)−1

Γ2

)∫ 2RcH(u1 |u3)−1

2RcH(u1 |u2,u3)−1

(
1− γ1

Γ1

)
∫ 2

Rc(H(u1 |u3)+H(u3))
(γ1+1) −1

2RcH(u3 |u1 ,u2)−1

(
1− γ3

Γ3

)(
2RcH(u1,u2,u3)

(γ3 +1)(γ1 +1)
−2RcH(u2|u1,u3)

)
dγ3dγ1,

The integrals for γ1 and γ3 are solved and the probability can be eventually expressed as

=
1

Γ1Γ2Γ3

(
2Rc(H(u1|u3)+H(u2|u1,u3)+H(u3|u1,u2))−2Rc(H(u1|u2,u3)+H(u2|u1,u3)+H(u3|u1,u2))

+2RcH(u1,u2,u3) log
[
2RcH(u1|u3)

](
log
[

2
RcH(u1 |u3)

2 2Rc(H(u3)−H(u3|u1,u2))

]
−1
)

+2RcH(u1,u2,u3) log
[
2RcH(u1|u2,u3)

](
1− log

[
2−

RcH(u1 |u2 ,u3)
2 2Rc(H(u3)+H(u1|u3)H(u3|u1,u2))

]))
(D.16)
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Appendix E Derivation of Equation (6.5)

We first show some results about the entropy of the modulus-2 addition of two independent binary variable X and
Y . Assume X and Y follow the Bernoulli distributions with parameters px and py, respectively, i.e., X ∼ Bern(px)
and Y ∼ Bern(py). We can easily get the probability distribution for the modulus-2 addition of X and Y as{

p(X⊕Y = 0) = p(X = 0)p(Y = 0)+ p(X = 1)p(Y = 1) = (1− px)(1− py)+ px py = 1− px ∗ py,
p(X⊕Y = 1) = p(X = 0)p(Y = 1)+ p(X = 1)p(Y = 0) = (1− px)py + px(1− py) = px ∗ py,

(E.1)
where px ∗ py = (1− px)py + px(1− py). Therefore, the entropy of X ⊕Y is H(X ⊕Y ) = Hb(px ∗ py). There are
two special cases:

• If px = 0, H(X⊕Y ) = Hb(0∗ py) = py.

• If px = 1, H(X⊕Y ) = Hb(0.5∗ py) = Hb(0.5) = 1.

These results will be used in the derivation of Equation (6.5),

Encoder

Encoder

Decoder

+

Encoder

+

+

Figure E.1: The equivalent model of MARC-IE, where ⊕ indicates modulus-2 addition.

Now consider the equivalent system model of MARC-IE shown in Figure E.1, where vectors eA, eB and are i.i.d.
drawn from Bernoulli distributions with parameters pA and pB, respectively. The relationship between uR and ûR
can be expressed as ûR = uR⊕ eR, where eR is also i.i.d. drawn from Bernoulli distributions with parameters pR.
The mutual information between uR and ûR) is

I(uR; ûR) = H(ûR)−H(ûR|uR) (E.2)
= H(ũA⊕ ũB⊕ eR)−Hb(pR) (E.3)
= H(uA⊕ eA⊕uB⊕ eB⊕ eR)−Hb(pR) (E.4)
(a)
= 1−Hb(pR), (E.5)

where (a) follows the results presented above.

By using the chain rule, the joint entropy of H(uA, uB, uR, ûR) can be represented as

H(uA,uB,uR, ûR) = H(uA,uB)+H(uR|uA,uB)+H(ûR|uA,uB,uR) (E.6)
= H(ûR)+H(uA,uB|ûR)+H(uR|uA,uB, ûR). (E.7)

Then we have

H(uA,uB|ûR) = H(uA,uB)+H(uR|uA,uB)+H(ûR|uA,uB,uR)−H(ûR)−H(uR|uA,uB, ûR). (E.8)

Note the conditional mutual information I(uR; ûR|uA,uB) can be expressed by the chain rule, as

I(uR; ûR|uA,uB) = H(uR|uA,uB)−H(uR|uA,uB, ûR)

= H(ûR|uA,uB)−H(ûR|uA,uB,uR). (E.9)
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By substituting H(uR|uA,uB) of (E.9) into (E.8), H(uA,uB|ûR) can be rewritten as

H(uA,uB|ûR) = H(uA,uB)+H(ûR|uA,uB)−H(ûR), (E.10)

where the conditional entropy H(ûR|uA,uB) is calculated as

H(ûR|uA,uB) = H(uA⊕ eA⊕uB⊕ eB⊕ eR|uA,uB)

= H(eA⊕ eB⊕ eR)

= Hb(pA ∗ pB ∗ pR). (E.11)

Therefore, H(uA,uB|ûR) shown in the third inequality of (6.5) can be obtained by substituting (E.11) into (E.10),
as

H(uA,uB|ûR) = H(uA,uB)+H(eA⊕ eB⊕ eR)−H(ûR)

= H(uA)+H(uB)+Hb(pA ∗ pB ∗ pR)−Hb(ûR)

= 1+Hb(pA ∗ pB ∗ pR). (E.12)

The conditional entropy H(uA,uB|ûR) in (E.12) can also alternatively be expressed by the chain rule, as

H(uA,uB|ûR) = H(uB|uA, ûR)+H(uA|ûR)

= H(uA|uB, ûR)+H(uB|ûR). (E.13)

Since ûR is composed of uA, the conditional entropy H(uA|ûR) in (E.13) can be calculated as

H(uA|ûR) = H(uA|uA⊕ eA⊕uB⊕ eB⊕ eR)

= H(eA⊕uB⊕ eB⊕ eR)

= 1. (E.14)

Therefore, we can obtain H(uB|uA, ûR), shown in the second inequality of (6.5), by substituting (E.14) into (E.13),
as

H(uB|uA, ûR) = H(uA,uB|ûR)−H(uA|ûR)

= Hb(pA ∗ pB ∗ pR). (E.15)

The conditional entropy H(uA|uB, ûR) shown in the first inequality of (6.5) is obtained in the same way.
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Appendix F Rate-distortion Region Visualization

Similar to the time sharing concept, the rate-distortion region is divided into three parts, as

(a) for some 0≤ d̃ ≤ d2 {
R1 ≥ Hb(d1 ∗ p1 ∗ p2 ∗ d̃)−Hb(d1),
R2 ≥ 1−Hb(d̃),

(F.1)

(b) for some 0≤ d̃ ≤ d1 {
R2 ≥ Hb(d2 ∗ p1 ∗ p2 ∗ d̃)−Hb(d2)
R1 ≥ 1−Hb(d̃);

(F.2)

(c)
Rsum ≥ 1+Hb(d1 ∗ p1 ∗ p2 ∗d2)−Hb(d1)−Hb(d2), (F.3)

where d̃ is a dummy variable. We calculate the rates R1, R2 as well as Rsum with given d1 and d2, respectively, and
then plot the rate-distortion region by combining the three parts shown above.
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Appendix G Sum Rate of Multiple Users Case

In general, the sum rate requirement Rsum in the Berger-Tung inner bound is given as

Rsum ≥ I(u1,u2, · · · ,uK ;v1,v2, · · · ,vK), (G.1)

however, deriving this mutual information is not easy, instead, we assume d1,d2, · · · ,dK are relatively small. Thus,
we only need to calculate the joint entropy H(U) to obtain the sum rate.

Given the fact that uk, k = 1, · · · ,K is the result of passing u through a BSC with crossover probability pk, where
uk and u represent the realizations of uk and u, respectively, the joint probability Pr(u1,u2, · · · ,uK) is formulated
as

Pr(u1,u2, · · · ,uK) = Pr(u = 0)∏
i∈A

(1− pi) ∏
j∈AC

p j +Pr(u = 1)∏
i∈A

pi ∏
j∈AC

(1− p j), (G.2)

where A is the set of the index k if uk = 0, k = 1, · · · ,K and AC is the complementary set of the set A. For example,
setting K = 3 with u1 = 0, u2 = 1 and u3 = 0, the set A is equal to {1,3} and AC = {2}.

Therefore, the joint entropy H(U) which is equivalent to the information rate Rsum is calculated as

H(U) =− ∑
uk∈{0,1}

Pr(u1,u2, · · · ,uK) log2(Pr(u1,u2, · · · ,uK)). (G.3)
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