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Abstract

The primary objective of this thesis is to identify the impact of the source correla-
tion on multi-user detection (MUD). The necessary condition of correlated sources
transmitted over multiple access channel (MAC) is still an open question in Net-
work Information Theory, hence instead of pursuing pure information theoretic
approach, the empirical methods are taken in this thesis. Since the interleave
division multiple access (IDMA) has excellent spectral efficiency, bit-interleaved
coded modulation using iterative decoding (BICM-ID) based IDMA with soft suc-
cessive interference cancellation (SSIC) is chosen as the multiple access scheme.
Bit-flipping model and a very simple irregular repetition (IrR) code are exploited
as the correlated sources generation method and the channel code in this thesis,
respectively.

First of all, this thesis investigates the case that channel decoding for dif-
ferent users are performed independently. The system model of BICM-ID based
IDMA with SSIC for investigation is presented under additive white Gaussian noise
(AWGN) channel assumption based on fundamental principles and techniques. A
frequency domain soft cancellation minimum mean square error (FD-SC-MMSE)
turbo equalizer is jointly utilized in the system model to eliminate inter-symbol
interference (ISI) in frequency selective fading channel. Simulation results show
that, with independent decoding performed at the receiver, the source correlation
does not make any impact on system bit error rate (BER) and/or frame error rate
(FER) performance in the presented IDMA system.

This thesis then investigates the joint decoding process which aims to utilize
the source correlation at the receiver to improve system BER and/or FER perfor-
mance. By using extrinsic information transfer chart (EXIT chart), it is shown
that, with relatively high source correlation, joint decoder can significantly increase
the extrinsic log likelihood ratio (LLR) to help decoding process. Simulation re-
sults show the same conclusion that the system performance can be significantly
improved with relatively high source correlation. Moreover, in the frequency se-
lective fading channel, if sources are not fully correlated, the diversity order does
not increase, only a parallel shift of FER curves is observed. However, with fully
correlated source, the diversity order increases to twice.

Furthermore, a trade-off between rate-sum and performance gain is then anal-
ysed through Slepian-Wolf (S-W) and MAC rate region based on the sufficient
condition of the problem of correlated sources transmitted over MAC. This trade-
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off analysis indicates that with limited physical resources the excellent transmission
efficiency and excellent reliability can not be achieved at the same time. Particu-
larly, this analysis result can also help us to flexibly allocate power and transmission
rate in cooperative communication systems.

Keywords: source correlation, S-W region, MAC, IDMA, BICM-ID, AWGN
channel, frequency selective fading channel, FD-SC-MMSE, joint decoder, IrR,
rate-sum / performance gain trade-off
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Chapter 1

Introduction

1.1 Background

In modern telecommunication systems, especially in wireless communication sys-

tems, resources division multiple access technique, which is also known as xDMA,

is an indispensable part in systems. x can be time, with which x= T, frequency, x=

F, space, x= S, and/or other resources. Since NOMA techniques such as CDMA

and IDMA, outperform orthogonal multiple access techniques such as TDMA and

FDMA, in term of spectral efficiency [1], NOMA techniques have been recognised as

being important in broadband wireless communications, including mobile commu-

nications. An in-depth comparative study between IDMA and CDMA is provided

in [2]. Since IDMA achieves an excellent spectral efficiency, because of its potential

capability of multi-user detection, IDMA is chosen as the multiple access technique

in this research. The concept of IDMA is introduced in [2, 3] and [4]. Nowadays,

many applications based on IDMA have been proposed. IDMA is also considered

as one of candidates for the next generation wireless communications systems.

In cooperative communications, such as WSN or V2V network, source infor-

mation transmitted from different nodes are very likely correlated. Therefore, it is

natural to investigate if the source correlation makes any impact on system perfor-

mance of IDMA-based MUD. Furthermore, it is also a interesting topic to identify

if the decoders can utilize the source correlation to help decoding process in order

to achieve better system performance. If it is possible to improve the system per-

formance by utilizing the source correlation, better spectral efficiency can further

be improved.
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In this section, we provide the historical background of this thesis, as well as

the related fundamental techniques. The background and history of this thesis is

as following:

Turbo Code It is a Shannon capacity achieving code and is proposed in [5].

Based on the turbo code, the iterative decoding technique is developed, by

which a significant improvement of decoding performance can be achieved.

BICM-ID The basic BICM principle is first proposed by Zehavi in [6], with a

purpose of increasing the diversity order of the trellis-coded-modulation [7].

At the receiver side, in order to improve decoding performance, Li and Ritcey

apply the iterative decoding process, which is provided in [8] and is called

BICM-ID. In turbo code, the decoding function of two component codes are

complicated. However, with the BICM-ID principle, one component code

can be replaced by the modulator and the channel code can not necessary

be a very strong code, therefore, the decoding complexity can be significant

reduced without performance loss.

BICM-ID with Extended Mapping This topic is an application of BICM-ID

with optimized mapping scheme which is proposed in [9]. With the extended

mapping, the EXIT chart for demapper can be reshaped to achieve better

convergence property.

BICM-ID based IDMA This topic combines principles of BICM-ID and IDMA

which are naturally suitable to each other. With the system proposed in [10]

and [11], a near capacity performance can be achieved.

BICM-ID based IDMA with SSIC This topic includes the MUD part in

IDMA system and its convergence properties in AWGN channel and fre-

quency selective fading channel [12] and [13].

Impact of Source Correlation on IDMA-based MUD This topic is referred

to this thesis. In this thesis, the impact caused by source correlation is first

investigated. Then by utilizing the source correlation, it is shown that the

system can achieve better performance than independent decoding case.



3

1.2 Summary of Thesis

The primary objective of this research is to identify the impact of the source

correlation on MUD. This topic includes some problems not yet solved by Network

Information Theory, and hence, instead of pursuing pure information theoretic

approach, we take empirical methods where we reveal the behavioural properties

of IDMA with SSIC.

In this thesis, it can be concluded that, in the IDMA system, the source corre-

lation does not make any impact on MUD and decoding performance, if the inde-

pendent decoding process is applied for each user, under the AWGN channel and

the frequency selective fading channel assumptions. Furthermore, by utilizing the

source correlation in the joint decoding process at the receiver, the IDMA system

can achieve better performance when sources have higher correlation. Moreover,

the rate-sum / performance gain trade-off is analysed through S-W region and

MAC region analysis. This trade-off is useful for analysing the achievable rate

region. It can also help to allocate and optimize the powers and/or transmission

rates to achieve efficient utilization of physical resources depending on the QoS

requirement of applications.

1.3 Thesis Outline

This thesis is organized into 5 chapters.

In Chapter 1, the background and motivation of this research are introduced,

followed by the summary of this research and the outline of this thesis.

In Chapter 2, several fundamental concepts and earlier works are introduced.

First of all, the IDMA principle is introduced. Then, the mathematical model of

AWGN channel and frequency selective fading channel are provided. The problem

of correlated sources transmitted over MAC is also introduced in Chapter 2 as well.

After that, techniques related to coding and modulation are introduced.

In Chapter 3, impact investigation of source correlation on IDMA-based MUD

with independent decoding is provided. The system model with related techniques

used in the AWGN channels are first provided. Under the frequency selective

fading channel assumption, to eliminate the ISI, a FD-SC-MMSE turbo equal-

izer is used, where the system model is modified for frequency selective fading

channel. Then, the numerical results based on computer simulation are provided
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under AWGN channel and frequency selective fading channel assumptions with

independent decoding, followed by discussions of the simulation results.

Chapter 4 is the most important chapter of this thesis, where the impact investi-

gation of source correlation on IDMA-based MUD with joint decoding is provided.

In this chapter, the structure and properties of the joint decoder is first provided

with corresponding EXIT analysis. Then a modified iteration scheme is discussed

in order to eliminate the total number of iteration times. Numerical results are

provided using the same parameter settings as in Chapter 3. After that, a trade-off

between rate-sum and system performance is discussed by comparing the rate-sum

and system performance with different source correlation.

In Chapter 5, the summary and topics of the future works are provided.



Chapter 2

Preliminaries

In this chapter, some basic principles and concepts in this research are provided.

Also some earlier work and State-of-the-Art techniques involved in this research

are introduced. First of all, basic principle of IDMA, which is the core part of this

research, is briefly introduced. Then, mathematical models of channels including

AWGN channel, frequency selective fading channel and multiple access channel are

introduced. After that, the problem of correlated sources transmitted over MAC

is introduced with some related earlier works. Finally, details of some techniques

in this research including signalling, modulation, channel coding and decoding

schemes are introduced.

2.1 IDMA Principle

As discussed in Chapter 1, IDMA is chosen as the candidate of the multiple access

scheme in this thesis due to the excellent spectral efficiency.

The concept of IDMA is introduced in [2, 3] and [4]. Instead of using spread-

ing codes for user separation as in CDMA systems, IDMA allocates random and

unique interleaver to each user for user separation. With the iterative detection,

compared with one-shot detection in CDMA, system performance of IDMA systems

can achieve the turbo gain during iteration. In IDMA system, receiver performs

joint detection and channel decoding iteratively to separate users and decode in-

formations. The IDMA has exhibited various advantages in research, part of which

are introduced in [1] and [3]. IDMA has been proposed for many applications and

also considered as one of candidates for the next generation of wireless communi-
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cation systems.

The conventional system model of IDMA is shown in Fig. 2.1. At the transmit-

ter side, each user has its own interleaver which is different user by user. Before

modulation, coded sequences will be first sent to user-specified interleavers which

are also known at the receiver side.

Under the assumption of K simultaneous users, as shown in Fig. 2.1, information

sequence uk ,where k ∈ {1, 2, · · · , K}, is first encoded by a channel encoder to

generate coded sequence ck. Then, ck is per-mutated by its own interleaver Πk to

generate an interleaved version of ck. After that, the interleaved version of ck is

mapped to signal symbol xk by using a specified mapping rule. Finally, mapped

signal xk is sent to receiver over MAC.

At the receiver, iterative joint detection and decoding is performed to recover

the original information sequence uk. The MAC output y received by antenna(s)

can be expressed as

ym =
K∑
k=1

xk,m + nm, (2.1)

where m and nm denote symbol index and additive white Gaussian noise com-

ponent with variance σ2
n, respectively. The MAC output can also be reformed

into

ym = xk,m + ζk,m, (2.2)

where ζ is called multiple access interference which is the summation of Gaussian

noise and all the other users’ signal, and can be expressed as

ζk,m =
K∑

g=1,g 6=k

xg,m + nm. (2.3)

The elementary signal estimator function is first activated to eliminate interfer-

ence of MAC output for each user. For the k-th user, ESE output extrinsic LLR

Lk,e,ESE, defined as Lk,e,ESE = p(x = 1|y)/p(x = 0|y), is sent to a de-interleaver,

which performs the inverse permutation of the extrinsic LLR, corresponding to

the one used in the transmitter. Then channel decoding is performed. After that,

based on turbo principle, extrinsic informations are exchanged between ESE func-

tion and channel decoder iteratively to estimate the original information.

The core principle of IDMA system is that each user uses a unique interleaver
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Figure 2.1. Conventional IDMA System Model
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Πk to the user identification. Interleavers in IDMA system are generated randomly

and independently to guarantee that the interleaved sequences are statistically in-

dependent among the users. According to central limit theorem, summation of a

series of independent variables can be approximated by a Gaussian random vari-

able. Therefore, interference ζk in Equ. (2.2) is equivalent to an additive Gaussian

noise, which is a very useful assumption in this research.

In this section, we only discuss the basic principle and advantages of IDMA sys-

tem. Further details of IDMA system model used in this research will be discussed

in the next chapter.

2.2 Channel Model

In telecommunication systems, the physical medium between transmitter and re-

ceiver is called channel. There are various types of physical media. To simplify

analysis in research, it is quite common way that only mathematical properties

are considered to describe and classify channels. In this research, AWGN chan-

nel, frequency selective fading channel and MAC are used as channel models for

investigating impact of source correlation in the IDMA systems. In this section,

mathematical expressions are first provided for each channel model. Then, capac-

ity, outage probability and rate region in the AWGN channel, frequency selective

fading channel and MAC, respectively, are given.

2.2.1 AWGN Channel

Additive White Gaussian Noise channel, which is usually abbreviated by AWGN

channel, is one of basic and practical channel models. The mathematical descrip-

tion of AWGN channel is

y = x + n, (2.4)

where received signal y is equal to transmitted signal x added by a white Gaussian

noise n. The noise n distributes over independent and identically distributed (i.i.d.)

random variables following two-dimensional Gaussian distribution with µ = 0 and

σ2
n = N0/4 per-dimension, where N0 is spectral density of noise.

AWGN channel model doesn’t consider fading, caused by multipath propaga-

tion or shadowing, and other physical phenomenons except Gaussian noise. How-



9

ever, it provides a simple and useful way to investigate basic system performance

before taking into account of other physical phenomenons.

2.2.2 AWGN Channel Capacity

Channel capacity is the upper bound on the rate at which information can be

transmitted with arbitrary low error over a communication channel, and can be

defined as

C = max
p(x)

I(X; Y), (2.5)

where the channel capacity C is equal to the maximum mutual information between

channel input and output over input distribution p(x).

The theorem of noisy channel capacity is first proposed on [14] by Claude E.

Shannon at 1948. According to Shannon’s work, the channel capacity can be

further expressed as

C = B · log2 (1 + γ), (2.6)

where B and γ are the bandwidth and the instantaneous SNR, respectively. A

Gaussian codebook with rate R ≤ C can be designed to achieve arbitrary low

error in transmission, when γ is given.

In this research, complex Gaussian channel is used where the noise is two di-

mensionally distributed with σ2
n = N0/2. In this case, channel capacity can be

expressed as

C = log2

(
1 +

Ec
N0

)
, (2.7)

where Ec and Ec /N0 are average energy of coded symbol and received SNR,

respectively, if the Nyquist bandwidth B of receiver filter is equal to the inverse of

the symbol duration.

2.2.3 Fading Channel

In Section 2.2.1 and 2.2.2, mathematical model of AWGN channel and its capacity

are introduced. The AWGN channel model ignores all the other physical phe-

nomenons for the simplicity. However, in this section, fading and its frequency

selectivity is discussed.
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Flat fading channel

In wireless communications, received signal power varies randomly over distance or

time as a result of shadowing and/or multipath fading, which is usually modelled

as a random process. In mathematical analysis, Jakes’ model is widely used to

represent Rayleigh fading channel. Its details are provided in [15]. We simply

utilize

y = h · x + n, (2.8)

where h is called channel gain and is a complex random variable. Each dimension

of h follows the Gaussian distribution with µ = 0 and σ2 = 1/2. The expected

value of channel energy E[|h|2] is usually normalized to 1.

Frequency selective fading channel

In modern wireless communications, broadband transmission is widely used due

to the requirement of transmission speed. However, in this case, received signal

usually suffers from multipath propagation, which results in signal components

reaching destination at different times due to different propogation lengths. This

phenomenon is usually non-negligible in the broadband transmission because the

bit period is shorter than the channel’s delay spread [7]. The mathematical de-

scription of multipath channel is

y = H · x + n, (2.9)

where H is channel matrix defined as

H =



h0 O

h1 h0
... h1

. . .

hL−1
...

. . . h0

hL−1
. . . h1

...
...

...
...

O hL−1


, (2.10)

where hl, l ∈ [0, L − 1], is the channel gain for each path and each dimension

follows the Gaussian distribution with µ = 0 and σ2 = 1/2L. Note that the expect
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value of channel energy is also normalized as

E

[
L−1∑
l=0

|hl|2
]

= 1. (2.11)

It should be noticed that multipath propagation may result in frequency selec-

tivity on the received signal. For a two-path channel whose impulse response is

h = [a, b] (assume a, b ≥ 0), Fourier transform of h can be expressed as

H(jω) = a+ b · e−jωt0 , (2.12)

where t0 is channel delay. With angle frequency point ω = π/t0, Equ. (2.12) takes

its minimum value a− b which sometime results in very deep fade at the receiver.

Although impulse response of a fading channel usually varies with time, in this

research, we assume that impulse response doesn’t change within one transmission

block, but vary with block by block, which is referred to block fading channel

model.

2.2.4 Outage Probability

In AWGN channel, the probability of symbol error depends on the received SNR.

However, in fading channel, since the channel impulse response varies with time,

received SNR is also changing with the time. Therefore, outage probability is

defined as a performance criteria for fading channel. The outage probability is

defined as

Pout = P (γs < γ0) =

∫ γ0

0

pγs(γ) dγ, (2.13)

where γ0 typically specifies the minimum SNR required for acceptable performance

and γs is instantaneous SNR [16]. pγs(γ) is the PDF of γs.

2.2.5 Multiple Access Channel

Another channel model used in this research is multiple access channel in which two

or more users send informations to a common receiver. As mentioned in Section

2.1, NOMA is considered in this research. The output of MAC can be expressed
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Figure 2.2. Rate Region of Multiple Access Channel

as

y =
K∑
k=1

xk + n, (2.14)

where K donates the number of users. For a two users MAC, the rate region is

the closure of the set of achievable (R1, R2) rate pairs, which satisfies
R1 ≤ I(X1 ; Y |X2)

R2 ≤ I(X2 ; Y |X1)

R1 + R2 ≤ I(X1, X2 ; Y )

, (2.15)

and is illustrated in Fig. 2.15 [17].

2.3 Correlated Sources

Another key word of this research is correlated sources which are very common

in coorprative communications and wireless sensor networks. A theoretical bound

of coding two lossless compressed correlated sources was provided by Slepian and

Wolf in 1973 [18]. Correlated sources can be losslessly compressed within the rate
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region satisfying Equ. (2.16) which is illustrated in Fig. 2.3.
R1 ≥ H(X1 |X2)

R2 ≥ H(X2 |X1)

R1 + R2 ≥ H(X1, X2)

. (2.16)

Figure 2.3. Achievable Region based on Slepian-Wolf Theorem

In this research, we consider two correlated sources which are transmitted over

a non-orthogonal MAC. Therefore, both MAC region and Slepian-Wolf region

(S-W region) should be considered. About this problem, Cover, El Gamal and

Salehi proven the sufficient condition of lossless communication of a pair of corre-

lated sources using joint source-channel coding over a discrete MAC in 1980 [19].

However, the necessary condition of this problem is still an open problem [20].

The outage probability of correlated sources transmitted over orthogonal block

Rayleigh fading channel was derived in [21]. Correlated sources transmitted over

one-path fading channel was investigated in [22]. The sufficient condition for fading

MAC with given distortions and optimal power allocation was deived in [23]. Out-

age probability in non-orthogonal fading MAC based on the sufficient condition

was derived at [24]. Also, correlated sources transmitted over multi-path fading

MAC with two receive antennas and joint decoding were proposed in [25] and [26].
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Based on the result in [19], the sufficient condition can be obtained by combining

Equ. (2.15) and Equ. (2.16),
H(X1 |X2) ≤ I(X1 ; Y |X2)

H(X2 |X1) ≤ I(X2 ; Y |X1)

H(X1, X2) ≤ I(X1, X2 ; Y )

. (2.17)

Equ. (2.17) indicates that the transmission is succeeded, if MAC region and S-

W region intersect with each other, otherwise transmission is failed, as shown in

Fig. 2.4 [24].

(a) Transmission success (b) Transmission fail

Figure 2.4. Example of MAC Region and S-W Region Intersection Analysis

Since the necessary condition of this problem is still an open problem, in this

research, only empirical methods are used to investigate impact of source corre-

lation on IDMA-based MUD as well as performance improvement via exchanging

correlation information during joint decoding process.

2.4 Coding and Modulation Schemes

In this section, some techniques and earlier works involved in this research are

introduced, including BICM-ID principle, doped accumulator, QPSK demapper

and irregular repetition code.
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2.4.1 BICM-ID Principle

The basic BICM principle is first proposed by Zehavi in [6], with a purpose of

increasing the diversity order of the trellis-coded-modulation modulation [7]. It

performs a bit-level interleaver rather than symbol-level at the transmitter side.

(a) BICM-ID transmitter model

(b) BICM-ID receiver model

Figure 2.5. BIDM-ID Transmitter and Receiver Model

At the receiver side, in order to improve decoding performance, Li and Ritcey

apply the iterative decoding process, which is provided in [8] and is called BICM-

ID. Based on the turbo principle, extrinsic LLRs are exchanged between decoder

and demapper to obtain more information about u. The basic system model of

BICM-ID is illustrated in Fig. 2.5. If we remove the feedback in Fig. 2.5(b), it

becomes the original BICM receiver model.

It should be noticed that non-Gray mapping, rather than Gray mapping, is

more suitable to BICM-ID scheme. To verify the suitability, the QPSK with Gray

and non-Gray mapping is used as an example, as shown in Fig. 2.6. By comparing

these two cases, the Euclidean distance between two constellation points of the
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(a) Constellation distance of first bit in
QPSK with Gray mapping

(b) Constellation distance of second bit in
QPSK with Gray mapping

(c) Constellation distance of first bit in
QPSK with non-Gray mapping

(d) Constellation distance of second bit in
QPSK with non-Gray mapping

Figure 2.6. QPSK Constellations with Gray and Non-Gray Mmapping
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second bit shown in Fig. 2.6(b) and 2.6(d) are the same in Gray and non-Gray

cases. However, the Euclidean distance of the first bit with non-Gray mapping is

larger than that with Gray mapping. Similar result also can be found for 8PSK as

well [7].

Additionally, from system structure point of view, we can find that the structure

of BICM-ID is naturally suitable to the IDMA. Comparing Fig. 2.5(a) and the left

side of Fig. 2.1, it is obvious that the BICM-ID has similar structure as the IDMA

at transmitter side. Therefore, BICM-ID principle can be easily applied into IDMA

system so that benefits of IDMA and BICM-ID, which is introduced in section 2.1

and this section, can be exploited in the system.

2.4.2 Doped Accumulator

The doped accumulator [27] has the same structure as the memory-1 RSC code

encoder, as shown in Fig. 2.7.

The output of DACC with a specified doping ratio Q is a mixture of systematic

bits and coded bits, where every Q-th bits in the systematic bit sequence are

replaced by the corresponding coded bits in the coded sequence. It should be

noticed that the overall code of DACC is 1 and thus DACC has no error correcting

capability at all. However, the DACC can help to reshape the EXIT chart curve

of demapper to improve the convergence property, as shown in Fig. 2.8 [28] and

will be discussed in Section 2.2.4.

Figure 2.7. Structure of Doped Accumulator with Doping Ratio Q
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2.4.3 QPSK Demapper

In this research, QPSK is used as the modulation scheme. As we have discussed in

Section 2.4.1, non-Gray mapping is performed as the mapping scheme. Therefore,

a demapper is required to compute LLR for coded bits. The MAP algorithm is

performed to compute the extrinsic information. The extrinsic LLR Le,Dem of d-th

bit in m-th symbol can be computed by

Le,Dem[bd] = ln

∑
xm∈S1

e−
|ym−xm|2

σ2
∏2

q=1,q 6=d e
bqLa,Dem,bq∑

xm∈S0
e−
|ym−xm|2

σ2
∏2

q=1,q 6=d e
bqLa,Dem,bq

, (2.18)

where bd is d-th bit in m-th symbol, S1(S0) and bq are labelling set and corre-

sponding q-th bit (q 6= d) with d-th bit being 1(0), La,Dem,bq is a priori information

fed back form the decoder, σ2 is the Gaussian noise variance, ym is the received

symbol and xm is the constellation point of S1(S0), respectively.

2.4.4 EXIT Chart Analysis

EXIT chart is a technique that help construct good iteratively-decoded error-

correcting codes and is developed by Stephan ten Brink on the concept of extrinsic

information exchange [29]. It is an very useful tool to analyse the convergence

property of iterative decoding process and help the optimization of coding and

modulation schemes.

EXIT chart uses mutual information to show how iterative decoding is per-

formed via exchanging extrinsic information between decoding components. If

there are two components exchanging extrinsic information, the convergence prop-

erty of components can be plotted using a 2D EXIT chart. Similarly, 3D EXIT

chart can be used to analyse convergence property when there are three compo-

nents. In the 2D EXIT chart, input a priori mutual information of one component

is plotted on the horizontal axis and the corresponding output extrinsic informa-

tion is on the vertical axis, while the definition of the axis for another component

is opposite. If there is a tunnel between two EXIT curves in 2D case, or 3 planes in

3D case, of the components in the EXIT chart, the extrinsic mutual information

monotonically increases via iterations. No more extrinsic mutual informations is

obtained when two curves intersect with each other. However, if the intersection

happens at the (1, 1) point, it means the receiver can successfully decode the
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Figure 2.8. EXIT Chart of Demapper and Decoder at SNR = 2dB

original information.

In this subsection, we explain more details about comparison between Gray

and non-Gray mapping, and the benefit of DACC by using EXIT chart analysis.

Fig. 2.8 is an example of the EXIT chart of demapper and decoder at SNR = 2dB,

where the horizontal axis is the demapper a priori mutual information Ica,Dem and

the decoder extrinsic mutual information Ice,Dec while the vertical axis is the demap-

per extrinsic mutual information Ice,Dem and the decoder a priori mutual informa-

tion Ica,Dec, where La and Le donate a priori LLR and extrinsic LLR of decoding

compnents, respectively. From the observation of the two curves marked with cir-

cle and square in Fig. 2.8, it can be found that the Ice,Dem of the curve of non-Gray

mapping will increase according to the increase of Ica,Dem by iteration. Therefore,

BICM-ID with non-Gray mapping can achieve better system performance than

Gray mapping. However, even though the non-Gray mapping outperforms the

Gray mapping, intersection of the demapper curve and the decoder curve happens

before the extrinsic mutual information of decoder reaching the (1, 1) point, as

shown in Fig. 2.8. With the help of DACC, the tunnel between demapper curve

and decoder curve keep open and the both can finally reach the (1, 1) point, mean-

ing that decoder can successfully decode the original information, as shown in the
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curve marked with triangle and circle in Fig. 2.8.

In the chapter 4, we will use EXIT chart to analyse the convergence property

of correlated sources transmitted over MAC and joint decoding process.

2.4.5 Coding and Decoding scheme

The channel code used in this research is irregular repetition code which is a mod-

ified version of conventional repetition code. There is a set indicating repetition

times in an IrR encoder. In this research, we will use the expression described in

Equ. (2.19) to define the set for an IrR the encoder:

d = [d1, d2, · · · ] and p = [p1, p2, · · · ], (2.19)

where dk, k ∈ {1, 2, · · · }, is repetition coefficients and pk, k ∈ {1, 2, · · · }, is the

percentage of bits which will be repeated dk times in a codeword.

For example, an IrR encoder is defined as

d = [2, 3] and p = [0.5, 0.5]. (2.20)

In this example, 50% bits are repeated twice and another 50% bits are repeated

three times to generate codewords. The overall code rate of this IrR code is 0.4. It

is important that bits, which will be repeated dk times, are chosen randomly from

the information sequence.

The decoding function for IrR code is same as conventional repetition code,

which can be expressed as

Lcp,Dec,m =
D∑
d=1

Lca,Dec,d + Lua,Dec,m, (2.21)

where Lcp,Dec,m is the a posteriori LLR for m-th coded bit whose repetition time

is D in the encoder while Lca,Dec,d and Lua,Dec,m, d ∈ {1, 2, · · ·D}, are the a priori

LLR for the codeword, which contains m-th bit, and its corresponded information

bit.

Regarding the DACC discussed in Section 2.4.2, since it has the same structure

as the memory-1 RSC encoder, a decoder is required for decoding the input of

DACC at the receiver side. In this research, a posteriori probability decoding is
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assumed to recover the systematic information input to DACC, from which the a

posteriori LLR can be computed by Equ. (2.22).

Lp,DACC = ln
P (x = 1|y)

P (x = 0|y)
. (2.22)

The algorithm used in the decoder is referred to the BCJR algorithm [30]. The

BCJR algorithm is a standard operation for decoding trellis-based codes, therefore,

we will not discuss the decoding process in details in this thesis.

2.5 Summary

In this chapter, several basic principles and problems to be investigated in this

research, such as IDMA, correlated sources and BICM-ID, have been briefly intro-

duced. The mathematical expression of AGWN channel, frequency selective fading

channel and MAC were provided as well as their properties. Moreover, structure

and purpose of some key techniques and algorithms used in this research such as

DACC, demapper and coding-decoding algorithms, were introduced. The result

of the investigations in this chapter will be used to construct the system in this

thesis.



Chapter 3

Impact Investigation of Source

Correlation

3.1 Introduction

In cooperative communications, source correlation is a non-negligible part and

sometimes can be utilized in the decoding process. In the future communica-

tions, instead of using orthogonal MAC, it is quite likely that for this purpose,

non-orthogonal MAC has to be taking into account in order to increase the trans-

mission efficiency. However, the impact of source correlation on MUD under non-

orthogonal MAC should be first investigated. In this chapter, the correlation

impact on system performance is investigated by setting source correlation as a

parameter. Since the SSIC is the most promising technique, the impact of source

correlation on SSIC is investigated in this chapter, where the decoding process is

performed independently user-by-user. Hence, in this chapter, our investigation is

only on the SSIC performance.

First of all, basic system model and its component functions are provided to

introduce as a knowledge basis of investigation. Then, the structure of the FD-

SC-MMSE channel equalizer is introduced, and the modified system model under

frequency selective fading channel is provided. After that, numerical results are

provided under AWGN channel and frequency selective fading channel assump-

tions. Finally, discussion and conclusion of this chapter are given.
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3.2 System Model

In this section, the system model for investigating impact of source correlation

on IDMA-based MUD under the AWGN channel assumption is proposed. First

of all, the correlated source generation and transmission scheme are introduced.

After that, the expression of received signal is given. Then, the MUD and decod-

ing schemes are provided, including iteration scheme, SSIC, modified demapper

function and decoding scheme.

The basic IDMA-based MUD system model is depicted in Fig. 3.1. With this

model, the MAC channel suffers from only AWGN component. System model un-

der frequency selective fading channel assumption will be discussed in Section 3.3.

3.2.1 Transmission Scheme

At the transmitter side, we first generate the correlated sources. For the case of

analysis, the number K of correlated sources is always set to 2 in this thesis. In

this case, the bit-flipping model is used for generating correlated sources. The

parameter pe in Fig. 3.1(a) is referred to percentage of flipped bits, or called intra-

link error probability in some materials, in the original information sequence u.

The process of bit-flipping can be expressed as

u′ = u
⊕

e, (3.1)

where u is original binary information sequence with length Nu, e is a binary

error vector with length Nu and has Nu · pe 1s which are randomly allocated.

Information sequence for user-1 u1 is same as u, while u2 is generated by passing the

bit-flipping function and an interleaver Π0. The information sequence uk for k-th

user, where k ∈ {1, 2}, is first sent to an IrR encoder, followed by the user-specified

interleaver Πk, DACC and non-Gray QPSK mapper to generate the modulated

symbol sequence xk. After that, the modulated symbol sequence xk is transmitted

over MAC to the receiver.
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(a) BICM-ID transmitter model

(b) BICM-ID receiver model

Figure 3.1. IDMA-based MUD System Transmitter and Receiver Model
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3.2.2 MUD and Decoding Schemes

At the receiver side, the received signal y can be expressed as

y =
K∑
k=1

√
Pk · xk + n, (3.2)

where Pk and n are the transmission power of the k-th user and AWGN component

with variance σ2
n, respectively. As we mentioned in Section 2.1, received signal also

can be expressed as

y =
√
Pk · xk + ζk (3.3)

with

ζk =
K∑

g=1,g 6=m

√
Pg · xg + n. (3.4)

Then the iterative multi-user detection and decoding process are performed to

eliminate MAI and decode the original information for the 1st user and the 2nd

user.

At the receiver, as shown in Fig. 3.1(b), the iteration in the MUD and decoding

process are divided into two types. The solid line is referred to decoding process

for decoding information, while the dashed line is referred to SSIC process for elim-

inating MAI, which are called local iteration and global iteration in this research,

respectively. The iteration scheme, in general, in this research is that the global

iteration will be activated once after several rounds of local iteration.

Local Iteration

The local iteration is performed among demapper, DACC decoder and IrR decoder.

In the local iteration, the a priori LLR of coded bits to demapper and DACC

decoder is initialized as 0 in the first iteration. And in this chapter, the a priori

LLR of information bits to IrR decoder is always set as 0. The decoding functions

for DACC and IrR code performed in the local iteration is provided by Equ. (2.22)

and Equ. (2.21). It should be noticed that informations exchanged among local

iteration components, as well as in the global iteration, are extrinsic information

only, which can be computed by

Le = Lp − La, (3.5)
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where Le, Lp and La donate the extrinsic LLR, a posteriori LLR and a priori

LLR, respectively.

Global Iteration

After several rounds of local iteration, the global iteration is activated, which is

referred to the dashed lines, soft symbol generator and SSIC. The purpose of global

iteration is to eliminate the MAI in the composite received signal by SSIC process.

Because of that, the local iteration for each user can get more reliable extrinsic

information from the demapper.

The first step of global iteration is to generate the soft replica of transmitted

symbol sequence x. For k-th user, whose transmission power is Pk, the Lk,a,Soft

is the a priori LLR to soft symbol generator. The Lk,a,Soft is reconstructed from

the extrinsic LLR of DACC decoder and IrR decoder in the last local iteration

and should have exactly the same index arrangement as x′k which is the input of

the QPSK non-Gray mapper in Fig. 3.1(a). Then Lk,a,Soft are sent to the soft

symbol generator to compute the soft symbol x̂k and the corresponded variance

using Equ. (3.6) and Equ. (3.7).

x̂k,m =
∑
s∈S

s ·
2∏
q=1

P (bk,q = W ) (3.6)

σ2
k,m = Pk − x̂2k,m (3.7)

with

P (bk,q = W ) =
ebk,qLk,a,Soft

1 + eLk,a,Soft
, (3.8)

where W ∈ {0, 1}, S is the set of constellation points. Before the first global

iteration is activated, the soft symbol and its variance should be initialized as

x̂k,m = 0 (3.9)

σ2
k,m = 1. (3.10)

Then the SSIC is performed to eliminate the interference. The process of SSIC is

to subtract soft symbols of interference components from composite received signal

and can be expressed as

ŷk,m = ym − ζ̂k,m, (3.11)



27

where

ζ̂k,m =
K∑
g=1

√
Pg · x̂g,m −

√
Pk · x̂k,m. (3.12)

The variance of interference experienced by k-th user after soft cancellation can

be computed using

σ2
k,ζ,m =

K∑
g=1,g 6=k

Pg · σ2
k,m + σ2

n. (3.13)

After the SSIC, ŷk and its corresponding variance σ2
k,ζ are sent to demapper to

compute Lk,e,Dem. Since the input signal and variance of demapper are not obtained

directly from the channel in this system, the demapper function, originally provided

by Equ. (2.18), is modified so that it matches the model, as

Lk,e,Dem[bd] = ln

∑
xk,m∈S1

e
−
|ŷk,m−xk,m|

2

σ2
k,ζ,m

∏2
q=1,q 6=d e

bqLa,Dem,bq

∑
xk,m∈S0

e
−
|ŷk,m−xk,m|2

σ2
k,ζ,m

∏2
q=1,q 6=d e

bqLa,Dem,bq

, (3.14)

where ŷk and σ2
k,ζ are updated in every global iterations. The computational

complexcity of demapper function can be reduced in log-domain by using Jacobi

logarithm [31].

Then the extrinsic LLR of demapper is sent to DACC decoder with the a priori

LLR fed back from channel decoder to start the next round of local iteration. It

should be noticed that the a priori LLR of demapper and DACC decoder is the

same and is reconstructed from the extrinsic LLR of IrR decoder.

3.3 Joint Turbo Equalizaion and MUD scheme

In the previous section, we have introduced the system model under AWGN chan-

nel assumption. In this section, channel assumption is extended to frequency

selective fading channel, where both MAI and ISI exist. Therefore, a channel

equalizer is required to eliminate ISI. We will first introduce the circulant channel

matrix. And then, the structure and details of the joint FD-SC-MMSE equalizer

and demapper are provided.
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3.3.1 Channel Matrix

Cyclic prefix (CP) is assumed here as the prefix in transmission frame. Since

the CP is appended at the transmitter side and removed at the receiver side, the

channel matrix H is equivalent to a circulant matrix Hc. The circulant channel

matrix of the k-th user can be expressed as

Hc
k =



hk,0 0 · · · hk,L−1 · · · hk,2 hk,1

hk,2 hk,0 · · · 0 · · · hk,3 hk,2
...

...
. . .

...
. . .

...
...

hk,L−1 hk,L−2 · · · 0 · · · 0 hk,L−1

0 hk,L−1 · · · 0 · · · 0 0
...

...
. . .

...
. . .

...
...

0 0 · · · hk,L−3 · · · hk,0 0

0 0 · · · hk,L−2 · · · hk,1 hk,0


, (3.15)

where Hc
k ∈ CNs×Ns and hk,l is the channel gain of l-th path of channel for the

k-th user with Ns being the block length and L being the channel length. Then,

the received signal described in Equ. (3.2) can be rewritten as

y =
K∑
k=1

Hc
k ·
√
Pk · xk + n. (3.16)

One important property of circulant matrix is that the Hc
k can be diagonalized

by the DFT matrix, as shown in Equ. (3.17).

Hc
k = FH Ξk F, (3.17)

where F ∈ CNs×Ns is the normalized DFT matrix and FH is the Hermitian trans-

pose of F. The diagonal components of matrix Ξk is the Ns-point DFT of the

channel impulse response of k-th user which can be computed by the fast Fourier

transform efficiently, as expressed in Equ. (3.18).

diag{Ξk} = FFT {[hk,0Ns−L]}. (3.18)

Hence, Ξk also can be considered as the frequency domain expression of channel

matrix.
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3.3.2 Joint FD-SC-MMSE Equalizer and Demapper

To eliminate the ISI caused by multipath propagation, channel equalization is

required at the receiver. There are various techniques for channel equalization, such

as zero-forcing, MMSE and MLSE [16]. Due to the noise enhencement problem

of zero-forcing and heavy computional complexity of MLSE, in this research, FD-

SC-MMSE equalizer is considered as the channel equalization technique, which

can avoid the noise enhencement without heavy computational complexity. The

algorithm of this FD-SC-MMSE equalizer is provided in [32].

In frequency selective fading channels, the demapper at the receiver in

Fig. 3.1(b) is replaced by a joint FD-SC-MMSE equalizer and demapper, which is

illustrated in Fig. 3.2. Since the channel easimation is not the aim of this research,

the channel estimator in the block diagram is assumed to provided the perfect

output, indicating that the estimated Ĥk is exactly equal to the true Hk. The

input x̂k is provided from the soft symbol generator. And the ŷk and σ2
k are the

symbol sequence and the corresponding variance after SSIC. The process of SSIC

under frequency selective fading channel assumption is obtained from Equ. (3.11)

and Equ. (3.13) in AWGN channel, where the channel matrix should be considered

here and equations are given as

ŷk = y −
K∑

g=1,g 6=k

Hc
k ·
√
Pg · x̂g (3.19)

σ2
k,ζ =

K∑
g=1,g 6=k

Eg · Pg · σ2
k + σ2

n, (3.20)

where Hc
k is the circulant channel matrix and Eg is the channel total energy for

the k-th user defined as

Eg =
L−1∑
l=0

|hg,l|2. (3.21)

The input to the MMSE filter ỹ is soft cancellation input, given by

ỹ = ŷk −Hc
k ·
√
Pk · x̂k. (3.22)
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Figure 3.2. Structure of Joint FD-SC-MMSE Equalizer and Demapper
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MMSE filter

After SSIC, Ĥc
k, x̂k, ỹk and σ2

k,ζ are then forwarded to the MMSE filter. The

output of MMSE filter can be expressed as

zk = (1 + γ̄kδ̄k)
−1[δ̄kx̂k + FHΨkỹ

f ] (3.23)

with the definition of γ̄k, δ̄k, Ψk and ỹf as follows:

γ̄k =
1

Ns

tr

[
ΞH(Ξ∆ΞH + σ2

k,ζINs)
−1Ξ

]
(3.24)

δ̄k =
1

Ns

Ns∑
m=1

|x̂k,m|2 (3.25)

Ψk = ΞH(Ξ∆ΞH + σ2
k,ζINs)

−1 (3.26)

ỹf = F · ỹ. (3.27)

The ∆ is defined and approximated as follows:

∆ = F Λ FH ≈ 1

Ns

trΛ · INs (3.28)

with Λ being the symbol error covariance matrix as

Λ = diag{Pk − |x̂k|2}. (3.29)

Furthermore, the first and second moments of the MMSE filter output can be

expressed as

µz,k = γ̄k(1 + γ̄kδ̄k)
−1 (3.30)

σ2
z,k = µz,k(1− µz,k). (3.31)

Since we assume that the number of the receive antenna is one, except the DFT

matrix F, all of the Ns-by-Ns matrices in Equ. (3.23)-(3.29) are diagonal matrices.

Hence, the computational complexity can be further reduced by only taking the

diagonal components in practical equalization process.
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Demapper

After the channel equalization, the equalizer output symbol sequence zk is sent to

the QPSK demapper. In this case, the demapper function provided in Equ. (3.14)

should be further replaced by

Lk,e,Dem[bd] = ln

∑
xk,m∈S1

e
−
|zk,m−µz,k·xk,m|

2

σ2
z,k

∏2
q=1,q 6=d e

bqLa,Dem,bq

∑
xk,m∈S0

e
−
|zk,m−µz,k·xk,m|2

σ2
z,k

∏2
q=1,q 6=d e

bqLa,Dem,bq

. (3.32)

It should be noticed that input from the MMSE filter zk, µz,k and σ2
z,k are updated

every global iteration while the a priori LLR La,Dem,bq is still updated every local

iteration.

3.3.3 MUD and Decoding Scheme

The iterative MUD and decoding process in frequency selective fading channel,

which is referred to the global iteration and the local iteration, is similar to what

we have discussed in Section 3.2.2 for AWGN channel. It should be noted that

even though the channel equalizer is performed with the demapper jointly, it is

only activated in the global iteration because the soft symbol is updated in the

global iteration only.

3.4 Numerical Reaults

In this section, a series of computer simulations are performed to investigate the

impact of source correlation on IDMA-based MUD over AWGN channel and fre-

quency selective fading channel, respectively. However, in this chapter, the decod-

ing process is assumed to be performed independently user-by-user at the receiver.

Hence, the source correlation is not utilized in the decoding process. The purpose

of this chapter is to investigate if the source correlation results in impact on BER

or FER performance in IDMA-based MUD, in the SSIC process only. The results

can be shown by comparing BER curves or FER curves in AWGN channel and

frequency selective fading channel, respectively, with different source correlation.
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In the simulation, we use ρ to represent source correlation, which is defined as

ρ = 1− 2pe, (3.33)

where pe donates the bit-flipping probability. A series of ρ are investigated if

there exits performance difference when different source correlation is given at the

transmitter. Synchronous transmission is assumed in this research.

It should be noticed that the interleaver Π0 at the transmitter is not necessary

in this chapter, because decoding is performed independently user-by-user. It is

shown that, in the simulation, the BER and FER performances are affected even if

Π0 is removed from the system model. However, it is still added at the transmitter

in order to keep the consistency of system model with the next chapter where joint

decoding process are assumed.

3.4.1 BER Performance in AWGN Channel

In this subsection, investigation in AWGN channel is first performed to obtain the

basic investigation before multipath propagation is considered. In the AWGN chan-

nel, the power allocation is important since it dominates the signal to interference-

plus-noise ratio (SINR) at the receiver, especially in high SNR region. According

to the power allocation analysis of two users IDMA system in [12], it is shown

that the unequal power allocation outperforms the equal power allocation in the

AWGN channel. Hence, the unequal power allocation scheme is performed in the

investigation in this subsection. Due to the unequal power allocation, the receive

SNRs for different users are different and vary with their transmission power.

The parameters and algorithms used in the simulation are summarised in Ta-

ble 3.1. The simulation results of BER performance for the 1st user and the 2nd

user are illustrated in Fig. 3.3 and Fig. 3.4, respectively.

From Fig. 3.3, it can be found that, with different source correlation ρ, the

proposed IDMA system achieves almost the same BER performance for the 1st

user. The same result can also be found from Fig. 3.4 for the 2nd user case as well.

It indicates that source correlation does not make any impact on BER performance

directly in the purposed IDMA-based MUD system if decoding process is performed

independently for each user.

This result can be considered as the benefit of the interleavers Π1 and Π2 in
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the IDMA transmitter model. As mentioned above, the existence of Π0 does not

influence the result. In the discussion in this section, we assume that Π0 does not

pre-mutate the input sequence at all. In the system model, the sources sequences

u1 and u2 have the correlation ρ. The correlation is also kept in coded sequences

c1 and c2 since the channel encoder is deterministic function and has the same

parameters for the 1st user and the 2nd user. However, the interleavers Π1 and Π2

in the IDMA transmitter is randomly generated for each user index. Therefore,

the interleaved version of c1 and c2, as well as the transmitted symbol sequences

x1 and x2, are statistically independent with each other. As a result, the source

correlation is temporarily removed from the symbol sequences and does not make

influence in the SSIC process which is performed at the symbol level.

Item Setting

Source correlation (ρ) {0, 0.25, 0.5, 0.75, 1}
Number of users (K) 2

Information Length (Nu) 10000

Number of Frames 3000

Channel Encoder d = [3, 5]

Parameters p = [0.5, 0.5]

Code rate (R) 1/4

Interleaver Type Random interleaver

Dopping Ratio (Q) 2

Modulation Scheme Non-Gray QPSK

Power Allocation P1/P2 = 1.5

Demapping Algorithm MAP algorithm

DACC and IrR Decoding Algorithm MAP algorithm

Table 3.1. Parameters and algorithms for simulation in AWGN channel
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Figure 3.3. BER performance for the 1st user given different source correlation
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Figure 3.4. BER performance for the 2nd user given different source correlation
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3.4.2 FER Performance in Frequency Seletive Fading Channel

After the investigation in AWGN, the channel assumption is extended to frequency

selective fading channel in this subsection. In frequency selective fading channel,

the channel gain is a random process. With 6-path channel assumed in this thesis,

fading variation still remains and sometime cause deep fade, so that the transmis-

sion power is not the only fact to dominate the SINR at the receiver. For simplicity

in investigation, the equal power allocation is assumed in this subsection.

Moreover, channel responses are generated randomly with expected value of

channel energy equal to 1. Generally, long block length is needed to have the

turbo equalizer works well. However, considering the assumption we have made

in Chapter 2 that the channel impulse response stays the same within one trans-

mission block, short transmission block length is required to hold the block fading

assumption. Therefore, in the simulation, a relatively short block length is chosen

in the simulation to take the balance to hold both two conditions. However, due

to the randomness of the fading coefficients, in order to accurately evaluate the

performance, more frames should be transmitted in the simulation in frequency

selective fading channel.

The parameters and algorithms used in the simulation is summarised in Ta-

ble 3.2. The FER curves for the 1st user and the 2nd user are illustrated in Fig. 3.5

and Fig. 3.6. It can be observed that nearly 6th order diversity can be achieved

due to the channel length equal to 6.

From Fig. 3.5, it can be found that, regardless of the source correlation ρ, the

IDMA system achieves almost the same FER performance for user-1. The same

result can also be found from Fig. 3.6 for user-2 case as well. This result is the

same as we have discussed in Section 3.4.1, which indicates that the explanation

and conclusion we made in Section 3.4.1 is also valid under the frequency selective

fading channel assumption.
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Item Setting

Source correlation (ρ) {0, 0.25, 0.5, 0.75, 1}
Number of users (K) 2

Information Length (Nu) 1024

Number of Frames 100000

Channel Encoder d = [3, 5]

Parameters p = [0.5, 0.5]

Code rate (R) 1/4

Interleaver Type Random interleaver

Dopping Ratio (Q) 2

Modulation Scheme Non-Gray QPSK

Power Allocation P1/P2 = 1

Channel length (L) 6

Equalization algorithm MMSE estimation

Demapping Algorithm MAP algorithm

DACC and IrR Decoding Algorithm MAP algorithm

Table 3.2. Parameters and algorithms for simulation in frequency selective fading channel
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3.5 Summary

The primary objective of this chapter has been to investigate the impact of source

correlation on IDMA-baed MUD with independent decoding at the receiver.

First of all, details of the system model, MUD structure and decoding scheme of

the IDMA-based MUD system under AWGN channel assumption are introduced.

After that, the structure of the joint FD-SC-MMSE channel equalizer and demap-

per is provided for eliminating ISI in frequency selective fading channel. Then

the impact of source correlation over AWGN channel and frequency selective fad-

ing channel is investigated,where each user is independently decoded even though

they are correlated. The corresponding BER and FER numerical performance re-

sults for AWGN channel and frequency selective fading channel, respectively, are

provided.

From the BER and FER curves, it can be found that with help of interleavers

in the IDMA transmitter the source correlation can be temporarily removed at the

transmitted symbol level. Therefore, in the SSIC process, which is performed at the

symbol level, informations from different users can be considered uncorrelated. The

simulation results indicate that the source correlation does not make influence on

BER and FER performance in the proposed IDMA-based MUD system if decoding

process for each user is performed independently. In the next chapter, the joint

decoding is performed to utilize the source correlation in decoding process in order

to improve the BER and FER performance.



Chapter 4

Impact Investigation on Source

Correlation with Joint Decoder

4.1 Introduction

In the previous chapter, we have investigated the impact of source correlation on

IDMA-based MUD with independent decoding for each user. With the help of

interleavers in the IDMA transmitter, the source correlation can be temporarily

removed at the symbol-level where the SSIC is performed. As a result, source

correlation doesn’t make influence on BER and FER performance in SSIC pro-

cess, if decoding process is performed independently user-by-user. Therefore, it

is natural to further investigate if it is possible to utilize the source correlation

in the decoding process to improve system performance. It can be expected that

system performance can be further improved by the exploitation of the correlation

information between users.

In this chapter, joint decoding is performed at the receiver in order to utilize

the source correlation to improve the system performance, where local, global and

vertical iteration are involved. First of all, the system model is provided. Since the

transmitter and receiver models are almost the same as that we have provided in

the previous chapter, we will focus on the joint decoder in this chapter. Then, the

benefit of performing joint decoding is investigated by using EXIT chart. After

that, the numerical results are provided under the AWGN channel and the fre-

quency selective fading channel assumptions. Finally, an analysis and a discussion

on rate-sum / performance gain trade-off are provided by using the S-W region
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and the MAC region analysis.

4.2 System Model

In this section, the system model is provided. The system model of transmitter

and receiver in IDMA system are first briefly introduced. Then the structure of

joint decoder is introduced. Since joint decoder can also be considered as vertical

iteration structure, to reduce the times of iteration, a modified iteration scheme is

discussed in this section as well.

The modified system model with joint decoder is depicted in Fig. 4.1. As we

have discussed in the previous chapter, the receiver model in Fig. 4.1(b) is for

the AWGN channel, while for the frequency selective fading channel the demapper

is replaced by the joint FD-SC-MMSE equalizer and demapper to eliminate ISI.

In this chapter, joint decoding is performed via a systematic LLR computation

function, referred to fc function, in addition to, Π0 and Π−10 as shown in Fig. 4.1.

Since the transmission and MUD scheme are the same as we have provided in the

previous chapter, in this chapter, only joint decoding scheme and the modified

iteration scheme are introduced.

4.2.1 Joint Decoding scheme

In this subsection, the principle and the structure of joint decoder are introduced.

As we mentioned above, joint decoding is referred to fc function, Π0 and Π−10 in

the receiver. In the Chapter 3, we have mentioned that Π0 is not necessary in the

transmitter model with independent decoding, however, it is required in this chap-

ter to perform the vertical iteration. It should be noticed that the joint decoding

is an iterative process, therefore, based on the turbo principle, an interleaver Π0

is required between iteration components, which are referred to channel decoders

for the 1st and the 2nd user in this case.

The core part of the joint decoder is the fc function. The fc function calculates

the a priori LLRs of systematic bits for channel decoders, which were ignored in

the previous chapter. The extrinsic LLRs of the systematic bits from the last local

iteration and the intra-link error pe are provided as inputs to the fc function. The
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(a) BICM-ID transmitter model

(b) BICM-ID receiver model

Figure 4.1. IDMA-based MUD System Transmitter and Receiver Model with Joint Decoder
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output of the fc function is given as following:

fc(x) = ln
(1− pe) · ex + pe
(1− pe) + pe · ex

(4.1)

with x being

x = Π0 (Lu1,e,Dec) or x = Π−10 (Lu2,e,Dec), (4.2)

where Π0 (Lu1,e,Dec) and Π−10 (Lu2,e,Dec) are the interleaved version of Lu1,e,Dec and

the de-interleaved version of Lu2,e,Dec, respectively, corresponding to the interleaver

Π0 used in the transmitter.

The source correlation, which is referred to the intra-link error probability pe,

is assumed to be known at the receiver in this theis. Therefore, the joint decoder

can have the true pe for decoding process. However, in the practical case, the

receiver usually does not have the full knowledge about intra-link error pe. In this

case, pe can be estimated by using the a posteriori LLRs, Lu
1,p,Dec and Lu

2,p,Dec, of

systematic bits from the channel decoders, as shown in Equ. (4.3) [33]. With the

more iteration process, the more accurate estimated pe can be obtained.

p̂e =
1

N

N∑
n=1

eL
u
1,p,Dec,n + eL

u
2,p,Dec,n

(eL
u
1,p,Dec,n + 1)(eL

u
2,p,Dec,n + 1)

. (4.3)

The benefit of joint decoding is that it can provide the a priori LLR of sys-

tematic bits to the channel decoder to help the decoding process, which can be

shown by using the EXIT chart. Since the channel decoder has two inputs and

one output, the 3D EXIT chart is used in this section. Fig. 4.2 is the 3D EXIT

chart of demapper and decoder with source correlation ρ = 0.25 and ρ = 0.75

when SNR = 0dB. In the Fig. 4.2, it can be found that, although the a priori

mutual information of coded bits Ica,Dec is 0, with the help of the a priori mutual

information of systematic bits Iua,Dec provided by the fc function, the output ex-

trinsic mutual information Iue,Dec is larger than 0. It indicates that, with the help

of Iua,Dec, the decoder can provide larger output Iue,Dec. The tunnel between decoder

plant and demapper plant is larger if the fc finction can provide the larger Iua,Dec
via iteration. Moreover, with relatively high source correlation, ρ = 0.75, as shown

in Fig. 4.2(b), it can be seen that the joint decoder can significantly increase the

Iue,Dec of decoder. However, with low source correlation, ρ = 0.25, as shown in

Fig. 4.2(a), the Iue,Dec does not increase much even the Iua,Dec is close to 1. In the
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both cases, the convergence tunnel is open until a point close to the (1, 1, 1) mutual

information point. This means that decoder can successfully recover the original

information. This conclusion drawn from 3D EXIT chart can also be verified in

the BER performance by computer simulation provided in Section 4.3.

4.2.2 Iteration Scheme

As we have discussed in the Chapter 3, the local iteration and the global iteration

are performed to decode original information and eliminate the MAI, respectively.

In this chapter, the basic local and global iteration schemes are the same. However,

joint decoding includes vertical iteration which aims to exploit the correlation

knowledge. Even though we know that it is necessary to control the activation

ordering for the three types of iteration to eliminate the excessive iterations. This

thesis takes the activation ordering as described below.

As stated before, that the local iteration is to decode the original information

and is performed on the bit-level, while the global iteration is to eliminate the ISI

and MAI and is performed on the symbol-level. In this chapter, we will follow the

role to manage the iteration scheme. In addition to the local and global iterations,

the vertical iteration is performed in the joint decoders, of which roles is to provide

the systematic a priori LLRs for channel decoders with the aim of helping decoders

with each other and is performed on the bit-level. Therefore, based on the role

described above, we consider the vertical iteration process as a part of the joint

decoding and is performed with the local iteration at the same time.

As a result, the iteration type in this chapter is still two, which are still called

local iteration and global iteration in this chapter. The local iteration is first

performed which includes demapping, DACC decoding, IrR decoding. Vertical

iteration is then performed via fc function, Π0 and Π−10 . After several rounds of

local iterations and vertical iterations, the global iteration is performed to eliminate

the interference components via the SSIC process.

4.3 Numerical Results

In this section, a series of computer simulations are performed to investigate the

system performance when the source correlation is utilized in the decoding process.

Basic simulation parameters and algorithms are the same as we used in the Chapter
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3, as shown in Table 3.1 and Table 3.2. Simulations are performed under both

AWGN channel and frequency selective fading channel assumption.

With source correlation ρ = 0, since sources are independent with each other,

vertical iteration is not activated at the receiver in the simulation. The curves

with ρ = 0 in the simulation results is plotted using dashed line as the baseline for

system performance comparison.

The BER performance in AWGN channel is illustrated in Fig. 4.3 and Fig. 4.4

for the 1st user and the 2nd user, respectively. While, The FER performance in

frequency selective fading channel is illustrated in Fig. 4.5 and Fig. 4.6 for the 1st

user and the 2nd user, respectively.

4.3.1 AWGN channel

The BER performance in AWGN channel is illustrated in Fig. 4.3 and Fig. 4.4

for the 1st user and the 2nd user, respectively. From the simulation results, it is

obvious that the BER performances become better with higher source correlation

ρ.

In the Fig 4.3, it is found by comparing the curves with ρ 6= 0 with the dashed

line corresponding to ρ = 0 of the 1st user, with low source correlation ρ =

0.25, the gap between the curve corresponding to ρ = 0.25 and the baseline,

ρ = 0, is very small, only around 0.2dB gain. However, with relatively high source

correlation ρ = 0.75, a significant gap , around 1.5dB gain can be achieved over the

baseline. This indicates that the joint decoder can significantly improve the system

performance. This result matches the conclusion we have drawn in Section 4.2.1

using the 3D EXIT chart. Moreover, with source correlation ρ = 1, in this case,

the original information of two sources are the exactly same, hence, the SNR is

twice as large as the case of ρ = 0. Hence a very large gain, around 3dB, can be

observed. Same conclusion can also be obtained for the 2nd user as well.

4.3.2 Frequency selective fading channel

The FER performance in frequency selective fading channel is illustrated in Fig. 4.5

and Fig. 4.6 for the 1st user and the 2nd user, respectively. From the simulation

results, it is found that the larger correlation the better FER performances.

From the Fig. 4.5, similar conclusion can also be drawn as in Section 4.3.1.

With low source correlation, the gap between solid curve and dashed curve is
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very small, hence only a small performance gain can be achieved. While with large

source correlation, a large gap can be observed, indicating that system performance

improvement provided by the joint decoder is very significant. Moreover, since

the channel length assumed in the simulation is 6, with the source correlation

ρ = {0.25, 0.5, 0.75}, their corresponding curves can finally achieve nearly the

6th order diversity. However, with the source correlation ρ = 1, since two 6-path

channels are transmitting the exactly same information, the curve can achieve

nearly 6 × 2, which is the 12th order diversity. From the Fig. 4.5, a significant

difference on the diversity order between the black curve, whose corresponding

ρ = 1, and other curves can be observed. Same conclusion can also be drawn for

the 2nd user as well.
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Figure 4.3. BER performance for the 1st user using joint decoder at the receiver
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Figure 4.4. BER performance for the 2nd user using joint decoder at the receiver
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Figure 4.5. FER performance for the 1st user using joint decoder at the receiver
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Figure 4.6. FER performance for the 2nd user using joint decoder at the receiver
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4.4 Rate-sum / Performance Gain Trade-off

Recall that, in Chapter 2, we have introduced the problem of correlated source

transmission over MAC, where Fig. 2.4 shows the rate region with transmission

success and fail, based on the sufficient condition proven in [19]. This problem is

a combination of Slepian-Wolf rate region and MAC rate region. Since the MAC

region with fading channel is not a pentagon, because the MAC region takes the

average over the fading variation. Hence, in this section, only AWGN channels are

considered. From the computer simulation results provided in the Section 4.3.1, it

is obvious that, with higher source correlation, the system can achieve better BER

performance, as shown in Fig. 4.3 and Fig. 4.4. However, the total rate of two

users is lower while the source correlation is higher. This involves the existence of

a trade-off consideration between the rate-sum and the system performance.

This trade-off can be briefly analysed by the interaction part between the S-W

region and the MAC region. With a Gaussian codebook, the corner points in the

MAC region for the 1st user are defined as:

X1 = C

(
P1

σ2
n

)
(4.4)

X2 = C

(
P1

P2 + σ2
n

)
, (4.5)

which are plotted in Fig. 4.7, with C(X) = log2 (1 + x). For the 2nd user, the

Equ. (4.4) and (4.5) can be applied for determining the corner points Y1 and Y2 as

well. In this thesis, per QPSK symbol contains 0.5 information bit. Therefore, it

can be known that Eb/σ
2
n = 2·(Es/σ2

n), where Eb and Es are pre information bit and

QPSK symbol energy, respectively. In this section, the definition of SNR should

use Eb/σ
2
n. In the Fig. 4.7, we choose the total SNR as (Es1 +Es2)/σ

2
n = 0.9103dB

with unequal power allocation Es1/Es2 = 1.5, from which Es1/σ
2
n and Es2/σ

2
n can

be obtained. Then we convert them into Eb/σ
2
n and calculate corner points of

MAC region using Equ. (4.4) and (4.5).

On the other hand, the S-W region in Fig. 4.7 are calculated using Equ. (2.16),

with different source correlation ρ. In this thesis, the sources are assumed to be

binary and uniformly distributed. Therefore, the entropy of two sources are both

equal to 1. The conditional entropy of two sources can be easily calculated by



54

using the bit-flipping probability pe as the conditional probability representing

the probability of the two sources having different bit, which is defined by pe =

(1− ρ)/ 2.

In the Fig. 4.7, it can be found that with source correlation ρ = {0.75, 1}, the

S-W region and MAC region have an intersection area. The corresponding BER

values are shown in Fig. 4.3 and Fig. 4.4, which are very low and can be considered

as the transmission being successful. However, for the case with source correlation

ρ = {0, 0.25, 0.5}, the S-W region and MAC region are separated with each other.

The corresponding BER values are very high and such situation can be considered

as the transmission being failure. Hence, from the observation obtain above, the

simulation result are consistent to what we have discussed in Section 2.3 regarding

the area overlapping based on the sufficient condition of the problem of correlated

sources transmitting over MAC.

Moreover, the rate-sum of different source correlation are calculated by

R1 +R2 = 1 + h(pe) (4.6)

with

h(pe) = −[pe · log2 pe + (1− pe) · log2 (1− pe)], (4.7)

which is illustrated by dashed lines in Fig. 4.7. With source correlation ρ =

{0, 0.25, 0.5, 0.75, 1}, the rate-sum is as following:

R1 +R2 = {2, 1.9544, 1.8113, 1.5436, 1}. (4.8)

The relationship between rate-sum and BER performance we obtained above

can be considered as the rate-sum / performance trade-off. Considering the two

extreme cases in which ρ = 0 and 1, the corresponding rate-sum are 2 and 1,

respectively. When ρ = 0, two sources are independent, thus, information rate is

twice as large as with ρ = 1, but with a relatively bad BER performance result.

However, when ρ = 1, two sources are exactly the same, which is equivalent to

that one information is transmitted twice, and hence the BER performance is good

with the expected of rate-sum loss. Therefore, the trade-off between rate-sum and

performance for the cases of 0 ≤ ρ ≤ 1 were demonstrated as shown below for

the IDMA-BICM-ID MAC transmission strategy. With certain SNR and power

allocation in the AWGN channel, the MAC region is fixed. In this case, better BER
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performance can be achieved with less information being transmitted. However,

we can also transmit more information if a relatively high BER performance can

be accepted. This trade-off is useful in the cooperative communications, where we

can optimise the transmission power and rate trade-off for the each user.
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Figure 4.7. Rate-sum/ performance gain trade-off analysis. Es/σ
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n for the 1st user and the 2nd

user are −1.3083dB and −3.0691dB
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4.5 Summary

In this chapter, we have investigated the impact of source correlation on IDMA-

based MUD with joint decoder. We first introduced the modified system model,

including the principle and properties of joint decoder, and the modified iteration

scheme. Then, we provided the numerical results based on the IDMA-based MUD

system with joint decoder in AWGN channel and frequency selective fading channel

using the same simulation parameters and algorithms as in Chapter 3. After that,

the rate-sum / performance gain trade-off was discussed through the S-W and

MAC rate region.

From the numerical results, it has been found that, with higher source correla-

tion, system can achieve better BER and/or FER performance in AWGN channel

as well as in frequency selective fading channel. Especially, with correlation coef-

ficient ρ = 1, it is equivalent to that one information is transmitted twice. Hence,

with ρ = 1, a large gap between the case whose ρ < 1 is observed and can increase

the diversity order twice as large as in the frequency selective fading channel with

ρ < 1.

Moreover, the rate-sum / performance gain trade-off was deep discussed. It

is obvious that the MAC region is fixed with certain SNR and physical resources

allocation in practical system, such as power or transmission rates. Therefore,

there exists a conflict between the transmission efficient and reliability with lim-

ited the physical resources. This situation is quite common in the cooperative

communications, where, in many cases, we are trying to transmit more informa-

tion with limited physical resources. By utilizing the trade-off analysis described

in this chapter, with certain resources, it is possible to allocate and optimise the

powers and/or transmission rates to achieve larger rate-sum or better performance

depending on the QoS requirement of applications.



Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we have investigated the impact of source correlation on IDMA-based

MUD. It has been found that with independent decoding, the source correlation

dose not make any impact on system performance at all, due to the interleavers in

the IDMA transmitter temporarily removing the source correlation at the trans-

mission symbol-level, where SSIC is performed for MUD. It is then verified that,

with the help of joint decoder which aims to utilize the source correlation knowl-

edge, the BER performance in AWGN channel as well as the FER performance in

frequency selective fading channel, can be further improved by exchanging corre-

lation knowledge between the decoders. In the frequency selective fading channel,

the joint FD-SC-MMSE equalizer and demapper is utilized to eliminate ISI due

to the multipath propagation. Moreover, an analysis result on rate-sum / perfor-

mance gain trade-off is also provided to analyse the problem of correlated sources

transmitted over MAC through the S-W and MAC rate region analysis.

In Chapter 2, we introduced several basic principles and techniques which are

used in this research, including IDMA principle, channel models, the problem of the

correlated sources transmitted over MAC and signalling-coding-decoding schemes.

In this chapter, we briefly introduced the sufficient condition to achieve arbitrary

low BER and/or FER for the problem of correlated sources transmitted over MAC

and several related analysis results, which are the base of the trade-off analysis in

Chapter 4.

In Chapter 3, we first provided the system model of IDMA-based MUD trans-
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mitter and receiver with independent decoding assumed at the receiver side, as well

as the structure and algorithm of the joint FD-SC-MMSE equalizer and demapper

for eliminating the ISI in frequency selective fading channel. In this chapter, the

process of SSIC and the iteration schemes were also provided. From the simulation

results, the IDMA system can achieve almost the same the BER performance for

both two users even with different source correlations which are set as a parameter

in the simulations. This is because the interleavers in the IDMA transmitter tem-

porarily removed the source correlation at the symbol-level. The same conclusion

can also be drawn in frequency selective fading channel case as well.

In the Chapter 4, the source correlation was utilized at the receiver by ex-

changing correlation knowledge between the decoders, of which process is called

vertical iteration, and the whole decoding structure is referred to as joint decoder.

Since source correlation can be utilized in decoding process, the system perfor-

mance is better if sources have higher correlation. As the EXIT chart analysis

which is taking into account the systematic a priori LLR modification function,

fc function, it has been found that with relatively low source correlation, the joint

decoder does not significantly improve the system performance, while with high

source correlation, the joint decoder can significantly increase the extrinsic infor-

mation of channel decoders to improve performance. In the frequency selective

fading channels, with 0 ≤ ρ < 1, the joint decoding process does not change the

diversity order, only a parallel shift of FER curve can be observed. However, with

ρ = 1, joint decoding process can increase the diversity order twice as large as with

ρ < 1.

Moreover, with the analysis of rate-sum / performance gain trade-off, it is

concluded that if the SNR is fixed, a trade-off between transmission efficiency

and reliability exists. This result can help us to flexibly allocate the power and

transmission rate in cooperative communication systems depending on the QoS

requirement of the applications.

5.2 Future Work

Based on the result obtained in this research, applying the IDMA-based MUD

into cooperative communication with more users, and power, rate allocations, are

potential and very interesting topics as the future work. In this research, for
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simplicity, the number of users is set to 2. However, in practical cooperative com-

munication systems, such V2V network and WSN, there usually exists more than

2 users. Therefore, the transmission scheme, such as power allocation, with more

than two users should be investigated. Since through non-orthogonal MAC it is

possible to achieve higher transmission efficiency, techniques used in this research

can also be exploited into future wireless communications in ubiquitous environ-

ments, which might contain some unpredictable properties, such as a fast changing

topology or relatively larger source correlation. Outage probability analysis under

frequency selective fading MAC is also very important but left unsolved.

Furthermore, the rate region analysis of rate-sum / performance gain trade-off

is also a challenging future topic. By utilizing a close-capacity achieving code,

we can obtain more accurate intersection analysis results between S-W and MAC

rate regions. However, deriving the necessary condition for achieving arbitrary low

error rate in the MAC in forms of the S-W and MAC region is still left as an open

question in Network Information Theory.
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