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Abstract

In human development process, emotions play a significant role for obtaining survival and social
skills. Emotions, which are a complex phenomena of humans coupled with social context,
consist of multiple different components such as cognitive processes. It helps to reflect the way
humans are affected, how they adapt to different factors overtime from the environment and
discriminate different personalities through the produced emotional responses. Therefore, the
relationship between an individual with others are strengthened. In other words, emotions help
to facilitate believable interactions among humans. Recently, emotions have been studied to
model artificial emotions for robots to create natural Human-Robot Interaction (HRI). This
interest is due to the fact that humans tend to treat robots by the way they treat others.
Social robots can generate and express emotions via face, gesture and speech. However, social
robots can perform uniform limited functionalities due to the small number of generated basic
emotions. Robots then loose human attention and interest after a short period of time. In
the attempt of facilitating HRI based on emotions, cognitive memory architectures have been
investigated based on the role of emotions in enhancing memory performance. Robots thus
are provided with a capacity to simulate human cognition in some specific cases. In addition,
robots can acquire knowledge and generate emotions with social context due to the model of
human-inspired social referencing. This process acts strongly in human infants, helps to form
a basic novel knowledge and generate personal affective appraisal about a particular object of
an individual for shaping their emotions and emotional responses to the object in the future.
However, those previous works on integrating emotions with cognitive memory architectures,
included human-inspired social influence, disable robots in actively acquiring knowledge and
generating emotions. For one stimulus, multiple robots react similarly based on the same
generated emotion for several interactions with humans despite of different prior experiences
and knowledge.

In order to enable robots to actively acquire knowledge, generate human-like emotions and
facilitate a believable HRI, we propose our robot emotion representation through exploring
human-inspired emotion activation cues. Investigated cues include social effects and past expe-
riences. For social effects, we investigate two main fundamental aspects which are referencing
and sharing because these aspects play a significant role in humans for forming personal inter-
pretation about the environment and generating emotions in response based on knowledge of
others. We model these aspects as human guide to share knowledge and direct robot emotion
generation. Robots can become a passive learner to mimic human emotions and accept human
guide directly for gaining knowledge through HRI at the initial state. The personal obtained
knowledge of robots is consolidated and maintained in a developmental memory architecture for
future recalls. The acquired knowledge can influence robot personal emotions when being re-
trieved. Robots can use recalled experiences to negotiate and evaluate human guide in order to
obtain a mode detailed interpretation about the environment and generate emotions in response
as an active partner. Furthermore, we propose to design a developmental memory architecture
which does not aim at modeling some specific human cognition as other previous cognitive
memory architectures do. Our proposal helps robots to acquire knowledge continuously during
interactions with humans and to adapt intelligently to the environment in general due to the
relationship among memory components and the role of contextual information. Moreover, the
proposed model of representing robot emotion enables robots to learn from humans and gener-
ates human-like emotions personally; thereby facilitating the interactions between humans and
robots.

We designed two main experiments based on a designed scenario to evaluate our model per-
formance. In both experiments, our robots are initialized with neutral non-arousing emotional
state in which robot personal emotions are not affected by any stimulus and have no prior



knowledge. During HRI, robots can get human guide to be able to extract features of the stim-
ulus or object based on human guide in order to form personal appraisals consolidated in robot
long-term memory for future retrievals and generate emotions. In order to give responses, our
robots represent their emotions on the valence-arousal coordinate. The first experiment aims at
exploring the model of human-inspired social effects in robot emotion generation. Robots can
play the role of passive learner to mimic human emotions and to directly accept human guide
for gaining knowledge. Robots can also use gained knowledge to become an active partner
when negotiating with human guide to acquire past experiences for forming object appraisals
and generate emotions in response to a certain stimulus in the environment. Thus, both aspects
of human-inspired social effects are fully investigated in our model. In the second experiment,
we observe the generated emotions of two robots for several interactions with the same human.
We initialize these robots with a neutral non-arousing emotional state and empty long-term
memory. One set of images which are ordered in different sequences, are given to robots. Be-
sides, human guide is provided equally for robots. At the fourth interaction and the eighth
interaction, these robots are affected by the same stimuli. However, the result shows that two
robots react differently in emotion generation. The reason is that these robots gain different
experiences through previous interactions. Different experiences act differently in driving robot
emotion generation mechanism.

In conclusion, our proposed robot emotion representation enables robots to generate emotions
and develop intellectually in general due to a cognitive memory and an exploration of human-
inspired social effects. The robot cognitive memory is designed based on a developmental
memory architecture. Based on this memory, robots can form and maintain object affective
appraisals during HRI for future retrieval. Appraisals help robots to acquire interpretation
about stimuli from the environment and gain experiences. Personal experiences which can help
to discriminate a robot with other peers, are learned and shared by humans by the model of
human-inspired social effects. Therefore, humans can direct robot interpretation about the
environment as a teacher and a partner. Robot emotions are shaped by humans would be more
favorably accepted by humans.

Keywords: Human-Robot Interaction, Robot Emotion, Developmental Architecture, Social
Sharing, Social Referencing
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Chapter 1

Introduction

1.1 Problem Statement

Emotions are known as a key factor that drive behavior cognition selection during human-
human interactions to enhance belief among humans. The role of emotions has been modeled
to robots for facilitating human-robot interactions. Robotic researchers modeled emotions for
enabling robots to express emotions via facial expressions, music sounds, and body languages
[32] [33] [29]. Other research works in cognitive science use robot emotions to give feedback to
humans such as presenting robot internal states and drive robot behavior selection processes
[30] through exploring the role of memory in robot development. Also, some works focus on
the role of emotion in memory enhancement, thereby modeling emotions as a parameter or
function of memory to enable robots to remember past experiences and use them for driving
cognition processes and finishing given tasks effectively [20] [44].

However, emotions of an individual are activated and influenced by not only past experiences
but also people around as the impact of social effects. Social effects include two main funda-
mental components: social referencing and social sharing, which helps human to form personal
knowledge and generate emotions with social context in response to a certain stimulus from
the environment based on the interpretation from others. On the one hand, social referencing
shows strong effect to human infants for providing them with a capacity to mimic their parent
emotions and form personal basic knowledge from parent guide. On the other hand, social
sharing allows children and adult to combine gained knowledge with guide from others to form
a more detailed interpretation about the environment and a larger number of complex emotions
such as guilty or shame. The effects of social sharing and social referencing can be modeled
for robots to create artificial emotions and direct robot knowledge acquirement. Social refer-
encing can be apply to provide robots an available resource of valuable information about the
world for sharpening robots knowledge as similar as the interpretation of humans while social
sharing can help to enable robots to independently form self-evaluation and learn continuously
from humans in respond to ambiguous stimuli from the environment or during human-robot
interactions.

In conclusion, we specify our thesis problem statement as follows: Making robots more
human-like to facilitate human-robot interactions is challenging when incompletely considering
the role of social effects and specifically simulating human cognition at representing artificial
emotions for robots.

1.2 Research Objective

To solve the identified problem, and make robot emotions be more favorably accepted by
humans, we state our research statement in the following way:



It is possible to create a believable human-robot interaction via providing robots a capacity
to develop intellectually and generate emotions in a human-like way based on the inspiration
from human developmental and social psychology theories about cognitive memories and emo-
tion activation cues. Different personal knowledge may form robot personalities which enable
robots to have different interpretation about a certain stimuli from the environment even being
influenced by the same guide from humans. Thus, two different robots can generate different
appraisals about the same stimuli; thereby generating different emotions in respond to the
stimuli.

1.3 Research Approach

In this research, we aimed at developing a robot emotion representation based on modeling
human emotion activation cues: social effects and personal knowledge as human guides and
robot past experiences respectively during human-robot interactions. Characteristics of this
representation are presented as below:

e Providing robots with capacity to conceptualize, consolidate and recall a spe-
cific experience by forming novel object affective appraisals in a developmen-
tal memory architecture. Robots achieve human-provided contextual information to
localize objects and extract visual features of those objects and form object affective ap-
praisals. The information is integrated with a robot personal emotion to be consolidated
in a developmental long-term memory architecture for future retrieval. Robots are able to
describe past experiences including prior knowledge about those experiences and engaged
emotions when they are recalled based on the similarity of personal past experiences and
the new object affective appraisals.

e Fully considering two fundamental aspects of social effects to enable robot
abilities to learn from and share with humans. Robots may generate emotions
differently from humans after obtaining and recalling personal novel knowledge and guides
for similar stimulus in the environment. For instance, robots do not have any prior
knowledge at initial state similarly to human infants who are younger than 18-month
old. The novel knowledge about stimuli in the environment and emotion generation
process of robots are learned directly from humans through interactions. After gaining
knowledge, robots can form their own affective appraisals and generate emotions based
on these appraisals when seeing similar stimuli. We expect that robots can play both
role of a passive learner and an active partner when getting guide from humans during
human-robot interactions.

e Generating emotions for continuously adaptation to the environment during
interactions with humans based on past experiences and human guide influ-
ence. Different past experiences can lead to generate different knowledge for the same
stimulus in the environment; therefore, different reactions for adaptation process are gen-
erated. In other words, one robot can have different emotions due to different times of
being affected and different emotional state at the time of encoding the stimulus. Further-
more, different robots can generate different emotions due to unequal prior knowledge and
the way of interpretation stimuli from the environment or humans. This idea is similar
to the Principle of Subjectivity [72| which has been applied in [61] for designing a robot
developmental memory architecture. In principle, two identical robots are supposed to
be influenced and guided by the same common knowledge from humans to generate two
different emotions for the same stimulus based on their different past experiences.



The proposed requirements lead to build a new robot emotion representation based on human-
like emotion activation cues : social effects and personal knowledge. In addition, a human-like
cognitive memory such as Epigenetic Robot Intelligent System [61], is necessary to be adopted
and developed. Currently, there is no integration of memory and emotions aimed at building
a robot emotion model and providing robots possibility to develop intellectually in general.
Although one fundamental emotion activation cue, social referencing, has been studied in the
research of [74] to be integrated with a cognitive memory architecture to direct robot emotions
and shape emotional response in a human-like way, robots are disable to link their formed
object affective appraisals and generate emotions to a similar object based on past experiences.

For evaluating our robot emotion representation, a numbers of experiments are implemented
by using two distinct robots which are provided by the same common prior knowledge through
human guides. Visual images which contains several objects of a same type such as cat are
given in a certain order to robots for each experiment. Besides, humans help to revise the
object label, localize object positions in images and provide guide emotions. These robots then
form object affective appraisals for each given image such as visual features to create a link for
further usage. Robots are able to find the similarity between seen objects to the new object to
gain experienced emotions and other engaged contextual information through retrieval phase.
Both of guide emotions and experienced emotions influence the way robots generate personal
emotions for the new object. After updating robot personal emotions, generated emotions
are attached to the extracted information of the visual stimulus to be consolidated in robot
long-term memory as an experience of the robot for readily accessing in the future. Besides,
all robots are able to display personal emotions on two dimensional emotion framework [28§]
based on values of valence(negative-positive) and arousal(low-high) continuously through time.
Furthermore, robots can display relevant gained experiences to a particular stimulus when
successfully recalling those experiences from long-term memory due to human request. For
instance, humans can ask robots to show their past related experiences from an image of a
cat whose dominant color is yellow. Robots are able to show their personal emotions and
other factors which influence robot emotion generation and knowledge acquiring processes.
Several references from psychology experiments are used to evaluate our model in exploring the
role of human-inspired emotion activation cues in robot knowledge acquirement and emotion
generation.

1.4 Thesis Outline

Chapter [2] shows the literature review on this field of research and related works in modeling
artificial emotions for robots. In addition, the limitation of the previous works are also addressed
to propose our motivation on representing robot emotions.

Chapter [3|describes multiple emotion activation cues and their influences to human emotion
generation and experience formation processes are described specifically. Moreover, this chapter
also gives the basic idea of visual-based emotion generation in the development of human infants.

Chapter 4]aims at presenting our proposed model on representing robot emotions to deal with
identified limitation of previous works. The design on robot long-term memory architecture
is proposed based on the adoption of a developmental memory architecture to allow robots to
remember experienced emotions. Furthermore, the modeling of social effects and the role of
past experiences in emotion generation process from humans to robots are investigated.

Chapter [5| presents our experimental scenario and procedure. Based on the designed scenario,
two main experiments are implemented to evaluate our propose model.

Chapter [6] draws the conclusion of this research contribution and future directions in robotic
field.



Chapter 2

Literature Review

Emotions impacts to humans on the way of generating responses when being affected by the
environment through a lot of processes to enhance memory and drive a cognitive mechanism
for selecting behaviors. In addition, the personal emotion of an individual is influenced by
not only their past experiences through memory retrieval processes but also people around. In
attempt of creating artificial emotions for robots with the purpose of facilitating a believable
interaction between humans and robots, a lot of researches were proposed and implemented
different approaches. In order to study about emotions and how to model them for robots, we
firstly need to define what are emotions and how to classify them.

2.1 Emotion Definition

Emotions are a complex function of humans which requires a lot of cognitive processes and
physical change such as blood pressure, body temperature and heart beat during human de-
velopment [60] [15]. Emotions can be defined based on positive or negative experience that
is associated with a particular pattern of physiological activity. Emotions play a key role to
create belief in a community based on emotional expressions and generated social emotions
such as emphatic. Moreover, emotions help to reflex internal states, how a subject is affected
by stimulus from the environment or others, and the way the subject adapts to the stimulus
through emotional expressions, gestures and behavior; thereby improving survival and social
skills of humans.

2.2 Emotion Classification

Due to the importance of emotions in human development, several psychology theories have
been proposed to study and classify human emotions. In attempt to classify and represent
emotion in various areas such as psychotherapy, psychology and cognitive science, researchers
proposed to present emotions by two main approaches: emotions as discrete categories and
emotions in multiple dimensions.

2.2.1 Discrete Categories of Emotions

The presentation of emotions based on discrete categories arises from theories aim at that
different emotions are generated by different separated neural systems. In 1980s, Ekman defined
basic categories of emotions which is limited at the small numbers of emotions: anger, disgust,
fear, happiness, sadness, and surprise [21]. In the same approach, Plutchik presented another
model which aimed at the extension of complex emotions based on the definition of eight
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Figure 2.1: Putchik’s wheel of emotions which classifies the intensity level of an emotion in
a class of emotions by the intensity level of the color of each emotion. White colored emotions
are complex emotions created by combination of two emotions in eight primary emotions as

shown in Table

Table 2.1: Combination of two emotions in Putchik’s model.

Combination of two primary emotions | Result Opposition
Joy and Trust Love Remorse
Trust and Fear Submission Contempt
Fear and Surprise Awe Aggessiveness
Surprise and Sadness Disapproval Optimism
Sadness and Disgust Remose Love

Disgust and Anger Contempt Submission
Anger and Anticipation Aggessiveness | Awe
Ancitipation and Joy Optimism Disapproval

primary emotions . Primary emotions are grouped by four main couples of emotions: joy
with sadness, anger with fear, trust with disgust, and surprise with anticipation. Different levels
of intensity of a primary emotion can lead to the creation of other emotions. For example, joy
can create ecstasy when the intensity level increases or generating serenity when the intensity
level decreases otherwise. Furthermore, complex emotions can be formed by not only the



Table 2.2: A structural tree of emotions.

Ei‘rllzltailzzl %ﬁg?iiiry Tertiary Emotion
. Adoration, Affection, Love, Fondness, Linking, Attraction,
Affection i . . .
Love Caring, Tenderness, Comparison, Sentimentality
Lust Arousal, Desire, Lust, Passion, Infatuation
Longing Longing
Amusement, Bliss, Cheerfulness, Gaiety, Glee, Jolliness,
Cheerfulness Joviality, Joy, Delight, Enjoyment, Gladness, Happiness,
Jubilation, Elation, Satisfaction, Ecstasy, Euphoria
Zest Enthusiasm, Zeal, Zest, Excitement, Thrill, Exhilaration
Joy Contentment Contentment, Pleasure
Pride Pride, Triumph
Optimism Eagerness, Hope, Optimism
Enthrallment Enthrallment, Rapture
Relief Relief
Surprise Surprise Amazement, Surprise, Astonishment
Ieritation Aggravz.ltion, Irritaticm, Agitation, Annoyance,
Grouchiness, Grumpiness
Exasperation Exasperation, Frustration
Anger Anger, Rage, Outrage, Fury, Wrath, Hostility, Ferocity,
Rage Bitterness, Hate, Loathing, Scorn, Spite, Vengefulness,
Dislike, Resentment
Disgust Disgust, Revulsion, Contempt
Envy Envy, Jealousy
Torment Torment
Suffering Agony, Suffering, Hurt, Anguish
Depression, Despair, Hopeless, Gloom, Glumness,
Sadness Sadness, Unhappiness, Grief, Sorrow, Woe, Misery,
Sadness
Melancholy
Disappointment | Display, Disappointment, Displeasure
Shame Guilt, Shame, Regret, Remorse
Alienation, Isolation, Neglect, Loneliness, Rejection,
Neglect Homesickness, Defeat, Dejection, Insecurity,
Embarrassment, Humiliation, Insult
Sympathy Pity,Sympathy
Horror Alarm, Shock, Fear, Fright, Horror, Terror, Panic,
Fear Hysteria, Mortification
Anxiety, Nervousness, Tenseness, Uneasiness,
Nervousness . .
Apprehension, Worry, Distress, Dread

combination of primary emotions with different levels of intensity but also the opposition of
another emotion. Love which is the result of joy and trust, opposites to disapproval which can
be obtained by the combination of sadness and surprise. The model and examples of combining
one emotion with another emotion are shown in Figure and Table respectively. Recently,
A tree structure of presenting basic emotions was proposed based on six primary emotions: love,
joy, surprise, anger, sadness and fear for identifying more than 100 discrete emotions including
a large number of secondary emotions and tertiary emotions with multiple different levels of
intensity [56] as shown in Table




T High arousal
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Figure 2.2: Emotions are represented in the affective valence-arousal coordinate.

2.2.2 Emotion Representation in Multiple Dimensions

Other researchers follows theories which are contrasted to proposed theories for discrete cat-
egories of emotions to shows that all affective states are related to a single interconnected
neurophysiological system. They claimed that limited categories of emotions cannot discrimi-
nate human sufficient levels and proposed to represent emotions based on multiple dimensions.
A long the line, 2-dimensional emotional framework [28] was proposed to present emotions
based on two values of valence and arousal. While valence presents how positive or negative an
emotion is, arousal shows the intensity level of the emotion. For example, happy and excited are
positive emotions determined by different intensity levels as shown in Figure 2.2 Furthermore,
human facial expression can be presented based on valence and arousal [66] which supports
significantly in recognizing and reproducing human emotions and designing artificial emotional
facial expressions.

However, this model were limited at discriminating the different of fear and anger and pre-
senting social emotions. To deal with identified limitation of previous model, Russell(2003) 65|
proposed core affects to construct emotions psychologically based on cognitive theories. Rus-
sell defined core affects as neurophysiological states consciously accessible as the simplest raw
feelings evident in moods and emotions. At a certain time, the conscious experience (the raw
feeling) is presented as a single point on a map of core affects as shown in Figure The acti-
vation/deactivation which stands for the mobilization and energy of an emotional state, ranges
from sleep to excitement. The pleasure/displeasure dimension which is raged from agony to
ecstasy, presents for the condition of the emotional state. Two dimensions are similar to va-
lence and arousal; thus, using core affects in the proposed valence-arousal coordinate to present
emotions can effectively distinguish the different between fear and anger. Besides, we also can
represent social emotions based on named areas in core affects; for instance, upset/distresses
presents for bad feeling. Shame is a bad feeling of an individual about himself which can be
the core affect presented in upset area of an cognitive element for the interpretation about the
individual.
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Figure 2.3: Core affects [65] help to improve the valence-arousal coordinate to discriminate
fear from anger. Activation/deactivation and pleasure/displeasure dimensions are similar to
arousal and valence dimensions of 2-dimension emotional framework respectively.

2.3 The Relationship of Human Emotions and Cognition

In humans, emotions are claimed to have strong influence in cognition, brain activities and
cognitive elements such as memory, perception, attention and reasoning. This relationship may
influence to the formation of personal interpretation about the environment and personality of
an individual during human development process. The relationship also can help the individual
to form detailed appraisals about stimuli or events for future usage in an ambiguous situation
when being affected by an unknown stimulus. However, emotions can lead to disorders in
memory and unreasonable reactions.

Emotions direct an individual to focus on certain features of a specific stimulus or situation,
and evoke brain activities through changing physical components of the body such as skin,
heart beat and blood pressure in order to react to that stimulus from the environment [54]. For
instance, the individual can recognize a snake in the grass and generate fear emotion by some
specific features of the snake such as body shape. Besides, the impact of emotions in attention
do not maintain due to the reduced activity of prefrontal cortex followed by age [68]. Elders
shows higher interference in non-emotional tasks and lower interference significantly during
emotional task engagement in comparing with younger subjects.

In addition, emotions changed during memory retrieval, show the role in memory performance
enhancement due to several factors such as mood, age, gender and emotional components of
past experiences included valence and arousal of subjects. Remembering the event which has
similar emotion with the current state of a subject is easier than other events with different
emotions due to the effect of mood. The high intense of engaged emotions makes the event



become strongly consolidated in human memory and easily to be accessed in the future while the
age of experiences has stronger influence when those experiences are encoded with neutral low-
intense emotions due to the effect of arousal component of emotion in memory enhancement.
The subject may face to the same effect when remembering their past experience.

Furthermore, emotions assist human reasoning and shape behavior selection through decision
making direction. Personal knowledge and emotions are generated based on formed affective
appraisals and decision making processes during human development; thereby regulating reac-
tions of an individual to the affective stimulus. For instance, an individual who is in a very
emotional state such as lost a loved person, may not have reasonable thinking about another sit-
uation or stimulus such as studying or working. The individual then may score bad in studying
or work ineffectively.

Cognition also helps to regulate emotions of an individual for analyzing external stimuli and
internal past experiences. When being in a certain situation and affected by known stimuli,
affective appraisals are required to recall past experiences including experienced emotions to
change personal emotion of a subject; thus, the personal emotion of an individual is affected
strongly [13]. When an individual is in a negative situation such as arguing with their parents,
they can regulate their emotions to neither not think about the arguing nor express their
personal emotions to friends.

2.4 Artificial Emotions in Robots

Due to the influence of emotions to cognitive processes and brain activities in humans, artificial
emotions are modeled to robots for facilitating an effective interaction between humans and
robots. Emotions can be used to help robots express emotional behaviors which can evoke
interest of humans in sharing and social interacting through giving feedback to humans how
robots are affected and adapt to stimuli from the environment during interactions with humans.
Furthermore, due to the relationship between emotions and cognition in humans, artificial
emotions can be used to drive attention, emotion generation and memory formation of robots
to select behaviors for a certain task or situation. Implications of emotions in robots are
presented in following sections.

2.4.1 Emotional Expressions with Social Robots

Emotions have been studied in designing and implementing social robots such as Paro [69]
and Probo [67], for giving feedback about the internal state of a robot, how the robot is
affected by and adapt to stimuli from humans or the environment. Social robots which can
obtain information from provided sensors and cameras to generate emotions and express those
emotions through gestures, behaviors and sounds. For example, Paro can get sensor information
from a stimulus in the environment and react to the stimulus reasonably. When someone slaps
the head of Paro strongly, Paro presents sad sound, lows down his head and closes his eyes to
show his emotion is negative.

Those robots are provided basic functionality to generate and express emotions like humans;
therefore, they can play a role as a friend or a pet for engaging with humans especially in
children, elders and autism patients; thereby improving their social interactions effectively.
Autism children are difficult to express their own emotions and do not want to engage in any
interaction with others even their parents, and elders are lack of care from their family especially
when they do not have their family anymore. The mental life and social interactions of those
subjects are necessarily to be considered and improved. Social robots are designed to have
good-looking; thus, humans show more interest when interacting with them [75]. When Paro
shows negative emotion because of being slapped to an user, the user then evokes an emotion



(a) An animated Probo robot interacts with (b) A Paro robot plays a role as a pet to

children. interact with elders .

Figure 2.4: Illustrations of interactions between humans and social robots which can generate
and express emotions.

such as empathy to interpret robot reactions and show more interest in future interactions.
The interactions between social robots with children and elders are illustrated in Figure 2.4]

After a short-term of engagement, humans understand all characteristics and responses of
those robots in all cases with different stimuli during interactions. The limited functionality
disables social robots to generate adaptive emotions and expressions continuously due to time
parameter. For multiple interactions with the same stimulus, a robot can generate only one
emotion and respond due to that emotion, which can be observed after several interactions. For
instance, Paro always expresses his negative feeling by lowing down his head and presenting
sad sounds. Furthermore, multiple robots provided the same functions and interacted with
different people can generate only one uniform emotion without considering about any past
experiences or prior knowledge.

2.4.2 Integration of Cognitive Memory and Robot Emotions

Cognitive memory can provide robots with a capacity to acquire knowledge independently
and continuously adapt to the environment, which can effectively helps to enhance a long-
term human-robot interaction. Recently, this role of cognitive memory has been applied to
model artificial emotions for robots, which helps robots to remember past experiences including
engaged emotions for future recall in terms of the relationship of emotion and cognition in
shaping emotion generation and directing behaviors . An integration of a cognitive memory
and emotions was proposed and implemented to a social robot, Nao, to increase the engagement
between children and the robot during interactions []g[] Nao can recognize children emotional
states to generate appropriate behaviors while a provided Episodic Memory helps to facilitate
interactions between humans and robots for a long period. Therefore, the robot can acquire
and maintain the interest of children after a long-time of engagement.

The role of emotions in driving behavior is applied for providing robots with a capacity
to complete given tasks sufficiently. In a delivery task as shown in Figure , a robot
needs to identify and remember the sender, a requested object and the message of the sender
to detect the receiver and delivery location. The robot may fail several times and get nervous
when trying to reach a receiver; thereby gaining emotional experiences for directing reactions to
localize the receiver and deliver the object in the correct location. For another task, emotions
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(a) The robot identifies the (b) The robot gains experience (c) The robot delivers the
sender and the object. from a wrong destination. object to the receiver

Figure 2.5: A robot designed by the integration of episodic memory and emotions in delivery

task.

are implemented in an artificial intelligent agents to play a soccer game . An agent can
increase the percentage of accurate goals and number of scores during the match when keep
kicking a ball; thereby generating emotions and gaining experiences to adjust behaviors.

Robots may acquire knowledge and generate emotions for reacting intelligently due to the
awareness about situations. Robots gain knowledge and form affective appraisals through
interactions with humans and self-exploration in the environment. The acquired experiences
and knowledge through memory retrieval of episodic memory allow robots to evaluate and
interpret unknown stimuli from an ambiguous event personally during exploration about the
environment or interactions with humans, which may generate intelligent behaviors in response
to the situation such as warning humans in a dangerous situation[20].

However, those robots can only simulate some specific human cognition to finish some given
tasks, so they cannot do the same simulating cognition processes for other tasks effectively.
A robot is designed for doing delivery tasks may not work sufficiently in cleaning tasks. In
addition, the simulating of single component of human memory such as Episodic Memory does
not help robots to conceptualize any given object, task, or situation in general in order to gain
knowledge and reuse this information for future similar tasks or stimuli.

2.4.3 Robot Emotions with Social Context

During interactions with robots, humans can improve their social skills and increase their social
interactions with others while robots can learn from humans via provided interpretation about
the environment. This effect can be applied to the integration of cognitive memory and emotions
for providing robots with a capacity of gaining knowledge and emotion generation with social
context from humans.

Due to this effect, a robot were implemented based on the inspiration from human psychol-
ogy about social referencing and biological theories, Leonardo [74] which can mimic human
emotional facial expression as shown in Figure 2.6, This robot can detect human face and rec-
ognize human emotions represented in the valence-arousal coordinate. The robot then can
mimic human emotions and expression based on those values in respond to a specific stimulus.
This stimulus is extracted some basic feature based on given with guided information during
interactions between a human and Leonardo to form a novel personal affective appraisals of
the robot for future usage. A toy is given to Leonardo with a fearful message from a human
through human facial expressions. The robot detects that object through a share channel with
the human, evaluates the message based on facial expressions to copy and reproduce the ex-
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(a) The implemented real robot Leonardo based  (b) Simulation version of Leonardo mimics some
on human-inspired social referencing. human emotional facial expressions.

Figure 2.6: Leonardo robot and some samples of the robot when mimicking facial expression
to show robot personal emotions |74].

pression. Besides, some basic features of the toy are extracted by the robot through provided
information from the human such as color and name of the toy. The robot can generate personal
emotion for reacting emotionally based on the given message and encoded human facial expres-
sions. All generated emotions, expressions and basic interpretation about the given object are
encoded and maintained in robot memory. For the next interaction, when the human shows
the stimulus to Leonardo with a neutral facial expression, Leonardo can recall experiences from
previous interactions to generate the same emotions and reactions as the first time of seeing
the stimulus.

In this integration of emotions and cognition with social context, the robot play only one
role of a passive learner to accept human messages and emotional expressions directly through
interactions. In other words, the robot is disable to give evaluation for similar experienced
stimuli independently. It is necessary to consider the role of a partner for robots to learn from
human guide and share emotions with humans during interactions.

2.5 Conclusion

We present the definition of emotions and how to classify them in this chapter. In addition, the
relationship between emotions and cognition with social perspectives in humans is specified to
claim that it is important to consider the role of cognitive memory and social effects in human
emotion activation which are necessary to model artificial emotions for enhancing human-robot
interactions. A lot of studies focused on those human-inspired emotion activation cues for
modeling robot emotions to drive robot behaviors, which were limited at simulating some
specific human cognition and expressing uniform emotional expressions due to a small number
of defined emotions. Furthermore, the context of social effects was investigated based on social
referencing and passive roles of robots during interactions with humans. However, this work
disabled robots to generate emotions and acquire knowledge actively which can be done by
providing robots with a capacity to learn intelligently from humans as a partner due to personal
experiences.
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Chapter 3

Human Emotion Activation Cues

Humans tend to behave emotionally to show their internal states to others and let others
understand them deeply for making social relationships. During interactions with others, human
emotions are related to not only the current stimulus, object or situation but also their past
experiences which have several similarity to the current object. Besides, people around can
influence to the personal emotion of an individual which can be considered as social effects to
emotion generation of an individual. Hence, past experiences and social effects play important
roles in activating emotions of an individual for a specific object, stimulus, or situation. In the
following sections, we present the definition of those emotion activation cues in details with
inspired psychology theories.

3.1 Social Effects in Emotion Activation

Social effects, an available resource of information with social context, are divided into two
main parts which are social referencing and social sharing due to children developmental pro-
cess. On the one hand, social referencing, which acts strongly in human infants, helps to teach
an individual a basic knowledge about a specific object or a stimulus, and shape their emotions
and behaviors in respond to the stimulus. On the other hand, social sharing helps the indi-
vidual to generate emotions and drive emotional responses for a more detailed interpretation
about the environment by using the acquired personal knowledge and experiences. Due to the
interpretation of others, an individual can obtain personal knowledge, form personality, gener-
ate emotions and regulate reactions in respond to an ambiguous object, stimulus or event in
order to adapt to the environment. In addition, not only basic emotions such as happy and sad
but also social emotions such as guilty and embarrass are learned and shared by social effects.
Following paragraphs show more details about each factor of social effects.

3.1.1 Social Referencing

Social referencing, which is the receipt and the use of other human’s interpretation to form an
individual personal interpretation about a situation and influence to the reactions in respond to
the situation [22], acts at every stage of human development process especially in infants who is
less then 18-month old. The preconditions for using and being influenced by social referencing
are described in details by following parts.

Preconditions

In order to learn based on social referencing, humans are necessary to satisfy several precondi-
tions about cognitive process and functionality which can be achieved in determined milestones
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Figure 3.1: Functionality formation during human infant development to use and be
influenced by social referencing.

in the development. Important milestones of infant development in context of social referencing
are shown in Figure [3.1]

At age of 3.5-month old, infants start to have basic functions for recognizing binary emotions
and emotional expressions of others such as sad and happy; thereby learning to mimic those
emotions and the expressions due to those emotions.

At the next stage when infants reach to 6 months old, they are able to recognize several
emotional expressions and respond differently to sad, happy, angry and fearful faces [77]. In
addition, they can make some judgments about familiarity of those expressions to give different
responses such as spending more time to look at their mother’s face than others’ faces when
looking for a reference or a message in an ambiguous situation. This ability enable infants to
mimic their parents emotional expressions in order to respond to stimuli in the future.

By 9-month old, infants are sensitive to evaluate the consequence of the reaction of a subject
to a stimulus through looking at the subject’s face [58|. It can lead to form awareness about
the current situations through understanding the meaning of their parents’ messages in order
to generate emotions and reactions.

When being at age of 14-month old, infants are able to reproduce the contextual information
of a sequence of two or three novel actions to an object they have seen and made appraisals
through referencing to their parents [8]. This ability enable infants to make self -exploration
about the environment without the presence of their parents to form personal knowledge and
personality. For example, infants watched their parents turn on the light inside a woolen ball
by putting their heads on the balls for several times, after that, those infants tried to do the
same thing to see the light on. Therefore, infants can form their own affective appraisals for the
stimulus and engaged social context including emotions when being affected by similar stimuli
in the future.

The Influence of Social Referencing in Infants

Due to social referencing, infants rapidly accept the guide from their parents as a passive learner
in acquiring knowledge about a certain object such as a toy, an optical illusions or a stranger.
Infants generate emotions and behaviors in response to the stimulus by a mimicking mechanism
to regulate their own emotions and behaviors as similar as the encoded emotions and expressions
from their parents, which is presented in Figure [3.2] For the same toy and object appraisals,
infants may have similar emotions and reactions for several times of interactions due to either
the provided guide from parents or acquired knowledge [23].
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Infants use social referencing as a root of information resource to develop very basic personal
knowledge; thereby forming object appraisals and generating emotions in respond to a toy due
to copying emotions and expressions of their mothers and consolidating an experiences stored
in their memory . At the first interaction with any stimulus, infants need to get guide
from their parents to get interpretation about a stimulus and form an experience including
engaged emotions to be consolidated in their memory. For next interactions with the stimulus,
infants may use their past experiences to reproduce past reactions the toy without getting any
guide from their parents, which can be observed in 14 month-old infants.

The way infants interpret parents guide is different due to the age of infants. The developed
cognitive functions, social skills and the age of an individual infant lead to form different levels
of detail of gained knowledge through interpreting the guide and affecting stimuli which can
regulate emotions. Older infants can interpret messages from parents through looking at only
the face of them while younger children look at their parents with no preference of faces or
gestures to get parents guide . In addition, younger infants spend more time than older
infants when looking at their parents to get more guide for understanding one kind of emotional
messages.

Based on the influence of social referencing, parents and caregivers can direct infants attention
to a particular object or stimulus and shape their emotions in respond to the stimulus. Infants
often look at their mother emotional expressions to decide for approaching to a new object, toy
and person when getting a joyful message or staying far away from them by a fearful message
otherwise. Smiles and soft voices of their mothers inspire them to get in tough with a stimulus
while fearful faces and speeds generate a warning message to alert them stay far away from the
stimulus @ Infants are able to show their emotions toward an object by emotional expression
based on the guide from their parents such as smiling to their parents or crying in respond to
strangers otherwise.
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3.1.2 Social Sharing

Knowledge Acquirement

Social sharing takes a stronger place than other aspects of social effects at older stage of human
development. When infants reach to 18-month old, they start to and negotiate with their
parents guide on the way of gaining knowledge, forming appraisals and generating emotions
[22]. Older children usually show more personality and independence when getting the guide
from their parents than younger children who are mode involved to their parents. A child
may ignore parent guide to move toward a toy when seeing the toy and have a thought of
exploration expectation while a 6-month old infant stops moving toward the toy when getting
a fearful message from their parents.

In addition, social sharing is an important learning method which helps an individual use
the personal knowledge and experience to combine with the guide from others to gain a more
detailed interpretation about the environment. When being in an ambiguous situation or
affected by a new stimulus, the individual can use the past experiences and formed affective
appraisals to find the link between the new stimulus and known experiences to evaluate the
situation [27]. Moreover, the resource of information can be obtained from not only parents but
also other families members and familiar stranger such as neighbors [35]. When in a situation
which 2-year old children cannot have the presence of parents, they can get messages from
strangers to understand the environment for making reactions for a certain object .

Social Emotions and Social Interactions

Furthermore, social emotions such as guilty, proud and sympathy can be generated by the influ-
ence of social sharing when an individual uses the personal knowledge to understand situations
of another. The generated emotions, secondary emotions are distinctive from the primary emo-
tions. On the one hand, primary emotions refers to a subject own emotion when being affected
by the environment such as feeling fear when seeing a wild big animal or being sad when loosing
a loved person [17]. On the other hand, secondary emotions are effected and transferred from
other people during interactions with them. Shame emotion can be generated when a secret of
a subject is well-known by other accidentally while guilty emotion might be created when an
individual recognizes his bad behaviors to others. An experiment was implemented by [38] to
give the evidence that preschoolers can generate social emotions. A story was given to preschool
children about two characters who are Marry and her friend, and those children were asked to
explain emotions of both characters in different situations. Marry got a bad experience about
a dog who was chasing her dog in the past, and at the present, she sees the dog again she feels
sad whether the dog waives his tail to her or destroys her flowers; however, her friend feels
sad when being near Marry and otherwise feeling happy when being with others. Preschool
children are able to explain the emotion of others when being affected by a certain stimulus
through setting themselves as a subject to experience, sympathize, understand the character’s
emotional state.

High arousal emotion can elect higher chance of sharing among humans while valence com-
ponent of the emotion can changes the climate of humans when sharing. In the experiment
of [11], participant were asked to watch an emotional videos and answer several questions of
willing to share the experience of watching video with their parents or friends. In case of watch-
ing high arousal regardless to how negative or positive emotion the video brought, participate
were willing to share with their presents. Positive emotions help to encourage humans around
to share their positive experiences while negative emotions evoke their negative experiences,
thereby regulating their personal emotions become more negative.
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3.2 Personal Experiences in Generating Emotions

Emotions have strong influence on the way an experience is processed and transformed through
memory encoding, maintained through consolidation phase, and relived through memory re-
trieval [51]. An individual can experience emotions, and then forming affective appraisals
related to the stimulus including engaged emotion to be consolidated inside long-term mem-
ory. This emotion can be relived to let the subject face to the same effect from the original
experienced emotion which can effect to the personal emotion at the current time.

3.2.1 Experiences of Emotion Formation

A lot of studies about emotions with multiple theories of emotions in various areas were pre-
sented including appraisal theory of Lazarus(1991) [43|. This theory aims at that the generation
of emotions in humans in respond to a certain stimulus is following by thinking about inter-
nal and external factors involved. In other words, when being affected by a certain stimulus
in a situation, an individual’s physical components change due to the stimulus; for instance,
heart beats and blood pressure of an individual increases when seeing a big spider, and body
temperature of the individual decreases when seeing snow. The obtained personal knowledge
are recalled due to some external factors. An image of happy people while building snowmen
can evoke all past experiences of an individual about snowmen and snow. Combining external
factors with internal appraisals, emotions of the individual are generated. If the recalled past
experience is involved with happy emotional state, the subject can relive the experience and
regulate to change his current emotional state positively.

Experiences about emotion are enriched with content details during the interaction of an
individual with the environment involving to core affects, the intense of those affects and the
change of internal and external factors through brain activities [7]. The core affect informa-
tion which includes the pleasure of emotions of an individual to the interpretation of external
factors, impacts to the internal cognitive processes of an individual. The individual then can
interpret the danger of an situation, a object or a stimulus for further reaction regulation such
as approaching or distancing. Based on the awareness about those stimuli, the individual gener-
ates perceptions and conceptual knowledge about the environment in order to produce personal
emotion state for adaptation automatically to caused stimuli. In additions, the intensity level of
emotions, which effects to the way of generating and experiencing emotions, allows subjects to
understand better about the environment and sharpen knowledge. Combining both factors of
core affects and the intense of emotions, a subject can experience emotions with different level
in the same pleasure such as sleepy, angry, sad and bored which belong to negative emotions.

Lacking of accessible emotion concepts, the meaning of affective experiences and perceptions
are ambiguous regarding to different prior knowledge and interpretation of humans about a
certain stimulus. An experiment is implemented to observe brain activities while presenting
emotional words such as anger and happy and general words like pleasure to subjects [14]. The
activities of regions related to semantic processing are increasing significantly when subjects are
presented by emotional words while the same effect did not appear in respond to general words.
This result shows that the presentation of different detailed meaning of different intense of
emotional words lead to different representation in perceptions of subjects due to their different
prior knowledge. Therefore, generated emotions to the same general word are different for
distinctive subjects due to their past experiences and personal knowledge.
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3.2.2 Emotions in Memory Enhancement

Valence which refers to how negative or positive the emotion is, can act individually for facilitat-
ing memory performance. Both negative and positive valence allows the engaged experiences are
consolidated and maintained inside memory for longer time than other experiences integrated
with neutral emotion. Experiments with word recognition ability of subjects were implemented
while controlling a large variety of lexical and semantic factors in order to evaluate the influence
of valence in memory enhancement [3|. Subjects were able to remember positive and negative
words regardless to arousal factor. Besides, for the greatest influence of emotions in memory
retrieval phase, valence can influence to memory performance differently for positive emotions
and negative emotions, in which positive emotions play a larger role during Episodic Memory
search while negative emotions do the same during elaboration in Episodic Memory |25]. Neg-
ative emotions lead the subject to focus on some specific detail of the stimulus, then encoding
and consolidating an experience based on focused information. Positive emotions do not show
strongly effect on directing attention of the subject, then all contextual information of the
stimulus is encoded and consolidated effectively in LTM. For retrieval phase of this experience,
positive emotions act strongly to recall all related information of the original experience while
negative emotions do not show a similar impact. Therefore, positive valence helps the subject
to remember detail contextual information of the event more than negative valence.

The intensity of the emotion, arousal, regardless to how negative or positive the emotion
is, shows influence on memory performance enhancement. Arousal component of emotions
helps to increase interaction between amygdala and hippocampus in not only humans but also
animals; thereby enhancing encoding and consolidating memory processes of arousing informa-
tion [19]. Humans can recall past experiences more effective in high arousal condition than in
non-arousing condition. Besides, arousal acts strongly in directing the attention of subjects to
encode central detailed interpretation in memory encoding and consolidation processes, which
is mostly relevant to the emotional content of the focused features of a stimulus or situations
[37]. For instance, a person focuses more to a knife when seeing this knife towards himself
rather than the person who is holding the knife. The directed information is better encoded
and consolidated in long-term memory for future retrieval than other contextual information.
In high arousing condition, the person can easily recall the experience of the knife without any
detail of the knife holder.

Not only one individual component of emotions but also the interaction between them can
influence to enahnce memory performance. The influence of valence depends on high arousal
when an experience is recalled [41]. Neuroimaging studies also confirmed that the engagement
between amygdala and orbitofrontal is strengthen for positive and negative emotional expe-
riences in high arousal condition but brain activities for positive emotion factor are different
from activities for negative emotion factor [51]. In high arousal condition, experiences with
negative emotions are more likely consolidated and recalled vividly than others with positive
emotions. In contrast, in low arousal condition, the influence of negative and positive valence
are not maintained, which can be considered to the influence of single component of emo-
tion, valence. Similarly for negative events, high arousal enhances memory better than neural
arousal. Therefore, both components of emotions, valence and arousal should be considered
equally when studying about the influence of emotions in memory enhancement.

3.2.3 Relive Past Experiences

Knowledge is acquired during the interactions an individual with the environment or others.
The knowledge may or may not engage with an emotion about a certain stimulus or situation.
Due to the influence of emotions on memory performance enhancement, the obtained knowl-
edge can be consolidated vividly for reliving the original experience. Besides, when a certain
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experience is recalled with the engaged emotion, the subject may face to the same effect as the
original experience did. The reliving past experiences after memory consolidation is presented
in Figure [3.3]

Through memory retrieval, humans use past experiences as a personal resource of information
in order to continuously learn from and adapt to the environment. This resource is formed and
updated through memory phases depending on new experiences and changes in the environment
. Therefore, affective appraisal which are generated for every object through interactions
with others, can be used to make evaluation about the unknown objects to find the similarity
between seen objects with the new object to generate emotions and regulate behaviors to gain
survival skills. For instance, a child get pain when hitting a wall. He can make his evaluation
on the wall such as position, color, texture and shape based on his past experiences about those
knowledge to form the appraisal for the wall and encode acquired interpretation to consolidate a
new experience including his personal emotion, sensory and body manifestation in his memory.
The next time he sees the wall, he recalls his past experiences and relives experienced emotions
to make the evaluation about the wall which may enable him to stay far way from the wall to
avoid getting the same pain from the past.

The personal emotion of an individual is changed by the influence of reliving experienced
emotions through retrieval process of memory. When recalling past experiences, humans recol-
lect the original experience including all engaged sensory, contextual information, semantic and
emotions based on the relationship among long-term memory components, which leads to
change subjects’ current emotional state [4]. Preschool children may face to a negative effect
when they relive experienced emotions of bad experiences through retrieval of memories .
College students recalled vividly autobiographical conceptual information and perception in-
cluding emotions for high-arousing experiences regardless to the age of experiences 73|, which
may lead them to change their personal emotions.

3.3 The Interconnection of Emotion Activation Cues

Social effects helps humans to generate emotion and acquire knowledge with social context
while past experiences provide humans with a capacity to have their own emotions which
may different from others in respond to the same stimulus or situation from the environment.
The external available resource of knowledge with social context which is provided by social
effects, helps to update the personal experiences and form personality during the development
of humans. Children at age of 3-year old are able to link their past experience to the current
stimulus to generate emotions . In integrating the evaluation and the guide from others such
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as parents, the person can generate emotions and express them to adapt to the environment
in respond to the stimulus. For instance, a toy of a child is broken by his mother’s friend; and
on the birthday of the child, his mother’s friend brings a present for him but he feels sad when
thinking about his broken toy. However, his mother tells him that the friend is really sorry so
he brought a new toy for the boy, then the boy feels happy again.

Moreover, the acquired contextual knowledge of an individual is activated and strengthened
while the engaged emotions are faded when being recalled to share with others [57]. For
example, children usually talk to their parents or relative about their daily activities including
negative experiences, thereby practicing to remember details of the experiences including the
engaged emotions. Thus, those negative experiences are maintained vividly in children memory.
Besides, their current emotions are changed while the experienced emotions are updated due
to the new experience through interacting and sharing with others. In contrast, the emotional
experiences are less likely faded when the subject does not share with others even though the
contextual information is not vivid as the original experience.

Both factors are interconnected to each other through the development of an individual. So-
cial effects provides an individual with an available accessing common knowledge and regulates
personal emotion of the individual. The regulated emotion is engaged to a certain knowledge for
forming experiences consolidated in long-term memory and relived through memory retrieval.
The relived experience including related emotion may form personality of the individual in ac-
quiring the common knowledge and giving feedback about the internal states of the individual
to the environment when being affected by stimuli from the environment. The interconnec-
tion between social effects and past experiences in regulating the way an individual acquires
knowledge and generates emotions are illustrated in Figure [3.4]

Furthermore, when sharing emotions and past experiences to others, an individual not only
changes the personal emotion but also effects to change personal emotions of others. Humans
tend to share experiences to others especially to people in their close relationship such as
family members and friends. During interaction with other, the subject’s personal emotion is
effected by the recalled emotions and emotions from others. In additions, social effects allows
shared humans to interpret shared interpretation and emotions based on their past experiences.
Therefore, shared subjects can generate social emotions such as sympathy to get the same
emotions by putting themselves as the subject to face to the shared experience [39|, which
leads to change their personal emotions.
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3.4 Conclusion

This chapter presents fundamental human-inspired emotion activation cues during human-
human interactions and the interconnection among them. Social effects help human to develop
personal interpretation and generate emotions to for a certain stimulus in the environment
based on the guide and knowledge of others. Two perspective of social effects, referencing and
sharing, are described due to milestone of human development. Social referencing helps human
infants to mimic emotions and acquire basic knowledge from parent guide while sharing aspects
of social effects helps children and adult to generate a more complex detailed interpretation
about the environment and generate personal emotions. The gained knowledge are consolidated
in long-term memory as past experiences for future recalls to react to ambiguous situations and
unknown stimuli.
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Chapter 4

Robot Emotion Representation based on
Multiple Activation Cues

Our robot emotion representation aims at integrating the influence of two human-inspired
emotion activation cues, social effects and past experiences through memory retrieval process
presented in the previous chapter. Robot personal emotion is updated continuously due to
time parameter and the influence of modeled activation cues in respond to a certain stimulus
from the environment. We begin this chapter by providing the overview of our robot emotion
representation.

4.1 Approaches

Human emotions which are learned from and shared with others due to stages in the develop-
ment, show personality of an individual in respond to stimuli affected during interactions with
others and the environment. As presented in the previous chapter, we ague that the similar
mechanism can be applied in robots to facilitate human-robot interactions through generating
human-like emotions since humans tend to treat robots by the way they treat others.

The influence from others via social effects in humans can be modeled as guide emotions of
humans for robots in order to interpret and respond to stimuli from the environment during
human-robot interactions. In infants, they interpret their parent messages by evaluating facial
expression, voice and gesture to recognize emotions. Thus, we can conclude that infants may
have the same emotional state when they imitate their parent behaviors in order to respond
to affective stimuli. For children and adult, their emotions can be affected by others through
experience sharing due to social effects mention in Section [3.1.2l Due to the emotions from
others, the personal emotion of an individual can be regulated for more acceptable possibility
by others and the adaptation to the environment. Therefore, we model the role of robots to
become an individual who is guided by humans to generate emotions which would be more
favorably accepted by humans. Robot personal emotions are influenced by guide emotions due
to the role of a passive learner and an active partner robots play based on social referencing
and social sharing respectively. Thus, robots can generate emotions appropriately to adapt to
stimuli from the environment during self-exploration or interactions with humans.

In addition, past experiences which are recalled during interactions of an individual with oth-
ers, can be influenced to emotion generation and present personality of the individual. Human
infants can form their own affective appraisals for a novel object and generate a specific emotion
for that object due to the interpretation provided by their parents. When infants are affected
by the same object which they experienced previously, they can recall their past experiences
and respond emotionally as similar as the recalled knowledge including experienced emotion.
For children, their knowledge is created by not only the acceptance of the interpretation pro-
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Figure 4.1: The model of human-inspired emotion activation cues to robot emotion
generation.

vided by others but also their own personalities, past experiences and emotions. Thus, when
reliving their knowledge, past experiences and experienced emotions, they can acquire different
understanding and generate different emotions in respond to a certain stimulus. Due to the
influence of past experiences to personal emotion of humans, we provide robots with a capac-
ity of remembering past experiences through memory retrieval to relive experienced emotions
which can influence to robot personal emotions.

Therefore, robot personal emotion generated for responding to a certain stimulus from the
environment during interaction with humans can be influenced by guide emotions and expe-
rienced emotions as presented in Figure [£.1 Guide emotions provided by humans which is
modeled based on human-inspired social effects, uses for directing robot emotion which would
be more favorably accepted by humans. Experienced emotions which presents for the influence
of robot past experiences through memory retrieval, can help to discriminate multiple robots
with the same functionality.

4.2 Obtaining Guide Emotion

We propose to model human-inspired social effects through giving robots guide emotions which
are generated by humans when being affected by the same stimulus given to robots. We model
guide emotions for robots based on two main approaches: using a deep learning technique to
enable robots to recognize emotions from given visual stimuli and getting human guide emotions
directly through human-robot interactions. We firstly present the first approach which models
guide emotions for robots through a convolutional neural network.

4.2.1 Guide Emotion Recognition based on Convolutional Neural Net-
work

Motivation

Machine Learning techniques have been developed to enable computers to learn general rules
for mapping inputs to desired outputs from a given desire data. Among those techniques, Con-
volutional Neural Network (CNN) were proposed for recognition, regression and classification
tasks with multiple kinds of input data such as visual stimuli. CNN can help to automatically
extract features from a raw image to learn and map those features to desired ground truth
of outputs while there are a lot of other techniques, humans have to extract futures manu-
ally such as Support Vector Machine (SVM) when good features are not easy to obtain. Due
to this benefit of CNN in visual recognition tasks, we apply this technique for enabling our
robots recognize human guide emotions. Firstly, we present about the general concept of Arti-
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ficial Neural Network to describe how CNN works and the way we apply CNN for solving our
identified objective.

Artificial Neural Network

Artificial Neural Network (ANN) were developed based on neuron network in human brains [63]
[79]. An ANN contains three main kinds of layers: input layer, hidden layer and output layer.
In classical ANN architecture, there are always one input layer and one output layer while the
number of hidden layer depends on the objective of specific cases. Each layer of ANN include
at least one neuron unit. Each unit in a layer connects directly to every neuron unit in the next
layer. The link between two units is modeled to present for an aspect of the complex connection
of neurons in human brains. The illustration of an ANN structure is shown in Figure [£.2]

In general, before applying an ANN for doing any task, input data are processed to get the
same domain of ranges. For example, when we extract features of a house such as width or
height for the objective which is measuring how much money we can gain when we sell it.
Width and height should be preprocessed to have the same measurement unit such as meter.
After preprocessing processes, input data is put in the network. At each neuron unit for every
layer except input layer, a function is used to activate the neuron based on the influence from
all connected neuron units in a previous layer and the bias as presented in [4.3] The influence
of neurons in the previous layer to a neuron in the current layer is calculated based on a weight
parameter which is randomly initialized within a small range. The neuron unit after activating
is used to integrate with a corresponding weight for feeding forward to neurons in next layers
until all neuron units in output layer are reached. All neurons in the output layer are used to
compare with ground truth values which are desired outputs to get the error. The goal of this
network is minimizing the error between the output of the network and the desired output.
In other words, a cost function is designed based on the comparison between output of the
network with ground truth for obtaining the minimum error between those values. The error
is moved backward to previous layers to update weight parameters, which is back propagation.
The flow of feeding forward mechanism and back propagation is presented in Figure In
an ideal case with optimized algorithms, the cost function converges to a minimum point after
a certain of training time. The point shows a threshold of the network for mapping inputs to
desired outputs and the performance of this network.

In image processing, when trying to extract abstract features for visual tasks related to
emotions manually, a particular idea were proposed, in which all pixels in a image are considered
as a feature to be given into the input layer of ANN. The network structure of ANN becomes
extremely big and it lead to increase the complexity and reduce speed performance of the
network. For instance, we have a data consisted of 64x64 gray-scale images. The input layers
of ANN contains 4096 neurons and each neuron is fully connected to all neurons in the next
layers. When increasing the number of input neurons, we may need to increase the number
of neuron in hidden layers and the number of hidden layers to extract good features. In
other words, the complexity of the network increases with a large number of parameters which
may lead to reduce the speed performance of the network. However, even considering such a
complex network architecture based on classical ANN, extracting abstract features for visual
tasks related to emotions are remaining challenge. Thus, it leads to the idea of proposing
Convolutional Neural Network based on classical ANN to deal with such tasks for extracting
automatically good features, and especially supporting for visual tasks regarding to emotions.
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Input Layer Hidden Layer Output Layer

Figure 4.2: An example of structure of a fully-connected Artificial Neural Network. The
number of hidden layers in an ANN and the number of neuron unit in each layer can be
changed due to specific cases.

Figure 4.3: A representation of the input processing in one neuron based on an activation
function for all influence from neurons in the previous layer and a bias parameter.
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Figure 4.4: Weights between layers are initialized randomly in a defined scale to feed forward
the information about features from the input layer to the output layer. After getting neurons
in the output layer, activated values are compared with desired outputs to get the error
between them, and this error is sent back ward from the output layer to the input layer for
updating the weight and minimizing the error.
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Figure 4.5: An example of a Convolutional Neural Network structure for cat recognition task
included one input layer, one convolutional layer, one pooling layer and two fully-connected
layers.

Convolutional Neural Network

In attempt of autonomously extracting good features such as abstract features from raw images,
CNN were proposed and analyzed based on the idea of ANN [36] [45]. Instead of extracting
features manually, extra layers are added into the classical ANN to form a CNN architecture.
Those layers include convolutional layers and down-sampling layers (pooling layers) to extract
features automatically. Besides, the architecture of CNN can help to reduce the number of
parameters in the structure of a network when the input layer contains raw images. The
architecture of a CNN is illustrated in Figure for object recognition task.

Convolutional Layers are the core of the CNN which contains the most heavy computations
and helps to extract features from input layer based on learn-able filter maps. Each filter map
has a small size whose height size and width size equal to each other. For example, a filter
map can have a size of 7x7x3 for color images have width and height equal to 7 pixels, and
7 pixels respectively in three channels: red, green and blue. Filter maps slide over the input
image to compute the dot product of the filter map and corresponding region which has the
same size with the filter map of the input image. The dot product is calculated as similar as
matrix multiplications. Since we slide the filter over the width and the height of the input
image, we produce a 2-dimension output which is the result of the dot product. This product
is sent forward until the final layer of the network to obtain outputs for comparing with the
desired values. This network structure also can do back propagation to feed backward the error
obtained after comparing output of the network with ground truth to update parameters in
filter maps. Therefore, filter maps can be updated to automatically to extract good features
due to specific tasks. For example, a CNN can easily extracts edge feature based on a certain
given input data due to learn-able parameters in filter maps as presented in Figure [£.6, As a
result, the network can automatically learn from the filter map to extract features for mapping
input data to expected output. The number of filter maps are flexible due to the objective of
certain tasks for each convolutional layer. Thus, we can extract more features from the original
input image. However, the large number of filter maps increases the complexity of the network.

The convolutional layer has some main characteristics as following;:

e Receive an input which has a size represented in three dimensions: width, height and
deep denoted as Wi, Hy, and D respectively.

e Contain four main parameters:

— The number of filter maps (K).
— The size of all filter maps (F).

26



Input Image Filter Map Output Feature

-1 -1 -1
-1 8 -1
-1 -1 -1

Figure 4.6: Extracting edge feature based on a learn-able filter map of a convolutional layer
which slides over the input image.

— The stride (S) which filter map moves over the input.
— The amount of zero padding (P) for controlling the size of the output of this layer.

e Give an output which has a size of (WaoxHyxDsy) after doing a dot product of filter maps

and inputs.
o _ Wi—F+2P
Wy = 277
_ _ Hy—F+2P
Hy = "0
- Dy, =K

e Use ReLU usually as activation function after getting the output: f(x) = maz(x,0).

Pooling Layers are usually inserted after Convolutional Layers to progressively reduce
the number of parameters and complexity of a CNN structure. These layers helps to control
the over-fitting problem of the network. In other word, pooling layers can reduce the match
between extracted features from convolution layer and output of the network for the train data.
Therefore, it may enable the network to be more flexible to fit for other data in the future.
Pooling layers contain several characteristics as follows:

e Receive an input which has a size represented in three dimensions: width, height and
deep denoted as W1y, Hy, and D respectively.

e Contain 2 main parameters:

— The size of the spatial extend (F).
— The stride (S).

e Give an output which have a size of (WyxHyxD,) after doing a dot product of filter maps

and inputs.
o _ WhH—F
Wy = S+1
o _ H{—F
Hy = S+1
- D2 — Dl

e Use Max function or Average function as an activation function after getting the output.

The pooling layers use an activation based on Max function or Average function to reduce
the size of an input. Max function takes the largest value in a identified region while Average
function produce the average value of all values in the defined region. Figure [£.7] shows how
Max function works in a Pooling layers which takes 4x4x1 input to produce 2x2x1 output based
on the spatial extend F = 2 and stride S = 2.

Fully-connected Layers of CNN are similar to ANN which each neuron in the previous
layer connects to every neurons of the next layers.
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Figure 4.7: Max function acts in a pooling layer to reduce the size of the input based on a
spatial extent F and a stride S on a defined region.

Implementation
Structure of The Designed Network

We design our own CNN to enable our robots to recognize emotions from natural images based
on linear regression. Robots are able to generate emotional values(valence and arousal) which
are represented in a continuous rage from input images. The extracted inputs are given in our
CNN whose architecture is presented in Figure 1.8

In the first convolutional layer, we have 32 filter maps while the second convolutional layer
has 72 filter maps. The size of every filter maps in two convolutional layers is 5x5x3 similarly.
Besides, we use LeakyReLU as our activation function for convolutional layers due to the its
benefit of dealing with problem of dying ReLLU which leads all weights equal to zero during
training the network. LeakyReLU can control weights of convolutional layers through the
parameter « given by Equation [4.1}

flz) = (4.1)

a-xifz<0
zifx>=0

Each convolutional layer is followed by a pooling layer to reduce the complexity of the net-
work. Our pooling layers use stride S = 2, spatial extent F = 2 and Max function. In addition,
we use two fully-connected layers after the last pooling layer to map extracted features to the
desired network. The first fully-connected layer uses 90 neuron units and tanh as an activation
function while the second layer use ReLU as activation function and contains only one neuron
unit. The reason is because we want our output contain only emotional values which is either
valence or arousal and the scale of valence and arousal included in our data set is from 1 to
9. Besides, our network is trained from scratch which initializes weights randomly in scale of
(0,1). The cost function is used for this network to train our data set is built based on L2
normalization given by Equation [4.2

lost = Z \fi — vl (4.2)
i=0
Where:
e 1 is the number of data samples.
e f; is the value of output neuron of the i** sample of training set.

e 7, is the desired value of the ¥ sample of training set.
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Figure 4.8: Our proposed CNN architecture to recognize emotional values from one stimulus
based on Linear Regression.

Experimental Data

International Affective Picture System (IAPS) were developed based on examining human
affective responses to natural colorful images with multiple degree of emotional content. The
data set contain 1182 images, each image were rated by humans with different genders, ages
and cultures to have emotional values of valence, arousal and dominance in rage of (1,9). In our
experiment, we consider of using only valence and arousal since two values show their influence
to human cognition presented in Chapter [3] .

We select our input images based on the work of Lu [47] aimed at studying about shape
features in evoking human emotions. In that, all images which contain human facial expression
and body gestures, are removed because they strongly effect to human emotions based on body
language which slightly changes can lead to evoke a completely different emotion. As a result,
484 images are selected and we divide our data set into two sets: a training set contains 80%
of the selected images (388 images) and a test set consists 20% of the selected images (96)
images. Some samples of selected images are presented in 2-dimension emotional framework is
presented in Figure [1.9]

In addition, our input images are extracted in three channel of red, green and blue which are
normalized based on standard score firstly before being trained by our network. To normalize
our data by standard score, we use the formula given by:

Xoid —
o

Xnpew = (4.3)
Here,

e i is the mean of the data.

e o is the standard deviation of the data.
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Figure 4.9: Some sample of selected data for the designed CNN is presented on the
valence-arousal coordinate. Valence and arousal components of rated emotions for each image
are ranged from 1 to 9.

Evaluation Method

We use Mean Squared Error (MSE) method to evaluate the performance of our designed network
on generating valence and arousal values based on input images. MSE is used to compare the
different between the output of the network and the expected output for the test set which
contains 20% ogrinal data without being trained by our network through Equation as
follows:

— IS 2
MSE = n;(Yz Yi) (4.4)

Where,
e 1 is the number of samples in test data set
e Y is the output of the designed network at output layer

e y is the desired output which is obtained from the IAPS data set

Result of Acquiring Guide Emotion based on CNN

The result of our experiment is shown in Figure 4.10[in compared with Lu’s work. Blue columns
show our result while orange columns present for the result of Lu’s work. All the result are
measured by mean squared error. It is easy to claim that Lu’s work obtained better results
than our work. However, the different between the error on arousal dimension of our work
in compared with Lu’s work is smaller than the corresponding result on valence dimension.
Besides, CNN is wildly known for working effectively with a big training data which can includes
more than a million images [36]. In our experiment, we use only a small number of input data
which included 488 images. In the future, we can use a bigger number of training images to
improve the performance of our designed CNN. In addition, there are a lot of available accessing
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Figure 4.10: Mean Squared Error for valence and arousal dimensions of our works in
compared with Lu’s work.

pre-trained networks [70], we can apply and fine-tune pre-trained networks for getting
higher percentage of accuracy when applying CNN for this task. Therefore, this approach
can be studied more to improve the performance of CNN on generating guide emotions from
humans for robots.

4.2.2 Gaining Guide Emotion through HRI
Motivation

We designed a convolutional neural network to extract visual features automatically and thereby
generating emotional values for input images. The result is considerable to be improved in the
future when applying fine-tuning networks, available initial weights and a large number of input
images. Proposed machine learning techniques recently can map one image to only one emotion
which consists one combination of valence and arousal values.

However, in attempt of modeling human-inspired social effects for robots, we expect our
robots can get multiple guide emotions from humans for the same image because for a certain
image, different humans can have different emotions due to their background or culture, and
even for one human in different times, the human can generate different emotions for the
stimulus. In another word, we expect to map one image to multiple different emotions, which
recent applied machine learning techniques cannot support. Thus, we propose to model human
guide emotion through providing robots with those emotions directly from humans through
HRIL

Implementation

As presented in Section 3.1, social effects play an important role in human development through
social referencing and social sharing. It not only supports human infants to obtain basic
knowledge about a particular stimulus or object for forming appraisals for future recalls but
also allows older infants, children and adult to acquire a more detailed interpretation about
the environment with social context. Furthermore, social effects also helps to facilitate human
relationships during interactions and continuously learning and adaptation processes. Infants
directly mimic caregiver and parent guide when being influenced by referencing perspective of
social effects. While parents can make children feel comfortable to listen to parent guide and
share with them about their personal experiences, strangers make children be silence or lie
when asking about personal experience of children due to both aspects referencing and sharing
of social effects. In addition, children ’s knowledge contains more social context with deep
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understanding about complex objects, events and situations than infants’.

To model social effects to be given to robots, we consider human guides for the role of teaching
and sharing during human-robot interactions by providing each robot with guide knowledge and
the influence from culture. In other words, the guide provides each robot with the interpretation
and emotions about a specific object so that robots can further create appraisals related to that
object. Due to the influence of social referencing in infants who is younger than 18-month old,
we model to make our robots play a role as an infant to interact with humans at initial state.
In other words, our robot long-term memory is initialized emptily. After several interactions,
robots can play a role as similar as human children and adult for reducing the agreement on
human guide emotions as an affective factor for sharing knowledge about object appraisals and
generating emotions. This influence depends on the intensity of the relationship between human
and robots and guide emotion components. In our research, we suppose that all robots have
the same relationship with humans, so the relationship between humans and robots are the
same, only the intensity of guide emotions has influence on robot emotion generation process.

4.3 Designing Robot Long-term Memory for Acquiring Emo-
tional Experiences

4.3.1 Motivation

Cognitive memory plays an important role in the development of social robots for actively
learning knowledge and autonomously responding to the environment through past experiences
and interactions with the environment. In cognitive robotic field, there are two main kinds of
memory architectures which are cognitive memory architectures and developmental memory
architectures. Cognitive memory architectures focus on modeling some aspect of human mem-
ory such as how information is stored and used for future retrieval. Thus, a lot of robot memory
architectures were proposed to mimic very general functional processes and knowledge repre-
sentation structures of a human memory such as Episodic Memory [18|, Procedural Memory,
and other integration of memory components [31]. This kind of architecture aims at simulating
some specific cognition of humans to enable robots to finish some given tasks. In contrast,
developmental memory architectures investigate the role of all memory components and the
interconnection among them; in that, the interconnection plays a key role to form personality,
acquire knowledge continuously and develop intellectually in general though a psychological-
inspired epigenetic approach. Therefore, this approach can help robots to adapt their obtained
knowledge to learn new fact through interactions with humans and the environment|78|.
Based on the epigenetic approach, several memory architectures have been proposed [10] [50]
[61]. Presented memory architectures of [10] [50] focused on individual memory components,
ignored the role of context information in robot knowledge acquiring processes; thereby, robots
react uniformly while humans have different responses to the same stimulus or situation. Af-
ter a short-term of interactions, robots loose human attentions, which is called human-robot
interaction gap. In attempt to reduce the gap, Epigenetic Robot Intelligent System (ERIS)
[61] which was presented and implemented in a commercial robot, covered all the missing ele-
ments of previous epigenetic memory architectures and investigate the interconnection among
those elements to enable robots to understand contextual information. The Long-term Memory
(LTM) of ERIS is designed to have Semantic Memory (SM), Episodic Memory (EM), Proce-
dural Memory(PM) and the interconnection among those components as presented in Figure
.11 While SM provides robots with a container for generating general knowledge about ob-
jects or facts, PM acts as a passive component to store knowledge about robot behaviors such
as motor skills. The link between them shows the connection of actions related to a certain
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Figure 4.11: The interconnection of Long-term Memory components in terms of past
experiences based on ERIS .

knowledge such as looking at the sun. Look is an action which is attached with the knowledge
about the sun. The whole information of this event is stored in EM through the interconnec-
tion of SM with EM and PM with EM. As presented in the example, the knowledge about
the sun as facts is consolidated in SM while the action look is maintained in PM to specify
how a physical body can perform this action. The knowledge is connected and consolidated
as an episode in EM to show other contextual information in general such as color of the sun
at the time of looking. When consolidated episodes in EM are recalled through a retrieval
process, all related elements of the experience to let a subject relive this experience due to the
interconnection among memory components. Subjects can relive the color of the sun or the
action looking when recalling all consolidated episodes in EM related to the experience. Thus,
in our robot emotion representation, we adopt ERIS to design our robot long-term memory for
enabling robots to encode, consolidate and retrieve experiences including emotions which are
not included in ERIS; thereby using experienced emotions as a factor which influences robot
emotion generation in respond to a certain stimulus from the environment during interactions
with humans.

4.3.2 Object Affective Appraisal Formation
Human Object Affective Appraisals to Situation Awareness Capacity

Psychologists claimed that humans memory are sensitive to colors, shapes and locations of
objects in order to recall past experiences and determine the similarity among objects .
Due to color red, humans may recall several different experienced objects which are red such
as roses, books and stones when they see a red wall. In addition, humans can also use the
shape of an object to reduce the number of similar objects to a certain object. For instance, a
red square can make children think about a red cube instead of a red rose. Color and shape
of objects can evoke human emotions such as red color can make some people feel sad when
thinking of blood, or being relax for watching roses otherwise. Some people have no problem
of remembering shape of objects while others are fear of holes.

According to OCC emotion theory , human emotion generation is based on three main
aspects: occurred events, actions of self-agent or others and interest on certain property of
objects. In that, to understand the context of occurred events, humans need to have basic
understanding about objects included in an event, personal interest on certain property of
objects and the influence from people around due to the functionality of past experiences,
emotion generation processes and social effects respectively. In infants, while their knowledge
is directed and guided, their emotions and emotional expression are shaped by their parents
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due to social referencing which is mentioned in Section [3.1.1] Infants, then form their own basic
affective appraisal about novel objects to make their own evaluation for negotiating with their
parent guides on obtaining new knowledge, forming personality and generating emotions as the
result of social sharing. After a long-term of learning and development, children and adults
are able to form their own affective appraisals and interest about objects to make analysis for
discriminating objects, interpreting a specific situation and thereby generating emotions and
reactions.

Links among memory components make experiences obtained by a subject are related to
personal emotion and emotional responses of the subject to a specific object or stimulus from
the environment [41]. The subject may attach a specific emotion to a certain object and relive
this emotion whenever an experience about this object is recalled. For instance, a child may
keep facing his fear emotion for a ghost because his past experiences about ghosts are recalled
whenever others tell him stories about ghosts. If the arousal intensity level of the environment
increases, the child can face to a higher level of negative effects from recollected experiences as
a result of emotion influence in memory enhancement presented in Section [3.2]

Modeling object-based Memory for Robots

In order to understand any stimulus or situation from the environment during interactions with
humans and generate responded emotions, robots need to have basic knowledge about objects.
The basic knowledge can be related to object key features such as color and shape due to their
effect on human memory performance enhancement. Robots can use those features to form
affective appraisals for comparing and evaluating unknown objects with experienced objects
for a better interpretation about the environment. Robot long-term memory can be used to
encode and maintain experiences continuously during interactions of robots with humans and
the environment. For instance, robots are able to recognize an experienced object when seeing
it at the current time in different locations. A robot may be given a scene of a yellow tennis
ball and a red cube, this robot then form appraisals about the ball based on key features of the
ball such as yellow, circle and soft. For the next interaction, the robot saw a white circle ball
and asked to show the most relevant experienced object to the toy. The robot should answer
the tennis ball instead of the cube.

Besides, the interconnection among memory components can provide robots with a capacity
for acquiring not only knowledge about objects but also interpretation about related situations
effectively. ERIS was proposed to give robots a developmental memory architecture which
considers fully the link among memory components including semantic memory and episodic
memory. The information about objects is stored in semantic memory which links with related
episode stored in episodic memory for a certain experience. Robots can use the knowledge
to compare and evaluate unknown objects with known objects to have more appropriated
understanding about a new experience at the current time. For example, robots can detect
and localize an object in different locations at different times when the object is moving due to
several captured images; thereby re-locate the original location of this object.

4.3.3 Memory Error in Re-consolidation Phase

Memory re-consolidation in humans refers to the concept that an experience after recalling
because of the activation from similar experiences, is updated in LTM. It means that the
episode and related semantic items corresponding to the experiences are more possible to be
accessed in the future. There are two main different versions of memory re-consolidation. The
first one emphasized at that while a lot of cognition processes happen in human brains, the
consolidated information is unchanged and a passage of time corresponding to the experience is
merged during memory re-consolidation phase |71]. In contrast, Multiple Trace Theory (MTT)
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aimed at that re-consolidation processes of recalled experiences make the change for the original
episodes and engaged semantics items via a trace [52]. When an experience is consolidated in
LTM, a trace is created. Whenever this episode is recollected through memory retrieval, a
consolidation process is required and the trace is updated due to the change of this episode.
This consolidation process may cause memory error which an episode is re-consolidated to be
totally different from the original one or this episode is lost. It leads to form memory disorder.
Besides, a new episode including a new trace may be created based on a part of the old episode
such as semantic items and the trace of the old episode is updated due to this change. The
higher number of accessing time of the episode increases the possibility of successful recalling
this episode in the future.

To model memory re-consolidation process for our robots, we apply MMT to create a trace
for every episode and update the trace of an episode whenever it is recalled. Besides, this theory
also supports that humans encode information partially which may help them remember some
specific characteristics of an object without remembering the object itself. Therefore, it satisfy
our goal of forming object affective appraisals and acquiring knowledge due to those appraisals.
Although this process provides robots with ability to acquire new knowledge and create the link
between their personal experiences to new interpretation about similar stimuli and objects from
the environment, it can cause memory disorder. In order to eliminate the possibility of creating
memory error and memory disorder, we only update traces of episodes without changing the
original episodes.

4.3.4 Implementation

Our Long-term Memory (LTM) is designed based on two main components SM and EM in order
to enable robots to interpret context information and obtain knowledge intellectually. Due to
the adopted memory architecture, EISR, we study the interconnection among EM and SM.
Robot SM acts to encode basic interpretation about a particular object and form appraisals
based on the knowledge. Thus, robots are able to distinguish multiple objects due to their
key features for future usage. EM is designed to consolidate the experience of robots including
engaged emotions related to objects or stimuli from the environment. For example, robots are
able to remember the position of objects, engaged emotions and number of objects at a certain
time. Due to the link between SM and EM, robots can use formed appraisals to evaluate a new
object based on recalled past experiences which contain similar known objects through memory
processes.

In order to perform memory processes for acquiring robot personal knowledge and gener-
ating emotions, we adopt several definitions which were presented in ERIS, and propose new
definitions as following;:

e Definition 1: A scene, a raw image, is captured by robots or given by humans at
a certain moment during human-robot interactions. This scene is encoded by robots
based on human guide to be consolidated in robot LTM for future usage. Furthermore,
all scenes have to be uniform at resolution and size which can be used easily for other
processes. From multiple different scenes of one object, a robot can measure the distance
between the object and the robot such as near when the size of the object is small and
far otherwise.

e Definition 2: A time-stamp is the time robots capture a scene; thereby attaching with
the encoded episode to be maintained in LTM. This time-stamp is used for evaluating
the age of an experience of knowledge which robots acquired.

e Definition 3: An object is a specific stimulus such as cube which is contained inside
a scene. Robots can use human guides through interactions or obtained knowledge after
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several interactions with humans or the environment to generate appraisals about this
object. The knowledge is encoded and consolidated in robot SM.

e Definition 4: An object location is a minimum bounding box which contains the
detected objects. This area can be identified by robots or guided by humans through
interactions. From the identified area, robots can measure the height of the object and
localize the object within a scene. For examples, robot can make a comparison between
two cube insides a scene to get information of the bigger cube due to the larger area which
this cube takes place.

e Definition 5: A semantic item is a representation of robot basic interpretation about
an object such as color or shape after processing a scene at consolidation phase of memory.
This item is stored in SM and linked by several episodes due to the interconnection of
EM and SM. A corresponding item of an object can be used to form affective appraisals
for making prediction for unknown objects through memory retrieval phase.

e Definition 6: Engaged emotion of a scene is the robot personal emotion at the time of
consolidating the scene. This emotion is generated after updating robot personal emotion,
and attached to a certain episode to present the emotion in respond to the scene.

e Definition 7: An episode which is a representation of a scene in robot EM after
memory consolidating phase and emotion generation processes, contains links to one or
several semantic items which describe contained objects in the scene.

e Definition 8: A trace is a attached information about the encoded time of the episode
in respond to a specific stimuli. Whenever the episode is recalled, the trace is updated
by adding an information of retrieval time.

In addition, for ethical reason and memory performance, we design and experiment our robot
long-term memory based on several conditions:

e Assumption 1: At initial state, every robot has no prior knowledge; in other words,
robot long-term memory is empty with no data. Robots are able to use personal knowledge
right after acquiring from the first interaction to update personal emotions, obtain a more
detailed knowledge and possibly form personality.

e Assumption 2: There is no forgetting mechanism is applied because this mechanism
can cause memory errors. In other words, our robots are able to encode all experiences
and use those consolidated knowledge for future recall with one hundred percentage of
accuracy.

Consolidation Process

During interactions with humans, robots can generate scenes via a provided camera or given
images and get human guided information about a certain stimulus. For a certain amount of
time which is set by default, robots are able to capture images during interactions with humans
and the environment. Robots can get raw images from humans directly through interactions.
All captured images are re-sized to a standard resolution to become scenes for localizing objects
and extracting features of those objects. In additions, the provided information from humans
contain guide emotions which help to shape robot emotion for more acceptable by humans and
object localized areas and object labels which enable robots to acquire personal knowledge.
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Figure 4.12: Extracting an object from a captured image during human-robot interaction
based on human guide and graph segmentation.
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Obj _abcl23.sm ={
label = abcl23
image = (RGB image)
color = (HIST array]
shape = (SIFT descriptors)|

(a) An example of a semantic
item consolidated in Semantic
Memory.

Stimulus xyz789.em = {

encoded_time = (timestamp)

label = xyz789

obj_count = 1

obj_position = [5,1,80,123] Trace def801 {

obj_name = abc123
emotion = [2.121, 5.620]

label = def801

retrieval count= 1

trace = defB01 retrieval record= [1, (dmestamp]]
3 }
(b) An example of an episode (c) An example of a trace
consolidated in Episodic Memory engaged with an episode.

Figure 4.14: Structure of semantic and episodic memory in robot Long-term Memory.
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Based on the localized areas of objects and the scene, robots are provided with a function
named Visual Feature Detector (VFD) for removing noise background and extracting object
key features. There are two main steps which this function acts to remove background of the
scene. Firstly, robots localize object locations based on provided information from humans to
get minimum bounding box around the target object through Object Localization Processor
sub-function of VFD. The capture image then is cropped to have the size which equals to the
identified minimum bounding box. Lastly, robots extract the target object by replacing the
noise background by a black background through Grabcut algorithm [64] attached in Object
Segmentation Processor sub-function of VFE. This sub-function aims at making a weight graph
of the image. The graph which links pixels due to their color information, has two roots to
present for the background terminal and the target object. The similarity between the color of
the root pixel and neighbor pixels is presented by the weight between nodes in the graph. After
getting all weights of links among the graph, the background of the image can be separated
from the target object. This process is presented in Figure [4.12]

In order to form an experience and object affective appraisals for a certain stimulus, VFD
function helps robots to extract visual features of the object after removing noise backgrounds.
Basic visual features of the detected object: color and key points due to Section [4.3.2] are
extracted by using color histogram (HIST), and scale-invariant feature transform (SIFT) [46].
Those features are encoded to become a visual package of a semantic item which can form
robot personal appraisals in order to recall past experiences for acquiring new knowledge and
updating robot personal emotion in respond to the scene. On the one hand, semantic items
corresponding to all detected objects in the scene are linked to form a new episode. On the other
hand, those items can recall past experiences of robots and allow robots to relive experienced
emotions; thereby changing robot personal emotion due to the new interpretation and Emotion
Generation Processor (EGP) which is described in the next chapter. The updated emotion
is attached with encoded episode for readily consolidating in robot LTM for future recall.
Memory consolidation process is shown in Figure [4.13] and consolidated memory items in LTM
is illustrated in Figure [4.14]

After consolidating the new experience in robot LTM, robots maintain episodes and related
semantic items with the link among those components for future use. Those links can help
robots to recall past experiences for evaluating new stimuli and form appraisal for acquiring
knowledge from those stimuli through memory retrieval phase.

Retrieval Process

When robots process a new experience, they can evaluate the similarity between new objects
and with seen objects via formed affective appraisals. As mentioned in Section [4.3.4] robots can
encoded visual features of a new object and form appraisals from those features; therefore, using
those appraisals to evaluate the new object with all experienced objects via the corresponding
consolidated and maintained semantic items of experienced objects in LTM. We define the
similarity between two objects by comparing object visual features: color and key points of the
new object (Opew) to a previously seen object (Ogeen). The Euclidean distance is used for the
calculation of the difference between color (HIST) and key points (SIFT) of two objects, where
the difference is represented as deoor and djeypoint respectively. The role of each difference on
the distance calculation is defined as the parameter € given by.

d(onew,oseen) =€- dCOlO"'(Oneuuoseen) _'_ (1 - 6) : dkeyPOint(Onequ,Oseen) (45)
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Figure 4.15: Example of images |\ contain objects which are similar in color features.

Algorithm 1: Retrieval of the most similar experienced object in compared with
the unknown object
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Input : SemanticMemorydirectory, SIF T, cwonject, HISThewobject; €
Output: similarObjectLabel

similarObjectLabel = null ;

if /SemanticMemorydirectory then

listObject = readAllFile(SemanticMemorydirectory);

numObject = length(listObject) ;

i=0;

count = numObject;

listKeypointDistance = empty ;

listColorDistance = empty ;

list TotalDistance = empty;

while count > 0 do

SIFT,; = listObject[i].getSIFT() ;

HIST; = listObject|i].getHIST() ;

keypointDistance = math.Euclidiandistance(SIFT,ewobject, STFT;) ;
listKeypointDistance.insert (keypointDistance) ;

colorDistance = math.Euclidiandistance(H ST, ewobject, HIST;);
listColorDistance.insert(colorDistance);

count- - ;

end

maxKeypointDistance = max(listKeypointDistance) ;
maxColorDistance = max(listColorDistance) ;

for i <= numObject do

o color Distanceli]
CDrate — max Keypoint Distance

KPDrate — keypointpista@ce[i]
mazKeypointDistance

totalDistance = ¢ - C'Drate + (1 — €) - K PDrate;
list TotalDistance.insert(totalDistance) ;

end

minlndex = getIndex(min(listTotalDistance)) ;
similarObjectLabel = listObject|minIndex|.getLabel();
I+ ;

end
return similarObjectLabel ;
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Algorithm 2: Relive experienced emotion based on an object appraisal
Input : EpisodicMemorydirectory, objectLabel
Output: emotion

1 valence = 0 ;

2 arousal = 0 ;

3 emotion = [valence,arousal| ;

4 listFoundEmotion = empty ;

5 listFoundTrace = empty ;

6 listAccessingTime = empty ;

7 if !EpisodicMemorydirectory then

8 listEpisode = read AllEpisode(EpisodicMemorydirectory);
9 numEpisode = length(listEpisode) ;

10 numTrace = length(listTrace) ;

11 i=20;

12 for i < numEpisode do

13 objectLabellnEpisode = listEpisodeli].getObjectLabel();
14 if objectLabellnEpisode = objectLabel then

15 valence = listEpisodeli|.get Valence();

16 arousal = listEpisodeli].get Arousal();

17 emotionTmp|0] = valence ;

18 emotionTmp|1| = arousal ;

19 traceLabellnEpisode = listEpisode[i].getTraceLabel() ;
20 trace = getTraceByName(traceLabellnEpisode) ;
21 accessingTime = getLastAccess(trace) ;

22 listFoundEmotion.insert(emotionTmp) ;

23 listFoundTrace.insert(traceLabellnEpisode) ;

24 list AccessingTime.insert (accessing Time)

25 end

26 I- - ;

27 end

28 indexOfRecentAccess = argmin(listAccessingTime) ;

29 emotion = listFoundEmotion|recentIndex] ;

30 traceNeedToUpdate = listFoundTrace[recentIndex] ;

31 timeStamp = Time.now();

32 traceNeedToUpdate.insertRecordOf Accessing(timeStamp);
33 end

34 return emotion ;

Due to the calculated distance, we get the smallest distance which shows the most similar
object previously seen to the new object. Some examples of similarity recognition of our
robots are shown in Figure [4.15] Due to the semantic item corresponding to a seen object
and links from the item to episodes in EM, we can find all episodes which contains the item
through memory retrieval process. In case of having only one object inside an image, only
the episode contains the similar semantic item is recalled. If there are more than one object
insides an image, the number of objects are used to determine which episode is recalled. In
case of getting multiple similar episodes, attached time-stamps of those episodes are used to
get the most recent experience for retrieval. When the experience is recalled, the related
episode is updated by adding retrieval time to the engaged trace of this episode, and robot can
relive personal past experiences based on the information from the recalled episode including
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experienced emotions and other contextual information. For obtaining experienced emotion
based on memory retrieval for visual stimuli contain only one object, we designed algorithms
and 2 based on Equation [£.5] and the interconnection between EM and SM in our robot LTM.

Limitations

Our robots need to have human guide on object areas within a scene to be able to extract visual
features of objects. This function is developed imperfectly, our robots cannot detect objects
and localize positions of detected objects within a scene. It lead to narrow the ability of robots
to develop independently from humans. Besides, the Grabcut algorithm sometimes works not
well on removing complex backgrounds from the localized object areas due to the quality of
raw images, the color of object which is similar to background color. In our experiment, we use
images which have simple background or their backgrounds have contrast colors with colors of
the target objects.

For the similarity of objects through object affective appraisals, we consider color histogram
and SIFT features which are provided by OpenCV library. Those algorithm do not work well
for complex stimuli such as living organism from the environment. Robots cannot recognize
the same dog while having multiple scenes of different dog postures. Besides, robots are not
able to distinguish different kinds of animal and breeds of them. In our experiments, we use
multiple images of only one category, cat, from available international data sets and we expect
our robots can recognize similarity between two cats through their postures such as lying and
their hair colors such as black and white.

4.4 Integrating Multiple Cues for Representing Robot Emo-
tion

In our robots emotion model, we use visual stimulus as the factor to evoke robot personal
emotions. Robot personal emotions changes due to time parameter during human-robot inter-
actions or the exploration of robots to the environment. Robots acquire new knowledge from
human guides and generate emotions in respond to the new interpretation for continuously
adapting to the environment and developing in general. For each visual stimulus captured from
the environment during interactions with humans, our robots are expected to form appraisals
about objects, obtain personal knowledge and update personal emotions through the influence
from human-inspired emotion activation cues. Robots are expected to play two roles which are
a learner and a partner to continuously learn from and share with humans.

As presented in Section [4.2] our robots can get human guide emotions directly through HRI
due to the influence of social effects. For the same stimulus, a robot can obtain different guide
emotions from different humans based on their background and culture. In other words, we
enable our robots to be influenced by culture and supervised by humans through interactions to
generate emotions and acquire knowledge about the environment. Thus, human-inspired social
effects are modeled as guide emotions which are given directly by humans during interactions
with robots.

The influence of past experiences in human emotion generation is modeled as experienced
emotions which consolidated with a certain knowledge and maintained in robot LTM as shown
in Section [3.2] Our robots are able to acquire personal knowledge based on the supervise from
humans to form basic object appraisals which can be recalled in the future when robots are
affected by similar stimuli. In addition, every experiences of robots are engaged with a certain
emotion which can be neutral, happy or sad represented in the valence-arousal coordinate.
Those experienced emotions can be evoked with one hundred percentage of accuracy due to
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Figure 4.16: Robot emotion generation process based on human-inspired social effects and
robot personal experiences through memory retrieval for a certain visual stimulus.

our assumption in Section when robots recall their past experiences which contain those
emotions emotions. We consider that there are experienced emotions can impact to the current
emotional state of a robot, which plays similar role as past experiences in humans on activating
emotions in respond to a certain stimulus, object or situation.
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Table 4.1: Denoted symbols for multiple human-inspired emotion activation cues in robot
emotion generation.

Symbol Meaning
C An emotional component of the personal emotion of a robot at
@B | the time encoding the stimulus (¢)
c An emotional component of the personal emotion of a robot at
PE: | the time encoding the stimulus (¢)
C An emotional component of the experienced emotion from a
EE: | human at the time encoding the stimulus(t)
C An emotional component of the personal emotion of a robot after
PEt1 | yeacting to the stimulus (¢ + 1)
" The impact of Cgg, to Cpg,,, due to the intensity level of Cqp,
Yo The impact of Cgg, to Cpg,,, due to the intensity level of Crg,
3 The impact of Cpg, to Cpg,,, due to the intensity level of Cpg,

Our robot personal emotions changes due to time parameter during human-robot interactions.
Robots acquire new knowledge from human guides and generate emotions in respond to the new
interpretation for continuous adaptation and to the environment and development in general.
For each visual stimulus captured from the environment during interactions with humans,
our robots are expected to generate appraisals about objects, obtain personal knowledge and
updated personal emotions for both role of learner and sharer. The overview of this integration
is shown in Figure [£.16]

When interacting with humans, robots are provided with the location of all objects in a visual
stimulus and a guide emotion. On the one hand, the provided object location helps robots to
extract object visual features. Those feature can be used for generating a new episode and
semantic items through memory consolidation phase and forming object affective appraisals as
presented in Section Those appraisals help robots to recall past experiences including
engaged emotions through memory retrieval phase described in Section [£.3.4] The recalled
emotions can influence to robot personal emotion in respond to affective stimuli. All the
processes in the memory retrieval phase are compressed and performed by Memory Retrieval
Processor function which sends request to robot LTM and receives responses from the memory.
On the other hand, the guide emotion shapes robot personal emotion to be more favorably
accepted by humans. Moreover, Emotion Generation Processor (EGP) function is designed to
update robot personal emotion based on the guide emotion and an experienced emotion. This
function helps robots to analyze the influence of human guide as social effects in humans and
robot personal knowledge as the role of past experiences for generating robot personal emotion
in respond to a certain stimulus from the environment. In order to update robot personal
emotion, we denote several symbols presented in Table [4.1]

The personal emotion of the robot at time ¢ + 1 is created by the personal emotion of the
robot, guide emotion and experience emotion the robot acquires at time ¢ and the influence of
those emotions due to their intensity levels. Thus, the personal emotion of the robot at t 4+ 1
is calculated as Equation [4.6}

Cpe =M Cap, + 72 Cer, + 73 - Cpg, (4.6)

Since the total influence of three emotions Cpg,, Cgg, and Cgg, to Cpg,,, is calculated by

Equation [4.7] given by:

NMt+r+ty=1 (4.7)
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Where 71, 72 and 3 denotes for the influence of the affective emotions to the personal emotion
of the robot at ¢ + 1 as presented in Table are calculated as follows:

Cer
— ¢ 4.8
n Ceag, + Ceg, + Cpp, (48)
Cege
— ¢ 4.9
7 Cag, + Ceg, + Cpg, (4.9)
V3 Cpr, (4.10)

B Ceag, + Ceg, + Cpg,

Based on Equation [4.6] and [4.7] our robot personal emotion can be calculated by Equation
where v, and 7, are described in Equation and [.9] respectively.

Cpey, =M Car, +72 - Cep, + (1 =71 — %) - Cpg, (4.11)

In addition, our robot emotion representation based on 2-dimension emotional framework as
described in Section which shows robot emotions based on a combination of valence and
arousal values. However, two components have different influence on the subject for both emo-
tion activation cues which are past experiences and social effects. Through memory processes,
both negative valence and positive valence shows their effects while only high arousal does the
similar influence to memory performance enhancement. In other words, valence and arousal act
differently because of their intensity levels. In addition, according to Section [3.1] valence and
arousal impacts in sharing aspect of social effects based on the same mechanism as influencing
on memory performance. We assume that those elements play a similar role in referencing
perspective of social effects since infants mimic their parent guide as a passive learner. Thus,
we use a parameter, u, to present the smallest intensity level of each emotional component and
update Equation [4.8 and [£.9) respectively given by:

‘CGEt - :u’
= 4.12
n \Car, — it| + |Crr, — 1| + |Cpr, — 1 (4.12)
Crm —
| EE; :u| (4'13)

T2 =
|Car, — |l + |Crr, — 1| + |Cre, — 1]
After robots update personal emotion, the generated semantic items and episode is combined

with the generated emotions in respond to the visual stimulus to be consolidated in LTM for
the complement of memory consolidation phase which is presented in Section [4.3.4]

4.5 Conclusion

We investigated the role of social effects and past experiences in robots to update robot personal
emotion through the integration of guide emotion and experienced emotions. Guide emotions
are provided by humans directly through interactions with humans due to the influence of
culture. The influence enables robots to have various different guide for the same stimulus
to acquire knowledge and generate emotions with context of culture, which are not provided
by recent machine learning techniques. We also designed our robot Long-term Memory based
on a human-inspired developmental memory architecture. The memory helps robots to form
affective appraisals for stimuli in the environment for generating emotions and obtaining per-
sonal knowledge. Emotional experiences of robots are consolidated in the memory and recalled
through HRI when robots are affected by stimuli from the environment which are as similar as
previous experienced stimuli. When recalling previous experiences, retrieved emotions can let
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robots face to the same effect as the time of encoding those experiences. The guide emotion,
the experienced emotion and the personal emotion of robot at the time of encoding the new
stimulus influence to generate robot emotion in respond to that stimulus. We propose to apply
an approach based on the percentage of the influence of each affective emotion to generate
robot emotion.
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Chapter 5

Experiments

In order to analyze how a system works, experiments and measurement processes are evaluated.
In our research, we analyze the performance of our robot emotion representation by designing
two main experiments due to a proposed scenario. We expect our robots can perform a role as
not only a passive learner but also an active partner during interactions with humans. Besides,
the adopted long-term memory architecture enables robots to obtain knowledge for future usage.
Robots are expected to form personal evaluation on every stimulus from the environment based
on visual images and human guide. We selected input data based on official international well-
known databases for our robots to process and generate emotions. The generated emotions of
robots are analyzed based on psychological experiments in humans. The details of experiment
procedure and results are presented in following sections.

5.1 Data Selection

We set our experiments by running algorithms and evaluate generated emotions of robots in
responds to a visual stimulus by analyzing the values of valence and arousal, thus we select
images which are rated by humans to have those significant values. To model human guides
during interaction with robots, we select our input data from international presented data sets
of visual images which have been used for a lot of experiments in humans and applied for robots
in psychology and cognitive science researches.

5.1.1 International Affective Picture System (IAPS)

TAPS [42] is the mostly wildly used data set of pictures which are used to study about emotions
and attentions in psychology researches and robotic studies. This data set has developed and
updated recently to contain 1182 natural color images in multiple different categories of human
bodies, human faces, human gestures, animals, landscape,..etc. This data set is created and
evaluated by humans based on multiple dimension theory of affects through values of valence,
arousal and dominance. Those values are rated to have a standard deviation and mean in a
range of 1 to 9. For each dimension, the lowest intensity level is presented by value 1 and in
contrast, 9 shows the largest intensity level. The rating of IAPS is shown in Figure 5.1 IAPS
has been applied to study about human emotions, how humans recall their past experiences
through cognitive processes and brain activities [49], then evoking their emotions when seeing
a specific image. For robotic field, biological signal from humans when watching images from
this database is processed through several sensors attached with human skins during human-
robot interactions to help robots to gather information such as heart beats, blood pressure,
temperature or brain waves for recognizing human emotions and generating intelligent behaviors
[62] or build social robots.
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Figure 5.1: The presentation of IAPS database on the valence-arousal coordinate.

However, images in IAPS are different in quality and resolution, and the number of images in
a specific content category is too small such as 4 images for cat; thus, it may lead to get noise
in evaluating experimental results. Luminance, size and quality of images are claimed to have
strongly effect to the subjects during experiments of evoking emotions and cognition processes
especially when using different quality images in a categories . In addition, unequal numbers
of images in different categories and a small number of images in a category lead to present one
image to a subject more than one time; thereby creating high effect to experimental results. For
example, when a person is asked to see an image of a beautiful cat for the first time, he generate
really high intense of emotion such as excited; however, for the second time of watching, the
level of his emotion is reduced, he may feel happy. It is not easy to extract visual feature to
study and recognize emotions from the data set due to the high number of image categories
and the small number of images in each category even though machine learning technique is
applied.

5.1.2 Nencki Affective Picture System (INAPS)

NAPS database which is proposed recently to deal with the limitation of TAPS, contains
a 1,356 realistic, high-quality images divided into five categories of people, faces, animals,
objects, and landscapes. The number of images for each categories are balanced with the same
resolution and quality. For each picture, rating on valence, arousal and avoidance-approach are
created continuously due to a range of 1 to 9 by humans with a mean and standard deviation.
NAPS is presented on the valence-arousal coordinate as shown in Figure[5.2] Furthermore, the
information of some visual feature such as image contrast, image luminance and the number of
green color pixels . This data set which provides higher number of images with lessen number
of categories for high quality and resolution, is applied for multiple psychology researches for
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Figure 5.2: The presentation of NAPS database on the valence-arousal coordinate.

exploring human cognition, attention and emotions recently [59].

Although this database provides with more benefit than IAPS database, applying NAPS is
still a challenging approach especially in robotic cognitive science. Robots do not have ability
like humans to understand context meaning within an image then generating emotions and ex-
pressing reactions. Beside, a lot of images contain multiple objects with complex backgrounds;
it leads to a difficult task of computer science when dealing with object detection, localization
and recognition or situation awareness. Considering only simple background images, the num-
ber of images is reduced and unbalanced for each category. For example, to study about one
category of animals, there are multiple kind of animals such as dog and cat. However, consid-
ering about kinds of animal to classify images, the number of re-categorized images is reduced
extremely. It makes visual feature detection and processing tasks become more difficult due to
the lacking of data.

5.1.3 Selected Data Inputs

In our research, we propose to represent robot emotions and process robot cognitive processes
based on objects from visual stimuli while visual recognition tasks can be done by other re-
searches. Thus, we only use visual stimuli with simple background and contains one kind of
object. Besides, robots can localize objects within an image or scene based on human assists.
Therefore, we assume that, our experiments are implemented to detect one kind of object which
is cat. Due to the small number of images, we combine all images about cat in TAPS with all
corresponding images in NAPS to have a bigger amount of visual stimulus which plays as an
input in our experiments. After removing images which contains complex backgrounds and low
quality, we got 12 images with valence (mean: 5.365, std: 3.525) and arousal (mean: 5.095, std:
2.405) when ignoring the role of dominance factor and avoidance-approach values in our robot
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(a) A neutral-mid arousing (b) A positive-low arousing
image selected from NAPS [48]. image selected from NAPS [48].

Figure 5.3: Samples of experimental input data selected from TAPS and NAPS databases for
only one category of cat with simple background and contain only one object.

emotion representation. All images are re-scaled to the same size. Those images also contain
only one object, so we assume that the rating of humans for each image is the rated emotion
for the contained object. Because of unbalancing data and corresponding values of valence and
arousal; we divided chosen images into four types such as negative-low arousing, negative-high
arousing, positive-low arousing, and neutral-mid arousing. The example of selected images are
shown in Figure 5.3

5.2 Experimental Scenario and Procedure

In our experiments, we expected our robots to represent emotions by a combination form of two
valence and arousal values. The robot may present not only influence of guide emotions when
being asked but also display the past experienced stimulus and its effect. Besides, robots are
able to discriminate different visual stimuli based on their visual features and forming object
affective appraisals after encoding information about those stimuli.

In order to interpret how our system works, we designed a scenario in details, where humans
provide guide emotions of every input image to robots. Images are presented to a robot in a
certain sequence. In this scenario, the robot plays a role as a learner who can choose to accept
human guide directly or negotiate with the guide based on personal gained experiences. In
addition, the robot can show emotions through valence and arousal values. The scenarios is
designed by three main steps. Firstly, a human gives the robot a visual stimulus and guide
interpretation about the stimulus through emotional values and object locations. After getting
the stimulus and human guide, the robot extracts visual feature of the image and included
objects based on the information about given object locations. The encoded information is
used for recalling robot past experiences and consolidating a new episode. When looking for
similar experiences based on object visual features such as shape and color, the robot can
relive experienced emotions which can influence to robot personal emotion. Secondly, the robot
integrate all influenced emotional values with it own personal emotions to respond an emotion
for the stimulus based on Equation[d.11] Lastly, after updating personal emotion due to internal
and external information, the robot combines the generated emotion with encoded episodes to
form new affective appraisals; thereby consolidating the obtained experience in robot LTM for
future usage. All assumptions in our robot LTM design are applied due to Section

For evaluating our robot emotion representation, we design two main experiments due to our
proposed scenario. The first experiment aims at analyzing the influence of social effects and how
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our system work to model this influence to robots in cognitive processes for generating emotions.
For this experiment, our robots play two role as a passive learner and an active partner to be
influenced by social effects for both aspects of referencing and sharing when acquiring personal
knowledge and generating emotions. We expect our robot to generate distinctive emotions for
the same visual image if it observed at different time instants. The second experiment aims
at evaluating the integration of multiple emotion activation cues in robot emotion generation
inspired by human psychology theories. In this experiment, we expect two different robots
generate different emotions for the same image at the same time of being affected due to their
prior personal knowledge and experiences when applying the same emotion generation system
and getting the same human guide. For both experiments, we provide robots with several
images in a certain order, robots then display their personal emotions, guide emotions and
experienced emotions when successfully obtaining similar past experiences from LTM.

5.3 Experiment 1: Investigating Human-inspired Social Ef-
fects in Robot Emotion Generation

In this experiment, we expect our robots can play two roles which are a passive learner and an
active partner to learn from and share with humans. Due to provided information from human,
robots can acquire knowledge continuously and generate emotions automatically in order to
adapt to the environment.

5.3.1 Design

In this experiment, one robot is used for evaluating the modeling social effects in both per-
spective of sharing and referencing to robots. The robot personal emotion is set to neutral-low
arousing whose values of valence and arousal are equal to 5 and 1 respectively. Human guided
are provided directly during human-robot interactions. We selected 5 different images which
consist one negative-low arousing image, one negative-high arousing image, two positive-low
arousing images, and one neutral-mid arousing image, respectively. Those images are num-
bered from 1 to 5 and given to robot in a sequence of 5, 1, 2, 5, 3, 4, 5, 1, 4, and 5 for ten
times. In this sequence, the robot sees images 5 for 4 times at interaction 1, 4, 7 and 10. Image
4 is seen in two times at interaction 6 and 9 while images 1 is seen at interaction 2 and 8. The
robot sees images 2 and 3 for only one time at interaction 3 and 5 respectively.

5.3.2 Results

We set € equal to 0.5 for applying Equation to find the similar experiences of robots and
acquiring new knowledge and interpretation about new stimuli from the environment during
interactions with humans. For updating robot personal emotions in respond to those stimuli,
we apply Equation [4.11] 4.12 and [4.13| through setting p equal to 1 and 5 for valence and
arousal respectively. The obtained result is shown in Figure [5.4] The orange line presents for
guide emotions which the robot obtained from the human, and the dark blue line describes
for personal emotions of robots. Both kinds of emotions are captured after every interaction
between human and robot during 10 times of seeing visual stimuli.
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Figure 5.4: Guide emotions and personal emotions of the robot in the first experiment are
captured after 10 interactions with humans to analyze the modeling of social effects in robot
emotion generation. Each value is recorded after finishing one interaction which the robot
sees a visual stimulus and gets human guide emotions for that stimulus. The robot sees image
5 in interactions 1, 4, 7 and 10. Images 1 and 4 are seen twice in interactions 6, 9 and 2, 8
respectively.
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5.3.3 Discussion

In this experiment at the first interaction, the robot observes image 5 for the first time, it
generates values of valence and arousal as similar as corresponding components of the guide
emotion. This reaction is common in human infants as a result of social referencing when
they watch their parents during interactions with them and then generate the same emotions
through copying processes.

However, the generated emotions of robots in respond to images 1, 2, 3, and 4 when it sees
them the first time at the interaction number 2, 3, 5 and 6 respectively are not the same as
guide emotions. It can be explained with the change of the role of human guide to the robot
emotion generation process. After the first interaction, the robot gains a certain knowledge
about cats and form affective appraisal to the object by extracting visual features of the object
based on human guide. Starting at the second interaction, the robot can use personal knowledge
to negotiate with human guide for gaining a mode detailed interpretation about cat. At this
stage, humans start to reduce the role of a teacher to increase a role of a partner to share
knowledge with robot for influencing robot emotion generation direction. Thus, both role of
human, teaching and sharing which are modeled based on the inspiration from human social
effects, direct and shape the way robot interpret and generate emotions in respond to stimuli
from the environment during human-robot interactions.

Furthermore, robot personal emotions in respond to image number 5 at interactions number
4,7, and 10 are not the same as the guide emotion, which is different from the first time robot
watch this image at interaction number 1. The emotional state of the robot in respond to image
5 during ten interactions are changed significantly from negative mid-arousing (2.94, 5.01) at
the interaction number 4 to positive low-arousing (5.11, 4.85) at the interaction 10. This effect
happens similarly when the robot sees images 1 twice at the interaction number 8 and image 4
twice at the interaction number 9. After seeing a certain stimulus at the first time, the robot
can recognize the image in next interactions, so the robot can recall past knowledge about the
image including experienced emotions. Thus, the robot is affected by the same experienced
emotion and guide emotion in generating different personal emotion in respond to the stimulus
because the emotional state of the robot at the time encoding the image are different.

5.4 Experiment 2: Robot Emotion Representation based
on Multiple Cues

In this experiment, we expect our robots can generate emotions based on the influence from
the integration of multiple cues. In that, robots may have different emotions in response to a
certain stimulus at the same time of observation.

5.4.1 Design

Two robots are initialized with the same neutral-non arousing emotional state; in other words,
initial values of valence and arousal of those robots are equal to 5 and 1 respectively. We
provide two robots with the same guide from a human during the interactions with humans.
We give 8 images numbered from 1 to 8 to our robots with different sequences. Those images
contain one negative-low arousing image, one negative-high arousing image, four positive-low
arousing images, and three neutral-mid arousing images, respectively. For the first robot, we
show those images in a sequence of 1, 2, 3, 4, 5, 6, 7, and 8. The second robot observes images
in the sequence of 2, 3, 1, 4, 6, 7, 5, and 8. In those sequences, two robots see image 4 and
image 8 at the same time. Besides, before seeing image number 4, both robots are seen images
1, 2 and 3. Similarly, those robots see image number 8 after observing all other images.
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(b) Arousal component of Personal Emotions of two robots.

Figure 5.5: Personal Emotion of two robots in the second experiment captured for 8
interactions in which two robots see image 4 and 8 at the fourth and the eighth interactions
respectively.
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5.4.2 Results

The result of this experiment is shown in Figure [5.5. The blue line presents for the personal
emotion of the first robot, and the red line describes the personal emotion of the second robot
We apply the same values of € and p in the first experiment for Equation [4.11} 4.12] and [4.13in
order to form object appraisals for evaluating similarity between seen objects and new objects
and updating robot personal emotions. The result shows the change of personal emotions of
both robots during eight times of observing visual images with human assist. We record robot
personal emotions after being affected by a certain visual stimulus in one interaction with the
same human. At interaction 0, both robots are at the initial states which equal to neutral-mid
arousing emotion. The value of valence and arousal are 5 and 1 respectively.

5.4.3 Discussion

The generated emotions of two robots in respond to image 4 and 8 for the first time of being
affected at the same interaction are different even though they are initiated by the same emo-
tional state and provided by the same guide emotions from the human. On the one hand, the
first robot responds to image 4 and 8 via negative-mid arousing emotion and high negative-mid
arousing emotion respectively. On the other hand, the second robot generates a lower values
of valence and a higher values of arousal for image 4 while responding an emotion which is less
negative and higher arousing for image 8 than the generate emotion of the first robot.

The reason is because images are given to both robots are the same but in different sequences;
thus, at a certain time, the gained knowledge of each robot is different from the other. For
example, the first robot gained knowledge from images 1 and 2 while the second robot achieved
experiences from images 2 and 3 after the second interaction. The different obtained knowledge
leads to forming different object appraisals for the same category of image, cat, and generate
different emotions in respond to those objects. After the third interactions, both robots are
seen image 1, 2, and 3. However, their emotions in respond to those images are different. For
instance, the first robot responds high negative-mid arousing to image 1 at interaction 1 while
the second robot generate negative-high arousing emotion to the same image at the interaction
3. At the fourth interaction, both robots saw image 1, 2 and 3 with different sequences and
gained different experiences including engaged emotions. Similarly for image 8, both robots
observed images 1, 2, 3, 4, 5, 6, and 7 in previous interactions but in different sequences,
thereby forming different personal experiences. When the retrieval process occurs, each robot
recall different experienced emotions for the same object which is mostly similar to the new
object to generate responded emotions.

In additions, personal emotions of two robots at the time of encoding the images 4 and 8 are
different from each other, which also influence to the generation of emotions of two robots for
those images. Different past experiences and different personal emotions at the time encoding
a new experience enable robots to have different emotions in respond to the same stimulus,
which may help to the formation of the robot personality.

5.5 Conclusion

Our two experiments are designed based on the proposed scenario which is used to evaluate
how our system works and the model of our robot emotion representation based on human psy-
chology theories. Those experiments show that the proposed emotion representation provides
robots with a capability to generate emotions similar to the way humans do based on social
effects and past experiences. Robots play two roles of a passive learner and an active partner
to be influenced by human-inspired social effect by both perspective of referencing and shar-
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ing. Moreover, robots are able to form affective appraisals for gaining knowledge and recalling
past experience in acquiring a more detailed interpretation about the environment with social
context which is shaped and direct from humans; thereby generating emotions due to human
direction. The second experiment strongly presents that different prior interpretation about
the same stimuli can lead to form different knowledge and generate emotions even the resource
of information are unchanged. Two different robots generate different emotions for the same
stimulus due to their own personal knowledge which is taught and shared by humans equally.
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Chapter 6

Summary

6.1 Conclusion

The limitation of modeling emotions for robots is addressed with the review on previous works
presented in Chapter [2] Artificial emotions are modeled to robots categorized into basic emo-
tions and multiple dimensional representation of emotions. In addition, robots cannot acquire
knowledge continuously due to the change of the environment because of limited functional-
ity, some cognition simulation, the use of limited basic emotions on directing behaviors and
expressions; thereby the interactions between humans and robots is not effective after a long-
term of engagement. We investigate emotion activation cues during human-human interactions
which are social effects and past experiences presented in Chapter [3| to propose our approach
on representing robot emotions which would be more likely accepted by humans. Therefor,
enhancing a believable interaction between human and robot which can stand for a long-term
of engagement.

In Chapter [ a robot long-term memory architecture is designed based on the adoption
from a robot developmental memory architecture for enabling our robots to acquire knowledge
intelligently in general instead of simulating some specific case of human cognitive processes.
We also describe the approach of using a recent Machine Learning technique, Convolutional
Neural Network to model human-inspired social effects in our robot emotion representation.
However, the influence of social effects based on human culture cannot be modeled due to the
recent approach, thus we allow our robots to get human guide directly through HRI. In this
chapter, the integration of human-inspired multiple emotion activation cues is presented for
providing robots with a capacity to acquire knowledge continuously, generate emotions and
represent those emotions on the valence-arousal coordinate during interactions with humans
and the environment .

We present our designed scenario and two main experiments in order to investigate the
performance of our approach on representing robot emotions in Chapter|sl The first experiment
shows that our approach can model both perspectives of referencing and sharing of human-
inspired social effects in generating robot emotions. Robots can play a role as an passive learner
to accept human guide and learn from that to acquire knowledge. The obtained experiences
are used for negotiating with human guide for acquiring a more detailed personal interpretation
of robots about stimuli in the environment during HRI. For a certain stimulus, one robot can
generate different emotions due to the influence of past experiences and emotional state at
the time of encoding the experience when getting the same guide from a human. The second
experiment describes that our robots are able to form personality on generating emotions and
acquiring knowledge. In other words, two different robots provided by the same human guide
can generate different emotions for the same stimulus at the same time of observing.
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6.2 Contribution

We designed our robot long-term memory based on the adoption from a developmental memory
architecture through epigenetic approach to solve problem of simulating human specific cogni-
tion. Besides, we also consider the enhancement role of emotions in memory and the effect of
past experiences to emotion generation through memory retrieval for modeling our robot long-
term memory. The memory architecture allows robots to form affective appraisals for acquiring
the interpretation about a novel object or stimulus in order to gain experiences continuously,
generate emotions and adapt intelligently to stimuli from the environment during interactions
with humans.

In attempt of modeling human-inspired social effects, we point out that our current approach
on using Machine Learning techniques to provide robots with a capacity to recognize humans
emotion from natural images is not suitable when ignoring the role of human culture. Thus,
we model the influence of social effects to our robots by giving robots human guide emotion
directly through HRI. Both aspects of social effects are fully considered due to referencing
and learning; therefore, our model enable robots to form personal knowledge, emotions and
personality. Robots play not only a role as a passive learner to accept guide from humans but
also a role as an active partner to be directed by human guide. Robot personal knowledge and
emotions are shaped and influenced by humans, which would be accepted by humans positively.

An experiment scenario is presented to design two main experiments for evaluating our robot
emotion representation performance. The modeling of social effects in both perspectives of
referencing and sharing are considered in the first experiment by using one robot. Several
interactions are made between a human and the robot, emotions of the robot are recorded
after each interaction in order to evaluate. Psychology experiments are used to analyze the
results, thereby showing that robots learn from humans due to social effects similarly in infants
for a very initial state and likely older children after gaining personal knowledge. The second
experiment aims at evaluating the integration of multiple cues in robot emotion generation
by using two robots. Similar to the first experiment, robot emotions are obtained after each
interactions. The result shows that obtained personal knowledge can influence strongly in robot
emotion generation and knowledge acquirement which can be considered as an important factor
in forming personality.

6.3 Future work

The current model is limited at detecting one type of object, human emotion recognition and
object localization. Besides, there is no related works which can be used for evaluating our
current results at the time this research has been finished . In the future we propose several
approaches to improve and evaluate our model presented as following.

e Implementing the proposed model on real robots and exploring the natural interaction
between humans and robots. Based on experiments on a real robots with humans, we can
evaluate how well this model work in a real life and improve the emotion representation
based on the feedback of participants. In addition, robots should interpret human facial
expression or gestures to get the emotional guide message as seen in human infants to
generate emotions and obtain personal knowledge.

e In order to detect and recognize more types of objects, robots should be provided with
a powerful function to extract more features of the objects. The current function enable
robots to get color and shape features of objects. Robots are not able to distinguish the
different between dog and cat.
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The robot is dependent on humans through interactions to gain knowledge and generate
emotions. Machine Learning technique can be used to model the role of human guide
which can investigate the role of human culture in generating emotions; thereby enabling
robots to acquire knowledge and experiences independently.

An evaluation matrix is necessary to design for evaluating the influence of each human-
inspired cue which activates robot emotion. Due to this matrix, we can rank those cues
due to their influence.

There are many external factors from the environment and internal factors inside humans
such as personality or mood can be considered in the future for modeling robot emotions.

Other kind of input data can be investigated such as sensor information which helps
robots to interpret the heat temperature of humans for recognizing human guide emotions.
Besides, speech and natural language processing should be considered to allow robots to
understand human guide naturally.
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