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Abstract

The primary objectives of this dissertation are to improve the end-to-end throughput
of parallel multihop relaying network and to fully mathematically analyze the
performance of one-time retransmission in a single-hop system, with the utilization
of the source correlation and the feedback. Hence, we arrange the analyses into
two parts: multihop and single-hop transmissions.

In the first part, we consider a parallel multihop transmission where there is no
direct link between the source and the destination. We introduce Lossy-Forwarding
(LF) concept to Hybrid Automatic Repeat reQuest (HARQ) schemes, referred to
as LF HARQ, and propose two techniques of LF HARQ: Fully-LF and Partially-
LF HARQs. With Fully-LF HARQ, the relay nodes always forward the packet,
regardless of whether or not the information part of the packet contains errors, to
the next hop instead of discarding those containing errors as in the conventional
lossless decode-and-forward schemes. With Partially-LF HARQ, the relay nodes
select either forwarding the erroneous packets or requesting retransmission. The
mode selection bases on the confidence indicator (CI) expressing the reliability of
the received packets which is. Since the channels are assumed to suffer from block
Rayleigh fading, the CI is calculated via online measurement of mutual information,
block-by-block. The numerical results show that the average end-to-end throughput
performances of the proposed techniques significantly outperforms the conventional
techniques. Furthermore, Partially-LF HARQ outperforms Fully-LF HARQ for the
packet loss ratio less than 60 percent.

As the number of retransmission in a link increase, the system throughput will
be decreased. Therefore, in the second part, we focus on the single-hop transmission
with only one retransmission in the form of a helper packet, referred to as M -in-1
helper transmission. The helper is constructed simply by taking binary exclusive-
OR (XOR) of the M unrecovered information packets. We propose a way to
analyze the achievable diversity order of M -in-1 helper transmissions taking into
account the source correlation. To identify the trade-off between source correlation
and performance gain due to coding and diversity relationship, we start in-depth
analyses on rate regions and outage probabilities with M = {2, 3}. We also review
the influence of unequal power or redundancy allocation between the helper and
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information packets. Finally, we provide the analysis of achievable diversity order
with arbitrary M . It is shown that the achievable diversity order depends on the
correlation among the sources, the bit error probability of the helper packet, and
the integer M being whether even or odd.

Keywords: hybrid ARQ, feedback, multihop, relay system, iterative decoding,
correlated sources, source coding with a helper, achievable rate, outage probability
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Chapter 1
Introduction

Billions of devices are predicted to be connected to wireless networks in the
future [1, 2]. Consequently, an enormous amount of data transfer is anticipated to
impose excessive transmission problems in wireless communication networks. Such
trend of the increasing demands is projected to grow continuously at an exponential
speed [3]. The network components in such communications systems commonly

G
a
te

w
a
y

s
to

ra
g

e
, 
d

a
ta

 p
ro

c
e
s
s
o

r

Figure 1.1: The data storage of a server in the wireless network system stores correlated
packet.

have data storage to save a significant amount of data, from which multiple streams
are formed based on, for example, the multiple observations of the same object [4,5]
as illustrated in Figure 1.1. As a consequence, the server stores correlated packets
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I have “A”

She needs “A”

I need “A”

ACK

NACK

Figure 1.2: Interaction among multiple nodes supported by a joint operation with feedback
channels.

due to the collaborative nature of the monitoring or sensing devices, in brief, sensors.
The correlation among the information packets at the server exists, not only in
the form of spatial data correlation [6] between the information streams obtained
from the spatially nearby sensor observations but also the temporal data correlation
between packets acquired consecutively in time by the same sensor [4, 7].

Besides, designing very highly reliable data transfer mechanism for massively
connected devices in wireless communication networks is of crucial importance
in many cases [8]. Hence, the interaction among multiple nodes is commonly
supported by a joint operation with feedback channels to satisfy the reliability
requirement. The most classical method of the feedback information utilization is
Automatic Repeat reQuest (ARQ) where the receiver feedbacks acknowledgement
(ACK) or negative ACK (NACK), depending on whether or not the received packet
contains no errors, respectively, as illustrated in Figure 1.2. The transmitter then
decides whether to transmit new packets or to retransmit the packets found to
be received in error, respectively, depending on the feedback information ACK or
NACK. Hence, ARQ is preferable for high-reliability requirement systems with the
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transmission over noisy channels.
Furthermore, the connected enormous devices for some applications demand

not only reliability but also robustness in data transfer [9, 10]. In this case, the
communication between devices barely has the need for common infrastructure
or centralized control. Instead, they cooperate with each other by relaying or
forwarding each others’ packets. The relaying or forwarding packets enables devices
that cannot directly interact each other to communicate via relays, known as
multihop transmission.

Multihop transmission is a relay-assisted transmission scheme which has long
been considered very beneficial for enhancing the signal coverage of limited-power
transmitters [11]. It commonly employs relay nodes in a serial configuration.
However, such schemes do not increase the diversity order to overcome the effects
of fading variation in wireless environments. On the other hand, due to the nature
of wireless communications, multiple nodes (in addition to the intended next-hop
recipient) can overhear transmissions and serve to assist forwarding. It enables
the multihop transmission with a parallel configuration, which can gain diversity
order [12].

This dissertation deals with the design of reliable and robust parallel multihop
transmission exploiting the source correlations and feedback, and focus the theoret-
ical analysis of the achievable diversity in one link. This chapter begins with the
motivation and the related work, followed by the author’s contributions. Finally,
the outline of this dissertation is provided.

1.1 Motivation and Related Work

We consider exploiting the source correlation and the feedback so that the reliable
and robust wireless multihop transmission can be efficiently designed. One of the
challenges in the multihop transmission is that the end-to-end delay may be larger
compared to that of single-hop due to processing needed in each hop. Moreover,
there is still no guarantee that shorter hop is always reliable due to the time-varying
nature of wireless channels. Therefore, the reliability of a single-hop transmission
is worth being analyzed at a deep level. This dissertation details the methodology
to deal with the challenges of both multihop and single-hop transmissions as
summarized as follows.
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1.1.1 Parallel Multihop Transmission

lossy link

lossless link

source

destination

Figure 1.3: Overhearing relay cooperatively forward the packet until it reaches the
destination node.

In general, the performance of multihop transmission relies on the forwarding
strategy and technique. Regarding the relaying strategy, the overhearing relay nodes
can be either selected opportunistically or cooperatively forward the packet until it
reaches the destination node [13], as illustrated in Figure 1.3. The numerical results
in [13] show that due to the greater number of connected transmitters in cooperative
forwarding, the throughput is lower than the opportunistic forwarding. As for the
forwarding technique, it can be classified into three categories: amplify-and-forward
(AF), compress-and-forward (CF), and decode-and-forward (DF).

AF is the simplest relaying technique concerning signal processing complexity.
Basically, a relay node with AF only scales the received packets and then forward
the amplified version to the destination node [14]. However, the noise component
is also amplified with the received packets, which degrades the performance of the
system. Another drawback of the AF technique is the necessity of transmitting the
channel state information in the previous hop, which requires additional bandwidth.

With CF, the received packets at the relay node are quantized and compressed
before being forwarded to the destination node [15, 16]. This technique is also
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known as estimate-and-forward [17]. The packet with CF technique can be seen
as the noisy version of the original packet. Therefore, CF is suitable for parallel
multihop relaying instead of the serial configuration since the destination node can
recover a packet by combining the correlated copies of the same packet from the
several parallel links. However, compressing the received packet at the relay node
may be computationally expensive.

With DF, the relay node decodes the received packet and detects whether the
packet contains errors or not by utilizing, for example, cyclic redundancy check
(CRC) [18]. Based on the detection, the relay node either re-encodes and forwards
the error-free packet or discards the erroneous packet. In the case of cooperative
communications where a relay node assists the direct source-destination nodes
transmission, the conventional DF gives no diversity gain when the source-relay
nodes link is lossy. In this case, Adaptive DF in [19] utilizes feedback information
to achieve the diversity by letting the source node retransmits the packet to the
destination node via using, again, the direct link. As for the parallel multihop
transmission, utilizing DF and the feedback may increase the end-to-end latency,
and decrease the end-to-end throughput.

In contrast to DF, Lossy forwarding (LF) technique–a technique allowing erro-
neously decoded packets to be forwarded– is effective in reducing the end-to-end
latency and increasing the throughput of parallel multihop transmission. One way
to utilizing the LF concept is the soft relaying technique [20]. It is a derivative
technique of CF where the relay node uses a soft encoder to acquire the a poste-
riori probabilities of the coded bits, and then forwards the soft values, which are
exploited as a priori information by the soft decoders of the destination to improve
decoding performance. However, a significant disadvantage of the technique is
that it requires additional bandwidth and power consumption, due mainly to the
requirement for transmitting the soft values or their quantized versions. The other
way is by re-interleaving and re-encoding the erroneously decoded packets at the
relay node, in such a way that the destination can exploit the correlation of the
information parts of the packets received via multiple links, as presented in [20]. In
fact, the correlation exists because the packets are generated from the same source.
This fact is utilized in Chapter 3, where an efficient algorithm for utilizing the
correlation in the ARQ protocols for parallel multihop transmission is presented.

With the existence of the feedback, the multiple copies of correlated packets are
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received not only from parallel links but also from retransmitted packets following
an ARQ protocol. In general multihop transmission, conventional ARQ protocol
always requests the source node to retransmit whenever the destination node failed
in recovering the packet. This end-to-end ARQ is a very simple mechanism to
ensure the successful recovery of the packets at the destination node. However,
larger transmission delay is a detrimental drawback. Hence, additional techniques
initiated by the relay nodes are needed, for instance, the hop-by-hop ARQ proposed
in [21], and the relay ARQ in [22]. Reference [23] shows that the delay increases
exponentially as the packet-error-rate (PER) per link in two-hop transmission
increases, and the hop-by-hop ARQ, as well as the relay ARQ mechanism, perform
similar even though they outperform the end-to-end ARQ in term of throughput.
The superior performance of the hop-by-hop ARQ and the relay ARQ over the
end-to-end ARQ is shown in [23], also in terms of throughput.

Every time a packet is retransmitted, the receiving node will increase the amount
of information. Hence, by accumulating sufficient information, the node will be able
to decode the message. In this case, ARQ based on packet combining techniques
with forward error correction (FEC) in a hybrid ARQ (HARQ) scheme can achieve
not only coding gain but also the time diversity through retransmissions, as well as
the spatial diversity through the relays which retransmit the source information,
as described in [24]. Therefore, employing HARQ in multihop relay networks can
further improve the reliability.

Many different schemes of HARQ for multihop relaying systems have been
proposed in the literature, for example, the HARQ for one-relay-per-hop systems
in [25–27]. Those protocols may not be optimal for a system with more than
one relay per hop since the spatial diversity is not taken into consideration. The
system becomes more complex as the number of relay per hop increases as shown
in [28–30]. However, the relay nodes of all those schemes do not forward erroneous
packets, but instead request for retransmissions, and hence the end-to-end latency
increases. Furthermore, they do not consider the correlation between multiple
information sequences1 so that further potential improvement using correlation
property between the received sequences is not exploited.

1The correlation among packets from parallel links exists since they were originally sent from the same
source.
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1.1.2 Single-hop Transmission

It is noticeable that a drawback of the conventional retransmission systems is that
all the NACK-ed packets invoke retransmission requests in several rounds of attempt
until they are recovered, which reduce the system throughput. Many techniques
have been proposed to eliminate the shortcoming of ARQ by HARQ [31–33].

With HARQ, incremental redundancy is known as an effective scheme to achieve
high throughput in static additive white Gaussian noise (AWGN) channels [34].
With incremental redundancy, the information bits are firstly encoded using a low
rate code, referred to as the mother code, and then the encoded bits are punctured,
according to the puncturing table [35,36], to produce a series of high rate codes.
The aim of this scheme is to inherently make an adaptive adjustment between the
unknown received signal-to-noise power ratio (SNR) and FEC code rate through
accumulative redundancy retransmissions [37]. However, its performance is very
sensitive to the design of the mother code and the puncturing table. Moreover, it
still requires packet-wise ACK/NACK feedback.

Those technique described above consider effectiveness in achieving high through-
put and reliability in static AWGN channels where the transmitter does not know
the received SNR.2 With the block fading assumption [38], the transmitted packet is
always correctly received if a capacity-achieving code is used and the instantaneous
received SNR is larger than the threshold SNR supported by the code; otherwise,
it is always received in error. However, the received instantaneous SNR varies in
fading channels, and hence the fading variation dominates the average performance
such as the diversity order. Therefore, considering the enormous dynamic range of
the fading variation, say, 30− 40 dB dynamic range, packet-wise feedback may still
be useful compared to the block-wise feedback.

Nevertheless, various retransmission-protocol-based techniques with block-wise
feedback using rateless codes have been proposed to overcome the shortcomings of
incremental redundancy HARQ [39–41]. Rateless codes, such as Luby Transform
(LT) codes [42], fountain codes [43], and raptor codes [44] can achieve reliable
communication without channel knowledge at the transmitter. With rateless
coding, the transmitter generates a potentially limitless number of independent
packets, and the receiver attempts to decode the information block from the received
packets. The corrected received packets are stored for future decoding; otherwise,

2Channel State Information (CSI) feedback is out of the scope of this dissertation.
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the corresponding packet is discarded. The receiver sends an ACK once it has
collected enough packets to recover the information, otherwise send no feedback.
In the very fast fading channel, it is shown in [45] and [46] that rateless codes are
reliable for delay-constrained transmission. However, the performance evaluation
used in [45] and [46] is only by simulations. Overall, the decoding latency of rateless
codes is still large since the decoder needs to acquire sufficient, typically large,
number of packets to recover the information. On the contrary, with the packet-wise
feedback ARQ, the recovered packets can immediately be released to the higher
layer, and hence reduces the latency, in the average.

Instead of block-wise feedback, the packet-wise feedback based techniques have
been revisited recently, where its effectiveness has been investigated by utilizing
the network coding techniques [47–49]. The broadcast transmission in [47] and the
multiple unicast schemes in [48] use the binary exclusive-OR (XOR) network coding
to reduce the number of transmissions compared with conventional ARQ schemes.
Authors of [49] apply random network coding for point-to-point communication to
further reduce unnecessary redundancy transmission. However, those techniques
described above do not take into account the impact of the source correlation.

The theoretical works on packet-wise feedback-assisted correlated source trans-
mission with a helper, are somehow related to the systems over broadcast or multiple
access channels. For instance, it is shown in [50] that the proposed XOR operations
among packets of several users with 1-bit feedback can achieve the capacity of packet
transmission over an erasure broadcast channel. In [51], the authors characterize the
rate region of the broadcast channel where every receiver has a partial message as
side-information of others. For multiple access channels with feedback, [52] presents
the achievable rates for correlated sources, and provides the coding strategies to
achieve the rates where the receiver can exploit the information of one out of the
two transmitters as a helper.

With the use of a capacity-achieving code,3 packet-wise feedback invokes an-
other fundamental interest that how the ARQ process can well utilize the source
correlation knowledge and how the redundancy should be constructed. There arises
a lot of interesting questions which are all related to the theorem of multiple sources
coding with a helper [53]. This interest motivates us to investigate the achievable

3The capacity achieving assumption is only for analysis. In practice, the code should not necessarily
be exactly capacity achieving.
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diversity, outage probability, and impact of source correlation, all in block Rayleigh
fading channels with packet-wise feedback, of which starting point is the analysis
of the inadmissible rate region in static AWGN channels.

1.2 Contributions

To improve the performance of multihop multi relaying systems, we introduce
LF with HARQ (LF HARQ), where erroneous packets are forwarded to preserve
as many parallel links as possible to exploit the correlation among the erroneous
messages, resulting in larger diversity gain. Furthermore, the end-to-end throughput
can be enhanced because LF HARQ improves the reliability retransmission-by-
retransmission. In particular, LF HARQ utilizes the knowledge of the correlation
between the information sequences received in the previous transmissions. Therefore,
the correlation knowledge or the redundancy among packets coming from different
links is significantly beneficial. However, the more hops in transmission, the larger
the distortion in the forwarded packet, which results in decreased redundancy
hop-by-hop. To solve this problem, we introduce a confidence indicator (CI) as a
threshold by which each relay node selects either forwarding the erroneous packets
or requesting retransmission. Therefore, LF-HARQ is initiated by the relay nodes,
depending on the CI value, to reduce the number of end-to-end retransmissions,
and hence it increases the end-to-end throughput.

For the single-hop transmission problem, we start in-depth analyses on rate
regions and outage probabilities of M correlated information sources transmission
with M = {2, 3}, to identify the trade-off between source correlation and perfor-
mance gain due to coding and diversity. Eventually, we generalize the analyses of
achievable diversity order into any integer M .

Accordingly, we first investigate M correlated information sources transmission
over a static AWGN channel withM = {2, 3}. Each packet is encoded by a capacity-
achieving code at a certain specified instantaneous SNR. By utilizing Shannon’s
source-channel separation theorem, we focus on the case where the channel capacity4

is smaller than entropy per-information packet of the source; it corresponds to the
case where the packet contains errors after decoding at the receiver. The receiver

4The terminology "channel capacity" is the channel capacity corresponding to the specified SNR,
divided by the signaling spectrum efficiency which is including channel coding rate and modulation
multiplicity. Unless otherwise stated, however, we use the terminology "capacity" for the simplicity.
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notifies the decoding failure to the transmitter via the feedback channel. Thus, a
helper packet, formed by utilizing the XOR operation to the M packets which are
failed to be recovered at the receiver,5 is then transmitted.

Therefore, the system considered as a single-hop transmission is regarded as
two-dimensional channel coded packet-wise transmission, horizontal and vertical
codes. The horizontal code is the packet-wise capacity-achieving code, and the
vertical code is binary single parity check code over M information packets. This
system is referred to as M -in-1 helper transmission in this dissertation.

Under this assumption, we derive the inadmissible rate region of the system,
where the correlation among the source information and the bit error rate of the
helper packet are fully theoretically analyzed. We use the theorem for multiple
sources coding with a helper [53, Theorem 10.4], for analyzing the inadmissible rate
region. Given the derived inadmissible rate region, we then derive the upper bound
of the outage probability of M -in-1 helper transmission over block Rayleigh fading
channels.6 Each packet, including helper, suffers from statistically independent
block Rayleigh fading, where the channel varies packet-by-packet but is static
within each packet.

The scenario described above may arise in ARQ systems, where the transmitter
stores the NACK-ed packets in a buffer with a size of M ; a helper is transmitted
whenever the buffer is full. In the analysis, we only focus on the buffer-full state
and derive the outage probability of theM -in-1 helper transmission system utilizing
the obtained rate region. In fact, the process of how the full buffer state is reached
has to be taken into account for the exact calculation of the system outage. In this
dissertation, however, we make use of the statistically independent occurrence of the
two events, per-packet decoding success and failure at the receiver. Hence, we define
the outage event such that decoding of the M NACK-ed packets after transmitting
the helper packet is failed for the first time, and thereby the outage probability
derived in this dissertation is an upper bound. With this outage definition, the
upper bound of the outage curve apparently exhibits at least M -th order diversity
with any integer M .

In the rate region analysis for the single-hop transmission, the rate region
5Afterward, we use terminology NACK-ed packet to refer the packets that are unable to be recovered

at the receiver by independent (packet-by-packet) decoding.
6The outage probability of the systems with M > 3 may be possible to be derived if we can solve the

difficulty of managing M dimensions rate region.
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supported by the channel being larger than the source information entropy does
not have to be taken into account. This is because the packet is always received
correctly in this case due to the use of a capacity-achieving code. Hence, such
packet does not have to be included when forming the helper packet.

On the top of the diversity gain, the source information correlation further
reduces the required average SNR, but it is in the form of a parallel shift of the
outage curve. An interesting observation is that with M = 2, the diversity order
being two is not affected by the information correlation, but with M = 3, the
diversity order asymptotically approaches to four, if the information correlation
is very close to one. The achievable diversity order assessment can further be
extended to any integer M , where the achievable diversity order is not affected by
the information correlation with M being an even value, while with M being odd,
the achievable diversity order approaches M + 1 if the information correlation is
close to one. The achievable diversity order with arbitrary M value is investigated
in Section 4.6.

We summarize the main contributions of this dissertation as follows.

• Applying lossy forwarding technique with HARQ for parallel multihop trans-
missions for both fully and partial HARQ.

• Introducing CI as a threshold by which a relay node selects either forwarding
the erroneous packets or requesting retransmission to reduce the number of
end-to-end retransmissions, and hence it increases the end-to-end throughput.

• Providing verification of performance improvement by a semi-analytical
method, including EXtrinsic Information Transfer (EXIT)-chart analysis.

• Presenting theoretical derivation of inadmissible rate region and upper bound
of outage probability of feedback-assisted system with a helper transmission
by considering the case that the per-packet entropy is larger than the channel
capacity at a certain specified instantaneous SNR.

• Analyzing the effects of the source information correlation and the bit error
rate of the helper packet on the inadmissible rate region and the upper bound
of the outage probability of the M -in-1 helper transmission, theoretically.

• Providing proof for the achievability of Mth and (M + 1)th order diversities
with M being even and odd, respectively, of M -in-1 helper transmission in
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block fading channels.

1.3 Dissertation Outline

The common theme of this dissertation is the design and analysis of wireless
communication systems with feedback over Rayleigh fading channel by exploiting
the source correlation. The major goal is to create a reliable-and-robust cooperative
wireless communication, which is indicated by high throughput performance. The
key to achieving this goal is to exploit the beneficial nature of the correlated packets
in the network. The reliability can be maintained high by utilizing HARQ via the
joint design of network and channel coding scheme. On the other hand, significant
increases in the network throughput can be achieved by decreasing the number of
retransmissions in the network. Therefore, the trade-off between reliability and
robustness is of the major scope of this research. In this case, the robustness is
shown by the achievable diversity order.

For better understanding the main part of this dissertation, some basic concepts
and background knowledge about information theory and wireless communication
theory are provided in Chapter 2. The main part is divided into two, multihop
transmission in Chapter 3 and single-hop transmission in Chapter 4. Eventually,
we present the conclusions and future work in Chapter 5.

Part I: Chapter 3. This part deals with LF HARQ techniques for parallel
multihop transmission, which utilizes the knowledge of the correlation between
the information sequences in the decoding process. Two LF HARQ techniques are
considered in this chapter: Fully-LF HARQ and Partially-LF HARQ. With Fully-LF
HARQ, the relay nodes always forward erroneous packets and the transmission
involve end-to-end ARQ protocol. With Partially-LF HARQ, a relay node decides
either forwarding the erroneous packet or requesting retransmission based on CI.
Therefore, Partially-LF HARQ has a control to guarantee at least one connection,
where errors are not introduced in the relay before re-encoding, is established. The
brief mathematical expression for the CI calculation is provided in this chapter.
The system performances are evaluated through simulations, and the performances
are compared with existing techniques.

Part II: Chapter 4. This part deals with the analysis of achievable diversity
order in a single link, where the number of retransmission is limited to one. Moreover,
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the retransmission of M unrecovered packets is combined into one transmission in
the form of a helper packet. The information theoretical limit of the system is given
in this chapter. Furthermore, the inadmissible rate region with M = 2 and M = 3
are provided at first. Then, the outage probabilities and upper bound approximation
are theoretically derived. Afterward, this chapter presents the numerical analyses
and reviews the influence of unequal power or redundancy allocation between the
helper and information packets. Eventually, the achievable diversity order analysis
for any integer M is given in this chapter.



Chapter 2
Preliminaries

This chapter provides the preliminary definitions and necessary basic knowledge
for the forthcoming chapters. First of all, an overview of entropy and mutual infor-
mation, and their properties are given in Section 2.1. Then, basic communication
systems and Shannon’s source-channel separation theorem are briefly discussed in
Section 2.2.

The fading channel and the diversity technique for mitigating the fading effects
are discussed in Section 2.3. Then, the overview of the error control techniques
to improve the performance of a communication system is given in Section 2.4.
Section 2.4 also provides the turbo encoding-decoding techniques which are utilized
in Chapter 3. This chapter briefly introduces the LF techniques employing turbo
encoding as well as the M -in-1 helper transmission in Section 2.4, of which the
details are discussed in Chapter 3 and Chapter 4, respectively. In addition, a
tool for the analyses of convergence property of iterative decoding such as turbo
decoding, EXIT chart, is given in Section 2.4.5.

Finally, to support the theoretical derivation of M -in-1 helper transmission in
Chapter 4, the fundamental of the theorem for multiple sources coding with a helper
including the achievable-rate-region analyses, and the relationship between the
entropy rate and packet-wise transmission are given in Section 2.5 and Section 2.6,
respectively.

The following notations are used throughout the dissertation. Vectors are
expressed with bold lowercase and scalars with standard text notation. The
probability function is expressed by P(·). Operators ⊕ and ∗ indicate binary
XOR and convolution operations, respectively, e.g., α ∗ β = α(1− β) + (1− α)β.
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Function Hb(·) denotes the binary entropy function where Hb(α) = −α log2 α −
(1− α) log2(1− α). For M -in-1 helper transmission, we use M2 and M3 to denote
the schemes with M = 2 and the M = 3, respectively.

2.1 Entropy and Mutual Information

Entropy measures the average uncertainty inherent in the distribution of a random
variable. If a random variable has an entropy of α, we gain information α when we
get a signal that tells us the value of that random variable, i.e. the value eliminates
the uncertainty. Let X be a random variable taking identical and independently
distributed (i.i.d.) values from a finite alphabet X with a probability mass function
(pmf) p

X
(x) = P(X = x), in short X ∼ p

X
(x), the entropy of X is defined by

H(X) = −
∑

x∈X

p
X
(x) log p

X
(x). (2.1)

Note that entropy is always positive, i.e. H(X) ≥ 0, since 0 ≤ p
X
(x) ≤ 1 for all

p
X

(x).
Let Y ∼ p

Y
(y) be another i.i.d. random variable taking values from a finite

alphabet Y , the joint entropy H(X, Y ) measures the uncertainty in the joint
distribution of a the pair random variables (X, Y ) ∼ p

XY
(x, y) = P(X = x, Y = y).

It is defined by

H(X, Y ) = −
∑

x∈X

∑

y∈Y

p
XY

(x, y) log p
XY

(x, y). (2.2)

The conditional entropy H(Y |X) refers to the average entropy of Y conditional
on the value of X, averaged over all possible values of X, as

H(Y |X) = −
∑

x∈X

p
X
(x)H(Y |X = x), (2.3)

where H(Y |X = x) =
∑
y∈Y

p
Y |X(y|x) log p

Y |X(y|x). We can further derive (2.3) into

H(Y |X) = −
∑

x∈X

p
X
(x)
∑

y∈Y

p
Y |X(y|x) log p

Y |X(y|x)



16

= −
∑

x∈X

∑

y∈Y

p
XY

(x, y) log p
Y |X(y|x). (2.4)

The chain rule for joint entropy states that the total uncertainty about the
value of X and Y is equal to the uncertainty about X plus the uncertainty about
Y once we know X, or the uncertainty about Y plus the uncertainty about X once
we know Y . Thus, it is expressed by

H(X, Y ) = H(X) +H(Y |X)
= H(Y ) +H(X|Y ). (2.5)

In general, if we have random variables X1, X2, · · · , Xn, then

H(X1, X2, · · · , Xn) =
n∑

i=1

H(Xi|Xi−1, · · · , X1). (2.6)

Mutual Information

The mutual information I(X;Y ) measures how much the realization of random
variable Y tells us about the realization of X or vice versa. In other words, it also
measures how much the entropy of X is reduced if we know the realization of Y or
vice versa. Thus,

I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) = I(Y ;X). (2.7)

Note that the mutual information between a random variable and itself is its
entropy, e.g. I(X;X) = H(X).

2.2 Communication Systems and Separation Theorem

General system model of point-to-point (p2p) communication is shown in Figure 2.1.
The mission of the system is to deliver information from a source to a destination
over a channel. We assume a discrete memoryless source S emitting binary sequence
u with a finite length k per-transmission in the form of a packet, referred to as
the information packet. The information packet u is first encoded by the channel
encoder to add redundancy for the error correcting at the destination. Then, the
output of the channel encoder, w, is mapped into a sequence of signal waveforms
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Figure 2.1: System model of a general communication system.

x to be transmitted through the channel, according to the modulation scheme of
the system. At the destination, the received coded packet, y, is first demapped
into ŵ and then channel-decoded into û.

It is obvious that we can identify û for the communication systems with noiseless
channels. However, information distortion can be produced when noise is introduced
to the channel. Let Pb denotes the probability of bit error; the noise creates a
non-zero Pb in transmission. Introducing a simple channel coding like a repetition
code or a linear error correcting code will reduce Pb, but simultaneously reduce the
transmission rate RTx . Let R and Q denote the source rate and the normalized
spectrum efficiency including channel coding rate and modulation multiplicity,
respectively, then RTx is equal to Q when the entropy coding is used for source
coding. Moreover, since we assume finite length packet, as described in the previous
section, the packet-wise entropy is H(S) = R = 1.

Shannon showed that a source could be channel encoded in a way that makes
Pb arbitrarily small [54]. There is a non-negative number C with the following
property. For any ε > 0 and RTx < C, for large enough N , there exists a block code
of length N and rate larger than or equal RTx and a decoding algorithm such that
the maximal Pb is less than ε [55]. In a simple word, the maximum transmission
rate with vanishing Pb is C, known as the channel capacity.

Applying source encoding or compression to the information before channel
encoding brings up the question: is a two-stage encoding method as good as any
method to transmit the information over a noisy channel? Shannon’s source-channel
separation theorem shows that we can design the source and channel code separately
and combine the results to achieve optimal performance [54].

Let us consider the source emitting the binary sequence u with period Ts. The
information rate of such source is H(S)

Ts

bits/second. Suppose that k information bits
is channel encoded and mapped to modulation constellation points such that the
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output length is n bits, then transmitted via a discrete memoryless channel with
period Tc seconds, the maximum possible data transfer rate would be C

Tc

bits/second.
The noisy-channel coding theorem states the following [54]. If R

Ts
≤ C

Tc
, then there

exists a coding scheme that guarantees arbitrarily small Pb transmission. Conversely,
if R

Ts
> C

Tc
, the communication cannot be made reliable, i.e. Pb cannot be made as

small as desired.
Note that Tc

Ts
= k

n = Q, and therefore the reliability of the communication system
in noisy-channel with lossless source coding is constrained by

RQ ≤ C. (2.8)

Since the output of channel decoder may still contain errors, if (2.8) is satisfied, a
distorted information may be received. Now, let d(s, ŝ) be an average distortion
measure with rate-distortion function R(D), the lossy Shannon’s source-channel
separation theorem states that if

R(D)Q ≤ C, (2.9)

then there exists a sequence of codes such that lim
n→∞

E[d(Xi, X̂i)] ≤ D, where
i = 1, 2, 3, · · ·. When a binary source is concerned, D is equivalent to Pb.

2.3 Fading Channels

Typically, all the transmitted packets are corrupted by the addition of white
Gaussian noise at the receiver. However, the most distinctive features of a wireless
channel come from the time-varying nature of the physical media rather than the
effect of the noise. In a wireless environment, the path between the source and
destination is subject to various obstacles and reflections. The received composite
packet’s signal is composed of many component signals such as reflected, diffracted,
scattered, and the direct signal from the source. In this case, the path lengths of the
direct, reflected, diffracted, and scattering signals are different, resulting in different
arrival timing at the destination, and each experiencing different attenuations and
phase rotations. Consequently, the destination receives a superposition consisting of
several component signals having different phases, amplitudes, and times of arrival.
The fluctuation of received signal strength due to multipath is known as fading.
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Figure 2.2: An additive-noise flat fading channel.

The time-varying characteristic of wireless channels is dominated by two factors:
large-scale and small-scale propagation effects. The large-scale propagation effect is
caused by path loss and shadowing as the transmit packets travel over distance and
get blocked by large obstacles. In this work, we are more interested in smaller-scale
effects, which is due to the multipath propagation and is called fading.

Because of the dispersion due to multipath propagation, the transmitted packet
experiences either flat or frequency selective fading. If the symbol period is much
larger than the multipath time delay spread of the channel, or equivalently if the
coherence bandwidth of the channel is much larger than the bandwidth of the
signal, the received packet experiences flat fading. In this case, the impact of the
arrival time dispersion of the component signals can be eventually ignored. Hence,
all frequency components of the signal experience the same fading variation, i.e. the
same attenuation and phase shift. Conversely, if the symbol period is smaller than
the multipath time delay spread of the channel, or equivalently if the coherence
bandwidth of the channel is less than the bandwidth of the signal, the received
signal experiences selective fading.

The selective fading channel is usually modeled as a time-varying tapped delay
line with complex-valued coefficients. Transmission over this channel results in inter-
symbol interference (ISI), and hence additional signal processing for equalization is
required. Moreover, since the goal of this dissertation is to analyze the performances
of error control techniques, the utilization of equalizer is out of the scope.

The flat fading channel is modeled as an equivalent time-varying one-tap filter
with a complex-valued coefficient or channel gain, as illustrated in Figure 2.2. When
the channel gain is modeled as a zero-mean complex Gaussian random variable, and
the amplitude is Rayleigh distributed, such a channel is called a Rayleigh fading.
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Accordingly, the received packets can be expressed as

y = h · x+ v, (2.10)

where h and v represent the complex channel gain and the complex zero mean
AWGN vector with variance σ2, respectively.

For the applications requiring strict delay constraints such as real-time voice
and video transmission, a packet can only span a finite number of fading blocks. In
this dissertation, we focus on the extreme case where a packet duration is equal to
only one fading block, i.e., the so-called quasi-static fading channel or block fading
channel. With the block Rayleigh fading assumption, h is constant within a packet,
and varies independently packet-by-packet; it has Rayleigh-distributed amplitude
|h| with E[|h|2] = 1. The instantaneous received SNR for the transmission of the
packet x is then given by γ = |h|2

σ2 . The probability density function (pdf ) of γ is

p(γ) = 1
Γ exp(−γΓ), (2.11)

with Γ = E[|h|2]
σ2 , where Γ is the average SNR.

The performance of a packet transmission over fading channels can be charac-
terized into two categories: the average packet error probability and the outage
probability. The average packet error probability is the packet error ratio (PER)
averaged over the distribution of γ for a specific practical code, while the out-
age probability, Pout, is the average probability that the received instantaneous
SNR is below a threshold value [56]. For example, the outage probability of p2p
communications over Rayleigh fading channels, relative to a threshold γ0, is given
by

Pout = P(γ < γ0) =
γ0∫

0

p(γ)dγ = 1− exp(−γ0

Γ ). (2.12)

It should be emphasized that the block fading assumption not practical if
we use a very long sequence for error protection, even though the assumption is
used for the ease of analyses. However, it is quite straightforward to replace the
signal detector by an equalizer which allows us to still assume block fading in the
frequency-selectivity [57].
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2.3.1 Diversity

Diversity is utilized in wireless communication systems to combat fading. It is based
on the fact that independent signal paths have a low probability of simultaneously
encountering deep fades. These independent paths are combined at the receiver in
such a way so that the fading of the resultant signal is reduced. The number of
independently fading paths characterizes the diversity in a system, which is known
as the diversity order.

The diversity achieving of a system can be evaluated by their average PER
or outage probability performance. The average PER performance, PER, can be
expressed by [56]

PER = cΓ−Θ, (2.13)

where c is a constant that depends on the specific modulation and coding, and Θ
is the diversity order of the system. The diversity order shows how the slope of the
PER as a function of Γ changes with diversity. Likewise, the diversity order also
indicates how the slope of an outage probability performance as a function of Γ
changes with diversity.

There are many ways to obtain diversity. Common diversity techniques include
time and frequency. With frequency diversity, the signals carrying the same
information are transmitted on several carrier frequencies. If the separation between
any two carrier frequencies exceeds the coherence bandwidth, then each received
version can be considered to undergo independent fades. The frequency diversity
is typically exploited in the systems with frequency division multiplexing (FDM),
including Orthogonal FDM (OFDM).

Diversity over time can be achieved by transmitting the same information
at different times, where the time difference coding is greater than the channel
coherence time. The diversity can also be achieved by (repetition) coding the
information and dispersing the coded symbols over time by an interleaver so that
different parts of the codewords experience independent fades. Hence, the time
diversity is typically exploited in the system utilizing ARQ like, for example, M -in-1
helper transmission in Chapter 4.

Additionally, diversity can also be obtained over space in a channel with multiple
transmit and/or receive antennas. The space can also refer to the virtual transmit
antennas constructed from multiple relays as in parallel multihop network topology
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as discussed in Chapter 3.

2.4 Error Control

In wireless communication systems over fading channels, transmissions experience
difference channel realizations, transmission-by-transmission. Each transmission
introduces errors to the transmitted signals. Therefore, error control techniques are
important to establish robust data transmission of wireless communication systems.
In general, two techniques are widely used for the error control: (1)ARQ, to detect
errors by using feedback channel, and (2)FEC, to correct errors even without a
feedback channel. Additionally, both techniques can be combined to be a technique
known as HARQ.

2.4.1 Forward Error Correction (FEC)

FEC or channel coding appends redundancy when encoding an information packet so
that the receiver can correct the errors occurring during the process of transmission.
Another purpose of adding the redundancy is to detect errors when the number
of errors in a packet exceeds the FEC’s error correction capability. Based on the
presence or absence of memory, FEC can be classified into two types: convolutional
codes and block codes.

Block codes have no memory since it collects k information bits before the
processing and has no retention within the encoding system of information related
to the previous sample bits. Block codes can be utilized for: (1)error correc-
tion, for example: Hamming Codes, Low Density Parity Check (LDPC) Codes,
Bose-Chaudhuri-Hocquenghem (BCH) Codes, Reed-Solomon Codes, and (2)error
detection, for example, CRC and Parity Check Codes.

Convolutional codes have memory, where each bit in the output stream is
not only dependent on the current bit, but also on those processed previously.
Convolutional codes are utilized only for error correction and are widely exploited
by serial concatenated codes (SCC) [58] and parallel concatenated codes (PCC) [59],
as illustrated in Figure 2.3 and Figure 2.4, respectively.

With SCC, the outer encoder is concatenated with the inner encoder via an
interleaver. The inner encoder protects the data by correcting random errors.
However, some errors may remain so that the outer encoder provides protection
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against these errors. With PCC, the parallel codeword is obtained from the first
code by interleaving the information part and then encoded by the second encoder.
The interleaver enables an iterative decoding at the receiver. We utilize both SCC
and PCC for the proposed LF HARQs, where their performance can be evaluated
by examining the convergence behavior of the iterative decoding, as given in Section
2.4.5.

2.4.2 Automatic Repeat reQuest (ARQ)

FEC works on the assumption that the information flow only towards one direction,
i.e. simplex channel. However, if the channel is duplex, the acknowledged infor-
mation can be sent back to the transmitter via a feedback channel. In this case,
before transmitting the packet, the information packet is encoded by CRC for the
error detection at the receiver. The receiver sends either ACK or NACK signal via
the feedback channel to indicate respectively whether or not the transmitted data
packet has been correctly recovered. In ARQ system design, it is commonly assumed
that feedback channel is error-free because the information to be transmitted via
the feedback channel is only one bit, i.e. ACK and NACK.

Based on the retransmission strategies, there are three basic protocols of ARQ
schemes: stop-and-wait, go-back-N , and selective-repeat [18]. Stop-and-wait is
the simplest protocol. After transmission, the transmitter waits for a feedback
from the receiver. If an ACK is received, the next message is transmitted; if a
NACK is received, the message is retransmitted. Packet retransmission continue
until an ACK is received. With the go-back-N protocol, groups of N packets are
transmitted, and each group requires only one feedback, i.e. ACK or NACK. If
one or more packets in a group is/are received incorrectly, the last N packets are
retransmitted. This scheme eliminates the idle time between transmissions for every
message, which is a negative point of the stop-and-wait scheme. Selective-repeat
protocol further improve the efficiency of go-back-N protocol by retransmitting only
packets that have not been received correctly. However, the go-back-N protocol
requires large buffer at the transmitter and the receiver, and the selective-repeat
protocol requires, in theory, infinite size of buffer.

Also, there are several derivative techniques that eliminate the throughput loss
due to the round trip delay happening to the stop-and-wait and go-back-N ARQ.
However, this dissertation does not focus on the ARQ protocol itself, but it does
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focus on the forwarding techniques for parallel multihop transmission in Chapter 3
and techniques for encoding packet in Chapter 4. Therefore, for the ease of analysis,
we assumed the simplest ARQ protocol, i.e. stop-and-wait ARQ.

2.4.3 Hybrid ARQ (HARQ)

The term HARQ is used to represent the joint used of FEC and ARQ. With
HARQ, FEC is first utilized to correct the errors in the information part of the
received packet, however, if the number of errors exceeds its correction capability,
which is found by error detection code such as CRC after the FEC decoding, then
a retransmission is requested. This causes the decoder structure simple while
improving the reliability and enhancing the throughput. Therefore, HARQ can
eliminate the drawbacks of both/either FEC and/or ARQ schemes/alone.

The HARQ can be classified into two types: type-I HARQ and type-II HARQ [60].
For type-I HARQ, retransmitted packet is FEC-decoded, and the packet is discarded
if errors are detected after the FEC-decoding. Hence, the receiver combines the
current packet with none of the previously received packets in decoding. This
is inefficient because even if there are some bits in error, the data still contains
valuable information. For type-II HARQ, all transmitted packets associated with
the same information data block are jointly decoded instead of discarding the packet
of which decoding is failed, thus reducing the probability of decoding error.

The type-II HARQ can be further classified into two categories: the first category
is often called Chase combining (CC), where all retransmitted packets, including
the parity part, are identical. The other is often called incremental redundancy
(IR), where all retransmitted packets have different redundancy information. One
kind of IR employs the rate compatible punctured code (RCPC), as proposed,
for example, in [35]. Another kind of IR uses iterative soft-decision-based FEC
decoders [61], such as Turbo codes, where soft information represented by the log
likelihood ratios (LLRs) is exchanged between the constituent BCJR decoders [62].
Furthermore, the employment of IR has found applications in cooperative networks,
for examples, the techniques proposed in [63] and [64], as well as our proposed
technique in Chapter 3.
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Figure 2.5: With conventional forwarding techniques, RN2 keep silent by discarding
erroneous packets instead of forwarding those to DN .

Figure 2.6: SHARQ I utilizing Partial ARQ.
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Figure 2.7: SHARQ II utilizing end-to-end ARQ.

2.4.4 HARQ-Aided Forwarding Techniques

In this subsection, we briefly summarize the forwarding technique protocols utilized
in parallel multihop transmission. The differences between the conventional and the
proposed techniques are shown in Appendix A. Let SN , RN , DN denote the source
node, relay node, and destination node, respectively. In conventional forwarding
techniques, RN always discards erroneous packets instead of forwarding those to
the node of the next hop, as illustrated in Figure 2.5. When DN receives a packet
in error after decoding, it can decide to (1) ask RN to retransmit, referred to as
Partial ARQ, or (2) ask SN via RN to retransmit, referred to as end-to-end ARQ.

Smart HARQ (SHARQ), proposed in [30], follows the conventional forwarding
technique. The author proposed two types of SHARQ, SHARQ I and SHARQ II.
With both types, the DN requests for retransmission only to the RNs from which
the packets were sent whereas other RNs keep silent, as illustrated in Figure 2.6.a
and Figure 2.7.a. SHARQ I applies Partial ARQ in the network, and accordingly,
the DN will always request the RNs to retransmit until the packet successfully
recovered, as shown in series of Figure 2.6.b and Figure 2.6.c. On the other hand,
SHARQ II applies end-to-end ARQ in the network, and accordingly, the DN will
always request the SN , via the RNs, to retransmit. Then, again all RNs forward
the non-erroneous packets, and so on, as illustrated in series of Figure 2.7b and
Figure 2.7c.
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Figure 2.8: EXIT Chart of Convolutional codes decoder.

In contrast with the conventional, Fully-LF HARQ always forwards the erroneous
packets, whereas Partially-LF HARQ relies on the CI whether or not to forward
the erroneous packets. Furthermore, Fully-LF HARQ applies end-to-end ARQ,
whereas Partially-LF HARQ applies Partial ARQ. Both techniques are discussed
in detail in Chapter 3.

2.4.5 EXIT Chart

In this subsection, we provide the EXIT chart analyses of our proposed encoding
scheme used in the proposed LF HARQs, to show the advantage of using QPSK
mapper with non-Gray compared to that with Gray, as well as to verify the
numerical results presented in Section 3.3.

EXIT Chart is first introduced by Stephan ten Brink in [65]. It can be used
for visualizing the flow of extrinsic information exchange between the inner and
outer decoders of SCC, or between the upper and lower decoders of PCC. It also
visualizes the convergence behavior of iterative decoding algorithms; thereby we
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can predict the convergence property, the algorithms based on which we can design
good codes as well. Specifically, we can achieve infinitesimally low BER if the
EXIT curves reach the [1.0,1.0] mutual information (MI) point, while keeping the
convergence tunnel open.

Generate the EXIT Curve of the Outer Code

Figure 2.8 illustrates an example of EXIT chart, showing the EXIT curves of
memory-1 and memory-2 convolutional codes decoders that are utilized in Chapter
3. The sequence of information bits u is encoded by ENC with generator polynomials
of G = [3, 2]8 and G = [7, 5]8 for the memory-1 or the memory-2 codes, respectively,
intoW . At the decoder, DEC, of the receiver side, we generate a priori LLR La as

La = σ2/2 ·W + V , (2.14)

whereW ∈ {+1,−1} denotes the binary phase shift keyed (BPSK) sequence ofW
and V denotes zero mean AWGN. It is necessary to assume that a large enough
interleaver is employed to assure statistical independence and Gaussian distribution
of La.

The information transfer function Tf is measured as

I(Le;W ) = Tf (I(La;W )), (2.15)

where the input, I(La;W ), denotes the MI between the transmitted encoded bit
sequence W and the a priori LLR, and the output, I(Le;W ), denotes the MI
between W and the extrinsic LLR. We use Ia to denote a priori MI I(La;W ) and
Ie to denote extrinsic MI I(Le;W ). It is found that MI is a function of the variation
of LLR. Given 0 ≤ Ia ≤ 1, we can convert the MI value to its corresponding LLR
variation σ by an approximation given by [66]

σ(I) ≈
[
− 1
H1

log2(1− I
1

H3 )
] 1

2H2 , (2.16)

where H1 = 0.3073, H2 = 0.8935, and H3 = 1.1064, and I = Ia or Ie, depending on
LLR = La or LLR = Le, respectively. It should be noted that for inner decoder,
the channel SNR is also an input parameter.
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ξ

Figure 2.9: EXIT Chart of Demapper+DDA for single snapshot of channel realization
and DEC.

The EXIT Chart Analyses

Even though we use the block-Rayleigh fading channel assumption in the parallel
multihop transmission system, link-by-link as well as transmission-by-transmission,
evaluating the convergence property of the proposed signal detection and decoding
technique in static AWGN channel provides us with an in-depth understanding of
the behavior of the decoder.

Fig. 2.9 shows the EXIT curves ofM−1 using QPSK with Gray and non-Gray
mapping, assuming the receive SNR being 6 dB, for comparison. It is found that
with Gray mapping, the EXIT curve is entirely flat regardless of the a priori
information. It means that the feedback from DEC does not helpM−1 to improve
performance through the iterative process. On the other hand, by using non-Gray
mapping, the EXIT curve rises up as the given a priori information increases, but



31

still, it can not reach a point close enough to (1.0,1.0) MI point. The extrinsic MI
exchange between theM−1+DDAt and DECt is evaluated. The structure of Turbo
HARQ technique enables the use of different doping rate, ξ, of the DA transmission-
by-transmission to achieve better matching of the EXIT curves. The ξt value is
determined by evaluating the EXIT curves of inner and outer codes so that they
are best matched with the all possible values of the ξ while keeping the convergence
tunnel open. With a proper setting of code parameters, no retransmission is
required if its received SNR is larger than the threshold at which the convergence
tunnel opens.

Suppose that the destination node combines the two received packets, the original
transmission, and its subsequent first retransmission. Fig. 2.9 shows the EXIT
curve where DDA uses a generator [3, 2]8 non-systematic non-recursive convolutional
code (NSNRCC), and DEC uses a generator [7,5]8 NSNRCC. The figure also shows
the trajectory of the MI exchange with the maximum iteration of 350. We set the
interleaver length to 10, 000. The DEC’s EXIT curve is obtained after the one
round of HI -VI from the two different decoders for (re)transmitted packets until
no relevant improvement in MI between u and Lua,DEC is achieved.1

We set the doping rate ξ = 2 for the two transmissions, and the instantaneous
SNR is kept at 6 dB. It is found that the M−1 +DDAm makes the convergence
tunnel open until a point very close to the (1.0, 1.0) MI point. This means that no
retransmission is needed. When SNR is 5.6 dB, theM−1+DDAm curve intersects at
the point "A". However, this problem can be solved with the help of VI that pushes
down the decoder curve, resulting in better matching between Demapper+DDA and
DEC curves. Moreover, the gap between the two curves can further be reduced by
adjusting the doping rate [67].

2.5 Distributed Source Coding

Distributed source coding (DSC) refers to the problem of separate compression of
correlated sources. Even though this dissertation does not touch upon the source
coding or compression, the concept of DSC, especially with lossless source coding,
is necessary for the theoretical limit analyses of the correlated sources. The origin
of the concept is Slepian-Wolf Theorem, which characterizes the admissible rate

1In this sense, the EXIT Chart analysis provided in this section is based on [57] projection technique.
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region of two correlated and independently compressed sources [68].
Slepian-Wolf Theorem. The optimal rate region for distributed lossless source

coding of two i.i.d. discrete memoryless sources (X1, X2) ∼ pX1X2(x1, x2) is the set
of rate pairs (R1, R2) such that

R1 ≥ H(X1|X2),
R2 ≥ H(X2|X1),

R1 +R2 ≥ H(X1, X2).

(2.17)

0

admissible region

R
1

R
2

H(X1) H(X1, X2)

H(X1, X2)

H(X2)

H(X2|X1)

H(X1|X2)

Figure 2.10: Slepian-Wolf rate region.

Figure 2.10 illustrates the Slepian-Wolf rate region. The theorem can be
interpreted as the following. Suppose that we want to encode the two sources
(X1, X2), if the encoder has access to both X1 and X2, it is sufficient to use rate
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H(X1, X2). For example, we can first encode X1 with rate H(X1) bits per sample
(bps), and based on the complete knowledge of X1, we then encode X2 with rate
H(X2|X1) bps. If we want to encode both X1 and X2 separately for a destination
who want to reconstruct those, then rate H(X1) + H(X2) is sufficient, i.e. we
encode X1 with rate H(X1) bps and X2 with rate H(X2) bps. However, Slepian
and Wolf have shown that it is still sufficient to use a total rate H(X1, X2) for
separate encoding, even for correlated sources.

The Slepian-Wolf theorem can be extended to DSC for an arbitrary number
of sources. Let (X1, X2, · · · , Xn) ∼ pX1X2···Xn(x1, x2, · · · , xn) be i.i.d., then the set
of rate vectors (R1, R2, · · · , Rk) achievable for DSC with separate encoders and a
common decoder is defined by [53]

∑

j∈S

Rj ≥ H(X(S)|X(SC)) for all S ⊆ [1 : n]. (2.18)

2.5.1 Distributed Source Coding with A Helper

encoder 1

encoder 2

X

Y

decoder X̂
R1

R2

Figure 2.11: Distributed source coding with a helper.

Let us consider the one-helper DSC problem, where only one of the two sources
(X, Y ) ∼ pXY (x, y) is to be recovered, and the encoder of the other source provides
coded side information, known as the helper, as illustrated in Figure 2.11. The
optimal source coding for source X with a helper Y is the set of rate pairs (R1, R2)
such that [53,69]

R1 ≥ H(X|U),
R2 ≥ I(Y ;U)

(2.19)

for some pU |Y (u|y), where U is a random variable taking i.i.d. values from a finite
alphabet U and |U| ≤ |Y|+ 1. For example, if we encode Y with rate R2 = I(Y ; Ŷ ),
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then we need at least R1 = H(X|Ŷ ) to encode X.
Multiple Source Coding with A Helper. Similar to the Slepian-Wolf

Theorem, we can generalize the one-helper DSC problem to the multiple number of
sources. The optimal rate region for the source coding of (X1, X2, · · · , Xn) with a
helper Y is the set of rate (RX1 , RX2 , · · · , RXn , RY ) such that [53]

∑

j∈S

RXj
≥ H(X(S)|U,X(SC)) for all S ∈ [1 : n],

RY ≥ I(Y ;U)
(2.20)

for some pU |Y (u|y) with |U| ≤ |Y|+ 2n − 1.
For having a comprehensive survey and concepts on DSC, we refer the interested

reader to [70,71].

2.6 Relationship Between Entropy Rate and Packet-Wise
ARQ

For a stationary stochastic process Xi, the entropy rate can be defined with the
conditional entropy of the last random variable given the past, as [72]

H(X ) = lim
n→∞

H(Xn|Xn−1, Xn−2, · · · , X1). (2.21)

Accordingly, if the source is time-correlated, the longer the observation, the more
compressing possible, as illustrated in Figure 2.12. However, we use the assumption
of observing finite bit sequence of the source when deriving the limit performance of
M -in-1 helper transmission. This is because in many practical cases, a telecommu-
nication technology standard commonly has regulated a fixed length of the packet.
Furthermore, extremely long packet size causes high decoding latency. Moreover,
the fixed packet size fit with the block fading channel assumption.

Therefore, in this dissertation, instead of compressing the information at the
close-entropy-rate at the transmitter, we use the correlation among the packets to
reduce the required SNR at the receiver.
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Figure 2.12: Illustration of the entropy rate for different size of packets.



Chapter 3
Multihop: Lossy Forwarding HARQ

In this chapter, we consider a problem in a parallel multihop transmission where
there is no direct link between the source and the destination. We propose LF HARQ
techniques which utilize the knowledge of the correlation between the information
sequences in the decoding process. LF HARQ is supported by the extension of
combining-after-decoding Turbo HARQ technique [67] for parallel relay networks.
Erroneous packets may still contain useful information, especially for soft combining
techniques. Therefore, not using the erroneous packet wastes the resources. With
end-to-end ARQ protocol, one kind of LF HARQ is proposed to preserve packets
received via as many parallel links as possible to achieve larger diversity gain, by
always forwarding packet regardless of whether or not the information part of the
packet contains errors. This technique is referred to as Fully-LF HARQ.

On the other hand, forwarding packets having significant distortions may invoke
continuous retransmission requests to the source node, resulting in reduced end-to-
end throughput. Moreover, the capability of correcting errors in a parallel network
system at the destination node is made possible regardless of the quality of each
link, so far as there is at least one connection where errors are not introduced at the
relay before re-encoding. Furthermore, Fully-LF HARQ technique cannot guarantee
the non-error packets at a relay. To solve this problem, we propose Partially-LF
HARQ which introduces CI as a threshold by which a relay node decides either to
forward the erroneous packet or to request retransmission.1

CI indicates how much amount of the information that can be relied on an
1Compared with CRC, CI has the capability of identifying multiple levels of reliability of the entire

one block packet.
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Figure 3.1: Multi-hop relaying comparison between the conventional and the proposed
HARQs.

erroneous packet. The higher the CI, the more useful information can be expected.
In the case of parallel multihop transmission, where parallel relay nodes receiving
the packets broadcasted from the same source, the common information acquired
by the relay nodes from the erroneous packet may exist, which is useful for the
decoding with soft combining at the destination node. Therefore, CI plays an
important role in deciding whether or not to forward the erroneous packet.

Nevertheless, by forwarding the erroneous packet with these techniques, there
is a tradeoff between the packet loss ratio performance and the spectral efficiency
(channel use). Partially-LF HARQ is a kind of optimized version for Fully-LF
HARQ since the relay not always forward the erroneous packets but instead taking
the decision based on the CI.

The remainder of this chapter is organized as follows. The considered system
model is presented in Section 3.1. In Section 3.2, the proposed Fully-LF HARQ
and Partially-LF HARQ mechanisms are introduced, where a brief mathematical
expression for the CI calculation is provided. In Section 3.3, we evaluate the BER,
the PER, and the throughput performances of Fully-LF HARQ and Partially-LF
HARQ, and make a performance comparison with SHARQ I and SHARQ II [30]
techniques. Finally, Section 3.4 summarize this chapter.
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Figure 3.2: Block diagram of the source during transmit operations.

3.1 System Model

This section discusses the system model assumed in this chapter. We separate the
model into (a) transmit operation, and (b) receive operation. The source node
SN is in part of the transmit operation, while the destination node DN is part of
the receive operation, and the relay nodes are in part of either transmit or receive
operations, at alternate timings.

3.1.1 Transmit Operation

We consider a dual-hop parallel relay network where SN aims to transmit an
information sequence to DN through two relay nodes RN1 and RN2 that are located
physically separate in the parallel links, as shown in Figure 3.1.

We assume time-division channel allocation to guarantee orthogonal transmis-
sion, and hence one transmission cycle consists of three timeslots. In the first time
slot, which is broadcasting, the node SN broadcasts its coded sequences xSN to
the nodes RN1 and RN2. In the following time slots, both relays transmit their
coded sequence xRNl

, l ∈ {1, 2} to the destination DN , sequentially. We consider a
static channel within one block but varying link-by-link as well as transmission-by-
transmission during HARQ rounds due to the block fading assumption. We use
the terminology transmitting nodes and receiving nodes, for referring to the source
node and the relay nodes for the transmit operation, and the relay nodes and the
destination node for the receive operation, respectively.

Figure 3.2 depicts the transmitter structure of the source node, which has the
same structure as the relay node. With t (re)transmissions, t ∈{1, 2, · · · , T}, where
the maximum number of retransmissions is T− 1, the binary information sequence
ut is first encoded by the channel encoder ENCt. For the retransmit operations,
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Figure 3.3: Block diagram of the relay node RNl, l ∈ {1, 2} during receive and transmit
operations.

at the relay node, the estimated ut, ũt, from a buffer is first random-interleaved
by inner interleaver Π0,t before being encoded. The use of different interleavers
for each transmission by the relays converts the system into a distributed turbo
code. The relay node discards the old packet in the buffer whenever receiving a new
packet. The same process is performed at the other relay for the first transmission.
The encoded bit sequence is then randomly interleaved by outer interleaver Π1,t

followed by doped-accumulator DAt with doping rate ξt.2 The outer interleaver
enables extrinsic LLR exchange for the systematic bits at the receiver side, as
detailed in the next subsection.

The k doped-accumulated bits, qt, in the binary information sequence bt,

qt = [btTx
(1), btTx

(2), · · · , btTx
(υ), · · · , btTx

(k)],
Tx ∈ {SN,RN1, RN2}, (3.1)

are mapped byM onto non-gray quadrature phase shift keying (QPSK) symbols,
which follows the mapping rule 00→ (1+j)/

√
2, 01→ (−1−j)/

√
2, 10→ (1−j)/

√
2, 11→

(−1+j)/
√

2, where j =
√
−1. The complex signal is then transmitted over frequency-

flat block Rayleigh fading channel with complex channel gain hβ, β ∈ {SN −
RN1, SN −RN2, RN1−DN,RN2−DN}. The transmitted signal having N symbols
is denoted by

xtTx
= [xtTx

(1), xtTx
(2), · · · , xtTx

(N)]T ∈ CN×1. (3.2)
2DA is a rate-1 systematic recursive convolutional code where every ξ-th systematic bits is replaced

with the accumulated coded bits [73].
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3.1.2 Receive Operation

The received signal at node g can be formulated as

ytRx
= h

TxRx
xtTx

+ νtRx
, Rx ∈ {RN1, RN2, DN}, (3.3)

where ν is a zero-mean complex AWGN vector with variance σ2. The average
SNR is E[|h

TxRx
|2]/σ2 since E[xtTx

] = 1. With the help of a priori non-systematic
information Lc,ta,M−1 provided by DECt, the demapperM−1 calculates the extrinsic
LLR Lc,te,M−1 of the bit qtRx

[υ] from ytRx
by

Lc,te,M−1(qtRx
[υ]) = ln

P (qtRx
[υ]) = 1|ytRx

)
P (qtRx

[υ]) = 0|ytRx
)

= ln

∑
x∈x1

exp
{
− |y

t
Rx
−h

TxRx
xt

Tx
|2

σ2

} k∏
w=1,w 6=υ

exp{−qtRx
[w]Lc,ta,M−1(qtRx

[w])}

∑
x∈x0

exp
{
− |y

t
Rx
−h

TxRx
xt

Tx
|2

σ2

} k∏
w=1,w 6=υ

exp{−qtRx
[w]Lc,ta,M−1(qtRx

[w])}
, (3.4)

where x0 and x1 denote the sets of mapping patterns having the w-th bit being 0
and 1, respectively.

The soft output vector of the demapper, Lc,te,M−1 , is input to the DAt decoder
(DDA,t), and its output extrinsic LLR is forwarded to the inner-deinterleaver prior to
the channel decoder DECt. In Partially-LF HARQ scheme, the CI of the received
packet is calculated, which is equivalent to the MI between the a posteriori LLR
and the uncoded systematic bits. The CI can be calculated online, as described in
Section 3.2.

The structure of the destination node is shown in Figure 3.4. The block diagram
only shows the structure for receiving the packet sent from the relay node on the
same link. However, the decoding process for the packet coming from the relay on
the other link is the same. The combiner

∑
combines all the extrinsic LLRs which

are the outputs of all the channel decoders over the parallel links involved in the
(re)transmissions, as described above.

When the retransmitted packet is received, the horizontal iteration (HI ) is
performed independently as in the first transmission phase. Then, the obtained
extrinsic LLRs of the systematic information bits, Lu,te,DNt

, are exchanged crosswise
between the SISO channel decoders via the combiner, as depicted in Figure 3.4;
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this process is referred to as the vertical iteration (VI ). VI can be seen as iterative
decoding process of parallel concatenated code, which performs the equivalent
role to "combining-after-decoding" (CAD) [67]. After sufficient rounds of iterative
HI -VI -HI -VI decoding processes, the final hard decisions to obtain ût is made on
the a posteriori LLR of the information bits. A CRC can be employed for packet
error detection at this final stage only. If the CRC detects error(s) in the decoded
packet, it is saved in order to combine with the packet(s) to be transmitted in the
following slots, within one full HARQ round.

At the destination node, the extrinsic systematic LLRs Lu,te,DNt
are updated

by the function fc, defined by (3.6). The function fc is utilized to help the
decoder eliminate the errors in the packets received by the relays, by exploiting the
correlation knowledge between the information sequences obtained as the results
of decoding at the relays. The correlation is indicated by the error probability pe
of the first hop, block-by-block. In this chapter, we assume that pe is known to
the destination for the simplicity, even though it can be estimated by using the
a posteriori LLRs, Lu,tp,DNt

(RN1) and Lu,tp,DNt
(RN2), the a posteriori LLR values of

the uncoded (systematic) bits output from the decoders DECt of RN1 and RN2,
respectively, as presented in [74]. The updated extrinsic LLR of Lu,te,DNt

at each
relay node can then be obtained by

L̃u,te,DNt
= fc(L̄u,te,DNt

, p̂e) (3.5)

= ln
(1− p̂e) · exp(L̄u,te,DNt

) + p̂e

(1− p̂e) + exp(L̄u,te,DNt
) · p̂e

, (3.6)

where L̄u,te,DNt
= Π−1

0,t (L
u,t
e,DNt

) [73]. The a priori LLR Lu,ta,fc
is then

Lu,ta,fc
=
∑

q∈ω\t

L̃u,te,DNt
, (3.7)

with ω = {1, 2, ..., T} being the set of the retransmission number.

3.2 Lossy Forwarding HARQ Mechanism

In this section, we explain the mechanism of the proposed HARQ techniques. For
Fully-LF HARQ, the relays always transmit the received packets regardless of
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Algorithm 1 Fully Lossy Forwarding HARQ
1: procedure Fully-LF HARQ
2: Z← number of packets of message X
3: T← maximum number of transmission per packet
4: ζ = (1, 2, 3, · · · , Z)
5: t = (1, 2, 3, · · · , T)
6: Initialize ζ ← 1
7: for each packet X (ζ) do
8: Initialize t← 0
9: SN broadcast packet X (ζ)

10: t← t+ 1
11: X̃ (ζ)I ← decoded X (ζ) at relay RNI
12: RNI forward X̃ (ζ)I to DN
13: if X (ζ) unrecovered at DN and t 6= T then DN sends NACK to SN via all

RNs, back to 9
14: end if
15: ζ ← ζ + 1
16: end for
17: end procedure

whether the error is detected or not. It is an extension of the technique presented
in [73] with no direct link between the source node and the destination node. The
mechanism is illustrated in Algorithm 1.

On the other hand, for Partially-LF HARQ, the forwarding mechanism depends
on the CI value, where its mechanism is illustrated in Algorithm 2. At the beginning
of each HARQ round for multiple information sequences to be transmitted, the
packet from the source node is forwarded to the destination node through the
relay(s) even though it still contains errors. This is due to the CI threshold not
set yet. The CI values are initially calculated in order to be used when deciding
either requesting retransmission or forwarding the packet. It is an online calculation
technique for the mutual information between the a posteriori LLR output of the
channel decoder and the information sequence from the previous node [75], as

CI = 1− 1
N

N∑

n=1

Hb(
1

1 + e−|Ln|
), (3.8)

where Hb(·) is a binary entropy function. The CI calculation is beneficial since
the receiving nodes do not need to know the original information sequence. The
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Algorithm 2 Partially Lossy Forwarding HARQ
1: procedure Partially-LF HARQ
2: Z← number of packets of message X
3: T← maximum number of transmission per packet
4: ζ = (1, 2, 3, · · · , Z)
5: tSN−RN = (0, 1, 2, · · · , T)
6: tRNI−DN = (0, 1, 2, · · · , T)
7: Initialize ζ ← 1
8: for each packet X (ζ) do
9: Initialize tSN−RN←0, tRNI−DN←0

10: SN broadcast packet X (ζ)
11: tSN−RN ← tSN−RN + 1
12: α

t
SN−RN

SN−RNI
← calculated CI at relay RNI , by (3.8)

13: if tSN−RN = 1 then
14: α

t
SN−RN

−1
SN−RNI

← α
t
SN−RN

SN−RNI
15: else
16: if RNI received NACK_2 for tSN−RN − 1 and α

t
SN−RN

−1
SN−RNI

< α
t
SN−RN

SN−RNI
then

17: α
t
SN−RN

−1
SN−RNI

← α
t
SN−RN

SN−RNI
18: end if
19: end if
20: if RNI received NACK_2 for tSN−RN − 1 and α

t
SN−RN

−1
SN−RNI

≥ α
t
SN−RN

SN−RNI
then

21: RNI send NACK_1 to SN
22: back to 10
23: end if
24: X̃ (ζ)I ← decoded X (ζ) at relay RNI
25: RNI forward X̃ (ζ)I to DN
26: tRNI−DN ← tRNI−DN + 1

27: α
t
RNI−DN

RNI−DN ← calculated CI, before joint decoding, at DN , by (3.8)
28: if tSN−RN = 1 and tRNI−DN = 1 then

29: α
t
RNI−DN

−1
RNI−DN ← α

t
RNI−DN

RNI−DN

30: else
31: if X (ζ) unrecovered for tRNI−DN − 1 and α

t
RNI−DN

−1
RNI−DN < α

t
RNI−DN

RNI−DN and
tRNI−DN 6=T and tSN−RN 6=T then

32: α
t
RNI−DN

−1
RNI−DN ← α

t
RNI−DN

RNI−DN

33: end if
34: end if
35: if X (ζ) unrecovered from X̃ (ζ)I at DN and tRNI−DN =1 then
36: DN send NACK_1 to RNI
37: back to 25
38: else if X (ζ) unrecovered from X̃ (ζ)I at DN and tRNI−DN 6= T and tSN−RN 6= T

then
39: DN send NACK_2 via RNI
40: back to 10
41: else
42: ζ ← ζ + 1
43: end if
44: end for
45: end procedure
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probability of error corresponding to the CI value can be calculated by

Pb ≈
1
2erfc(

J−1(CI)
2
√

2
), (3.9)

where J−1(·) is the inverse of function J(·) [76]. It is worth noting that Pb is the
error corresponding to the BER per link.

The receiving nodes send a NACK to their previous node to indicate unsuccessful
decoding and hence requesting retransmission. There are two types of NACK in
Partially-LF HARQ: NACK_1 indicating a retransmission required from the node
one hop back, and NACK_2 indicating retransmission required from the node two
hops back. Therefore, if a transmitting node receives NACK_1, it will retransmit
the packet to the next node. On the other hand, if a transmitting node receives
NACK_2, it will transmit NACK_1 to the previous node.

The destination node evaluates CI values of packets transmitted from all links,
before packet combining. The destination node transmits NACK_1 whenever the
packets transmitted for the first time (not retransmitted version) by the relay
are unsuccessfully recovered. This is to avoid the excessive end-to-end latency.
In this case, the CI is used as the threshold. Additionally, the destination node
transmits NACK_2 whenever the already-retransmitted packets are not successfully
recovered. In this case, the destination node uses the CI value, which is larger than
the previous CI as the threshold. As for the relay node, the threshold is set equal
to CI of the very beginning of the HARQ rounds and update it whenever receiving
NACK_2.

3.3 Numerical Results

We evaluate average end-to-end PER, BER, and throughput performances by
computer simulations that consider the transmission of 100,000 packets with the
size of 10,000 bits per packet. The maximum number of retransmissions per node
is set to 4 (T = 5). All nodes use the same channel coding, where a half-rate
NSNRCC with a generator polynomial G = [7, 5] is considered. They all also
use the same varying doping rate ξ (re)transmission-by-(re)transmission, where
ξ ∈ {2, 10, 15, 20, 25}.

We assume no processing time restriction for the overall transmission of infor-
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mation from the source to the destination nodes, and hence the relay nodes can
decode the packet before they forward. We also assume an ideal medium access
control protocol, where each node can transmit and receive a packet independently.
Each node is allowed to transmit and receive only one packet simultaneously, and
every packet transmitted from the nodes is received without collisions.

We compare Partially-LF HARQ and Fully-LF HARQ with the conventional
schemes as shown in [30], which are SHARQ I and SHARQ II. In the conventional
schemes, either Relay 1 or Relay 2, or both relays forward error-free packets
only. If the destination node fails in recovering the packet, SHARQ I performs
retransmission from the relay node(s), whereas SHARQ II performs retransmission
from the source node. In Fully-LF HARQ scheme, the relay nodes always forward
any received packets, and therefore the receiving nodes do not need to calculate
the CI. We set no packet combining at the relay nodes for all schemes.

Figs. 3.5 and 3.6 show that Partially-LF HARQ outperforms the conventional
schemes and Fully-LF HARQ in terms of average end-to-end BER and PER
performances, respectively. The theoretical lower bound is shown in Figure 3.6
as a reference to confirm the performances of Partially-LF HARQ and Fully-LF
HARQ.3 The lower bound is calculated based on the outage probability of CAD
technique [67] for T = 10 as

Pout = Pr(R > CA), (3.10)

CA = T log2(1 + 1
T

T∑

t=1

γt
T

), (3.11)

where R, CA, and γt are the transmission rate, the capacity of the CAD, and
the instantaneous SNR of the t-th transmission, respectively. The gap of 18 dB
between the Partially-LF HARQ and the lower bound is reasonable because it is a
lower bound assuming that all packets transmitted by the relays have no errors.
The conventional scheme fails to combine all transmitted packet to achieve more
diversity gain as achieved by Partially-LF HARQ and Fully-LF HARQ. Furthermore,
Partially-LF HARQ can achieve coding gain of 0.9 dB compared to Fully-LF HARQ
as shown by the parallel shift in Figure 3.6, because of its ability to carefully
combine the most reliable packets by employing the CI.

3The theoretical bound for BER is not shown in Figure 3.5 because it is hard to calculate since the
coding structure should be considered.
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We define the average end-to-end throughput performance η as

η =
average number of correctly decoded packets at destination node

number of transmitted packets by the source node

number of used time slots . (3.12)

We normalized the throughput over two-time slots, which means that the throughput
of one is achieved whenever a packet is successfully recovered within two-time slots.
Intuitively it is easy to understand the packet-based transmission performance by
the packet loss, and hence we define the average end-to-end packet loss ratio δ from
(3.12) as the average number of unrecoverable packets at the destination per time
slot over the number transmitted packets by the source node, or given by

δ = 1− η. (3.13)

Figure 3.7 shows the performances of average end-to-end throughput versus the
average end-to-end BER for the proposed Fully-LF HARQ and Partially-LF HARQ
as well as the conventional SHARQ I, II techniques for comparison. Obviously, the
proposed techniques outperform the conventional SHARQ I and II techniques. It
is found that in the high δ (low throughput value) range, the BER performance
of Fully-LF HARQ is lower than Partially-LF HARQ. However, when δ < 60%,
the BER performance with Partially-LF HARQ gradually decreases. When the
end-to-end packet loss ratio is 55% in average, the average end-to-end BER with
Partially-LF HARQ is 3.50 · 10−4, but 6.30 · 10−4 with Fully-LF HARQ, 1.15 · 10−1

with SHARQ I, and 9.2 · 10−2 with SHARQ II. The gap between the Fully-LF
HARQ and Partially-LF HARQ is expected to be gradually larger for the lower
packet loss ratio. Hence, Fully-LF HARQ is suitable for the packet-loss tolerant
systems whereas Partially-LF HARQ is preferable for the systems requiring very
low packet loss ratio.

3.4 Summary

Partially-LF HARQ and Fully-LF HARQ schemes have been proposed to improve
the system throughput of parallel relay networks. The improvement is obtained
by (i) exploiting the correlation among received packets at the destination node,
and (ii) allowing lossy forwarding at the relay. Results of computer simulations
verified a significant improvement in BER, PER and throughput performances over
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frequency-flat block Rayleigh fading channels.



Chapter 4
Single-hop: M-in-1 Helper
Transmission

Retransmitting M unrecovered information packets within one packet exhibits
improved throughput compared to attempting to retransmit individual packets.
Furthermore, because the packets are sent from the same source, there may remain
information correlation which can be exploited to enhance the performance by
reducing the required SNR at the receiver instead of compressing the information
at the close-entropy-rate at the transmitter. Moreover, since fading variation is a
dominating factor of the packet transmission in wireless communication systems, the
achievable diversity order is of crucial importance. Therefore, this chapter focuses
the analyses on the diversity order achieving of such retransmission protocol in a
single-hop transmission. We note that this issue can be extended to a rate-diversity-
coding gain trade-off because the correlated sources have inherent redundancy that
can contribute to performance improvement.

In this chapter, we analyze, for a packet-wise feedback system, the achievable
diversity order of packet-wise-feedback-assisted M correlated information sources
with a helper packet transmission over a block Rayleigh fading channel. The
technique is based on the theorem of source coding with side information [69,77].
Note that the authors of [69] characterize the optimal rate region for one source
and a helper problem.1 However, it can be generalized to an arbitrary number of
sources as presented, for example, by Theorem 10.4 in [53].

1Two sources are independently encoded and jointly decoded; the decoder wishes to reconstruct almost
losslessly only one source so that the other serves as the helper.



53

We begin with in-depth analyses of rate regions and outage probabilities of M
correlated information sources transmission with M = {2, 3}, to identify the trade-
off between source correlation and performance gain due to coding and diversity.
Following that, we generalize the analyses of achievable diversity order into any
integer M .

Accordingly, we first investigate M correlated information sources transmission
over a static AWGN channel with M = {2, 3}. Each packet is encoded by a
capacity-achieving code at a certain specified instantaneous SNR. It is assumed
that the channel capacity is smaller than entropy per-information packet of the
source; it corresponds to the event where the packet contains errors after decoding
at the receiver. The receiver notifies the transmitter of decoding failure via the
feedback channel. Thus, a helper packet, which is formed by utilizing the XOR
operation on the M packets which are failed to be recovered at the receiver,2 is
then transmitted.

We then derive an upper bound on the outage probability of the system over block
Rayleigh-fading channels and show the achievable diversity order with M = {2, 3}.
We also evaluate the influence of the information correlation in the cases that equal
and unequal transmit power and spectrum efficiency are variously allocated to the
information and helper packets. Finally, we analyze the achievable diversity order
with any integer M .

The idea closest to the technique investigated in this chapter is that in [78]
which aims to apply the concept to cooperative wireless communications. The
technique presented in [78] is referred to as o-MARC for notational convenience.
The authors utilized the theorems for multiple source coding with a helper for
investigating the admissible rate region of orthogonal multiple-access relay channel
(MARC) system in static AWGN channels and uses the rate region for deriving the
outage probabilities in block fading channels. However, deriving the (in)admissible
rate regions of the systems with feedback is not as straightforward as in the systems
without feedback, as shown in Section 4.3.

2Afterward, we use terminology NACK-ed packet to refer the packets that are unable to be recovered
at the receiver by independent (packet-by-packet) decoding.
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4.1 Problem Statement

The system considered in this chapter is regarded as a two-dimensional channel
coded packet transmission, horizontal and vertical codes. The horizontal code is the
packet-wise capacity-achieving code, and the vertical code is binary single parity
check code over M information packets. This system is referred to as M -in-1 helper
transmission in this dissertation.

The (in)admissible rate region and achievable diversity order of M -in-1 helper
transmission, taking into account the source correlation and feedback, are unknown.
Therefore, we derive the (in)admissible rate region of the system, where the corre-
lation among the source information and the bit error rate of the helper packet are
fully theoretically analyzed. We use the theorem for multiple sources coding with a
helper [53, Theorem 10.4], for analyzing the inadmissible rate region. Given the
derived inadmissible rate region, we then derive the upper bound of the outage
probability of M -in-1 helper transmission over block Rayleigh fading channels.3

Each packet, including helper, suffers from statistically independent block Rayleigh
fading, where the channel varies packet-by-packet, but is static within each packet.

The scenario described above may arise in ARQ systems, where the transmitter
stores the NACK-ed packets in a buffer with a size ofM ; and a helper is transmitted
whenever the buffer is full. In the analysis, we only focus on the buffer-full state
and derive the outage probability of theM -in-1 helper transmission system utilizing
the obtained rate region. In fact, the process of how the buffer full state is reached
has to be taken into account for the exact calculation of the system outage. In this
dissertation, however, we make use of the statistically independent occurrence of
the two events, decoding success and failure at the receiver. Hence, we define the
outage event such that decoding of the M NACK-ed packets after transmitting the
helper packet is failed for the first time, and thereby the outage probability derived
in this dissertation is an upper bound.

4.2 System Model

We consider a point-to-point wireless communication system where the transmitter
is a binary source generating N information packet u = {u1,u2, · · · ,uN}. Each

3The outage probability of the systems with M > 3 may be possible to be derived if we can solve the
difficulty of managing M dimensions rate region.
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Figure 4.1: Transmission over fading channel and the correspond system model of M2.
Note that the feedback signal is not shown in the figure for the sake of clarity.
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Figure 4.2: Transmission over fading channel and the correspond system model of M3.
Note that the feedback signal is not shown in the figure for the sake of clarity.
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information packet is a binary sequence with rate Rn and P(un[k] = 0) = P(un[k] =
1) = 0.5, where n = {1, 2, · · · , N}, k = {1, 2, · · · , K}, and un[k] denotes the k-th
bit of K bits length un. A function Cn(·) encodes and modulates un in such a
way that the spectrum efficiency of the signaling scheme, including channel coding
rate and modulation multiplicity, is Qn. The encoded packets xn = Cn(un) is then
transmitted via a channel assumed to be suffering from block Rayleigh fading.

The received packets can be expressed as yn = hn · xn + vn, where hn and
vn represents the complex channel gain and the zero mean AWGN vector with
variance σ2

n, respectively. With the block Rayleigh fading assumption, hn is
constant within a block, and varies independently block-by-block; it has Rayleigh-
distributed amplitude |hn| with E[|hn|2] = 1. The instantaneous received SNR for
the transmission of the block xn is then given by γn = |hn|2 · Γn, where Γn is the
average SNR. The probability density function (pdf ) of γn is

p(γn) = 1
Γn

exp(−γnΓn
). (4.1)

The system utilizes a simple stop-and-wait ARQ protocol where the receiver
sends an ACK to indicate successful packet decoding, otherwise, NACK to indicate
the retransmission request. The transmitter is assumed to have a buffer with size
M to store M NACK-ed packets.

With M2, let the M NACK-ed packets be ua = u
A
and ub = u

B
, where 1 ≤ a <

b ≤ N , and the corresponding (rates, spectrum efficiencies) are (Ra = R
A
, Qa = Q

A
)

and (Rb = R
B
, Qb = Q

B
), respectively. After receiving NACK twice, i.e., the

buffer becomes full and the transmitter transmits a helper packet, represented
by u

D
= u

A
⊕ u

B
, by utilizing rate R

D
and spectrum efficiency Q

D
, as shown in

Figure 4.1.
Likewise, with M3, let the M NACK-ed packets be denoted as ua = u

A
,

ub = u
B
, and uc = u

C
, where 1 ≤ a < b < c ≤ N , and Rc = R

C
, Qc = Q

C
. An

additional XOR operation with the packet u
C
is included in the helper packet so

that u
D

= u
A
⊕ u

B
⊕ u

C
, as shown in Figure 4.2. After receiving the helper packet,

the receiver again decodes all NACK-ed packets jointly with the estimated helper
packet û

D
. Since the receiver does not aim to successfully decode u

D
, û

D
may

contain some errors. We express the correlation between u
D
and û

D
by

νe = u
D
⊕ û

D
, (4.2)
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where νe is the error vector with

pe = P(νe = 1), 0 ≤ pe ≤ 0.5. (4.3)

The receiver exploits the correlation knowledge among the NACK-ed packets to
enhance the error correction capability. The correlation assumed to be described
by the bit-flipping model [79] as:

ν
AB

= u
A
⊕ u

B
, (4.4a)

ν
BC

= u
B
⊕ u

C
, (4.4b)

ν
ABC

= u
A
⊕ u

B
⊕ u

C
, (4.4c)

with bit-flipping probabilities

p
AB

= P(ν
AB

= 1), (4.5a)
p

BC
= P(ν

BC
= 1), (4.5b)

p
ABC

= P(ν
ABC

= 1), (4.5c)

where 0 ≤ pz ≤ 0.5 and z = {AB,BC,ABC}. With the model given above, the
value of p

ABC
≈ 0.5, which is verified by the simulation for K ≥ 1, 000 bits, as shown

in Appendix B Let ρz be the exact correlation value, the relationship between ρz

and pz is given by

ρz = 1− 2pz . (4.6)

Notice that in the extreme cases, ρz = 0 and ρz = 1 indicate no correlation and full
correlation, respectively.

We assume receiver knows the correlation among the information parts of the
NACK-ed packets when the buffer becomes full, by utilizing, for example, a packet
index counter with an initial correlation parameter setting with the help of higher
layer protocols. However, how to estimate and/or share the correlation information
is out of the scope of this dissertation. We also assume that correlation between
the NACK-ed packets follows the Markov process, and hence the Markov chain
also applies u

A
→ u

B
→ u

C
.
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Figure 4.3: Rate region of the rate pair (RA, RB) given RD ≥ θ2 for M2.

4.3 Inadmissible Rate Region in Static AWGN Channel

In this section, we present the inadmissible rate regions of M2 and M3, which are
defined by the set of all the rate vectors (R

A
, R

B
) and (R

A
, R

B
, R

C
), respectively, for

which the values of each rate and sum-rates do not follow the given constraints.
The admissible rate region is the complement of the inadmissible rate region. First
of all, we recall for both M2 and M3 the theoretical rate regions of which the
constraints are derived from the theorem of multiple sources coding with a helper
and the assumption of without feedback channel. Finally, we derive the inadmissible
rate regions of both with feedback channel and based on the protocol considered in
this dissertation. Accordingly, an additional constraint is taken into account.

4.3.1 Inadmissible Rate Region of M2

Let us first assume there is no feedback channel in the systems, and hence the helper
is transmitted following the two distinct packet transmissions regardless of whether
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or not the decoding is successful. This setup is equivalent to o-MARC. In this
case, the theoretical rate region is given by equations (C.6a)–(C.6d) in Appendix
C.1 [78]. Let us then assume that the constraint for the helper packet’s information
rate, R

D
≥ θ2, is always satisfied.4 It is easily found that for an arbitrary value of

R
D
≥ θ2, the entire rate region for the rate-pair R

A
and R

B
can be divided into

five parts, i.e. Aw, w = {1, 2, · · · , 5}, as shown in Figure 4.3. Accordingly, the
admissible region for the non-feedback case corresponds to regions A2 ∪ A5.

Now, let us assume that the feedback channel is available. Based on the
system model described in Section 4.2, the ACK/NACK is fed back from the
receiver via the feedback channel after decoding the received packets, packet-
by-packet. Since we assume a capacity-achieving channel code, ACK feedback
indicates Ri ≥ H(ui), i ∈ {A,B}, whereas NACK feedback indicates Ri < H(ui).
Therefore, when the receiver starts the joint decoding process after receiving the
helper packet, the possible rate region is limited to A4 and A5, i.e. P[(RA, RB)∈
A1]=P[(RA, RB)∈A2]=P[(RA, RB)∈A3]=0. In this case, all NACK-ed packets
can be recovered only when the rate-pair, RA and RB, falls in the region A5.
Conversely, they cannot be recovered when the rate-pair falls in the region A4,
referred to as the inadmissible rate region of M2. We divide the inadmissible rate
region into two parts, A4a and A4b

, and hence the region can be expressed as

A4 = A4a ∪ A4b
, (4.7)

where

A4a = {(R
A
, R

B
)|0≤R

A
<Hb(pAB

)− θ2, 0≤R
B
<1}, (4.8a)

A4b
= {(R

A
, R

B
) ∈ R+|Hb(pAB

)− θ2≤RA
<1,

0≤R
B
<1+Hb(pAB

)− θ2−RA
}, (4.8b)

θ2 = Hb(pAB
∗ pe)−Hb(pe). (4.8c)

This is the most significant difference in the rate region between with and without
feedback, corresponding to this dissertation and o-MARC, respectively.

4This assumption is eliminated when deriving the outage probability in the next section, such that the
variation of the rate RD can be taken into account.
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Figure 4.4: Rate region of the rate vector (RA, RB, RC) given RD ≥ θ3 for M3.

4.3.2 Inadmissible Rate Region of M3

We use the same logic as in the previous subsection to derive the inadmissible rate
region of the M3 scheme. The admissible rate region without feedback is given
by equations (C.19a)–(C.19h) in Appendix C.2 [53]. From the equations, we get
the constraints of the helper packet’s information rate, R

D
≥ θ3, and the sum-rate,

R
A

+R
B

+R
C
≥ 1 +Hb(pAB

) +Hb(pBC
)− θ3.

We analyze an ARQ system with M -in-1 helper transmission utilizing joint
decoding of a helper and three unsuccessful independently decoded packets, for
which NACKs have been received via the feedback channel. It is found that for
arbitrary value of R

D
≥ θ3, the inadmissible rate region of (R

A
, R

B
, R

C
), B, is

obtained by

B = Bc ∩ BCt , (4.9)
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where •C denotes the complement of the rate vector set in region •, as shown in
Figure 4.4. The cube Bc is determined by the constraints of each single transmission,
R

i
≥H(u

i
), i ∈ {A,B,C}, whereas the Bt region is determined by the constraint of

the sum-rate. Bt region is above from the plain R
A
+R

B
+R

C
=1+Hb(pAB

)+Hb(pBC
)−θ3

up to the corner (H(u
A

) = 1, H(u
B

) = 1, H(u
C

) = 1) of Bc.
Figure 4.4 shows that Bt has different geometric shape even with the same value

of pe , depending on the value of p
AB

and p
BC

. For the extreme cases, we found
Bt has triangular base plain, i.e. Bt1 corresponds to p

AB
= p

BC
= 0.4999 and Bt2

corresponds to p
AB

= p
BC

= 10−6, for arbitrary value of pe . All the aforementioned
regions are given as follows.

Bc = {(R
A
, R

B
, R

C
)|0≤R

A
<1, 0≤R

B
<1, 0≤R

C
<1}}, (4.10)

Bt1 ={(R
A
, R

B
, R

C
) ∈ R+|1+Hb(pAB

)+Hb(pBC
)−θ3−RB

−R
C
≤R

A
<1,

Hb(pAB
)+Hb(pBC

)−θ3−RC
≤R

B
<1,

Hb(pAB
)+Hb(pBC

)−θ3−1≤R
C
<1}, (4.11)

BCt2 ={(R
A
, R

B
, R

C
)|0≤R

A
<1+Hb(pAB

)+Hb(pBC
)−θ3−RB

−R
C
,

0≤R
B
<1+Hb(pAB

)+Hb(pBC
)−θ3−RC

,

0≤R
C
<1+Hb(pAB

)+Hb(pBC
)−θ3}, (4.12)

where θ3 =Hb(pABC
∗ pe) −Hb(pe). Notice that with BCt2 , the inadmissible region

B=Bc ∩ BCt2 =BCt2 .

4.4 Outage Probability in Block Rayleigh Fading Channel

We derive the outage probabilities of M2 and M3 in block Rayleigh fading channel
based on the results of the inadmissible rate regions results shown in Section 4.3.
With the capacity-achieving channel codes assumption, the relationship between Rn

and its corresponding instantaneous SNR, γn, is given by function Φn(γn) as [78]

Rn = Φn(γn) = 1
Qn

log2(1 + γn), (4.13)
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with its reverse function

γn = Φ−1
n (Rn) = 2Rn·Qn − 1. (4.14)

Since all the transmissions are suffering from statistically independent block Rayleigh
fading, the joint pdf of the instantaneous SNRs can be expressed as p(γ

A
, · · · , γ

D
) =

p(γ
A

) · · · p(γ
D

).
There are three events possible in the system: (1) event of successfully decoding

a packet with independent decoding, (2) event of successfully decoding M packets
with the joint decoding, and (3) event of unsuccessfully decoding M packets
with the joint decoding. Assuming the information source generates an infinite
number of packets, the occurrence of those events is i.i.d.. Therefore, the outage
probability ofM -in-1 helper transmission, Pout(M), can be obtained from analyzing
the probability that the M packets in the buffer cannot be recovered with the
joint decoding for the first time, which is given by (4.16). With independent
decoding, the outage probability in block Rayleigh fading channel corresponds to
the probability that the rate Rn < H(un)=1 is

Pn =
Φ−1

n (1)∫

Φ−1
n (0)

1
Γn

exp(−γnΓn
)dγn =1−exp(−2Qn − 1

Γn
). (4.15)

Hence, Pout(M) can be obtained by

Pout(M) = (1−Pn)ω(1− E(M))λ−1 E(M), (4.16)

where ω denotes the number of the packets successfully recovered with independent
decoding and λ denotes the number of transmitted helper packet; both numbers
are calculated before the receiver reaches the first unsuccessful recovery of M
information packets with joint decoding. E(M) denotes the probability that M
packets are unrecovered with independent decoding and the corresponding rates
are falling into the inadmissible rate region.5

Approximation (Upper Bound). The outage probability of the system is
upper bounded by (1− E(M))λ−1 E(M) because of (1−Pn)ω ≤ 1 for arbitrary ω.
However, since (1− E(M))λ−1 ≤ 1 for arbitrary λ, Pout(M) ≤ E(M).

5Rate vectors (RA, RB) and (RA, RB , RC) fall into regions A4 for M2 and B for M3, respectively.
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Let PM be the probability that M packets are unrecovered with independent
decoding, and PE|M be the probability that the rate vector of the information packets
falls into inadmissible region given the fact that those packets are unrecovered with
independent decoding, then E(M) is given by

E(M) = PE|M · PM . (4.17)

By taking into account the impact of the channel variation in the helper transmission
phase, PE|M is obtained by taking average over pe given by

pe =
{
H−1
b (Hb(g)− Φ

D
(γ

D
)), for Φ−1

D
(0) ≤ γ

D
< Φ−1

D
(Hb(g)),

0, for γ
D
≥ Φ−1

D
(Hb(g)),

(4.18)

where g = p
AB

for M2 and g = p
ABC

for M3.

4.4.1 Outage Probability with M2

The outage probability of M2 is upper bounded by Pout(2) ≤ PE|2 · P2, where

P2 = PA ·PB =
[
1−exp(−2QA − 1

ΓA
)
][

1−exp(−2QB − 1
ΓB

)
]
. (4.19)

PE|2 = P{A4|pe = 0}+ P{A4|0<pe≤0.5},
= P{A4a |pe = 0}+ P{A4b

|pe = 0}+ P{A4a |0<pe≤0.5}+ P{A4b
|0<pe≤0.5},

= P′{A4a |pe = 0}+ P′{A4b
|pe = 0}+ P′{A4a |0<pe≤0.5}+ P′{A4b

|0<pe≤0.5}
P(A4 ∪ A5) ,

(4.20)

with P{?|pe = 0} and P{?|0<pe≤0.5} denoting the probability of the corresponding
rate vector6 falls in region ? given the cases pe = 0 and 0 < pe ≤ 0.5, respectively.
P′(•) is the unnormalized value of P(•) given the fact that P[(RA, RB) ∈ A4∪A5] = 1.
Hence, the normalized factor P(A4 ∪ A5) is defined by

P(A4 ∪ A5) =
Φ−1

A (1)∫

Φ−1
A (0)

Φ−1
B (1)∫

Φ−1
B (0)

p(γ
A

)p(γ
B

)dγ
A
dγ

B
=
[
1− exp(−

Φ−1
A

(1)
ΓA

)
][

1− exp(−
Φ−1

B
(1)

ΓB
)
]
.

(4.21)
6(RA, RB) for M2 and (RA, RB , RC) for M3.
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The probabilities in (4.20) can be given by the following equations (4.22)–(4.25),
as

P′{A4a |pe = 0} =

Φ−1
D

(∞)∫

Φ−1
D [Hb(p

AB
)]

Φ−1
A

(0)∫

Φ−1
A (0)

Φ−1
B

(1)∫

Φ−1
B (0)

p(γ
B

)p(γ
A

)p(γ
D

)dγ
B
dγ

A
dγ

D
= 0, (4.22)

P′{A4b
|pe = 0} =

Φ−1
D

(∞)∫

Φ−1
D [Hb(p

AB
)]

Φ−1
A

(1)∫

Φ−1
A (0)

Φ−1
B

[1−Φ
A

(γ
A

)]∫

Φ−1
B (0)

p(γ
B

)p(γ
A

)p(γ
D

)dγ
B
dγ

A
dγ

D

= 1
Γ

A

exp
(
−

Φ−1
D

[Hb(pAB
)]

ΓD

)Φ
−1
A

(1)∫

Φ−1
A (0)

exp
(
− γ

A

ΓA

)[
1−exp

(
−

Φ−1
B

[1− Φ
A

(γ
A

)]
ΓB

)]
dγ

A
.

(4.23)

P′{A4a |0<pe≤0.5} =

Φ−1
D

[Hb(p
AB

)]∫

Φ−1
D (0)

Φ−1
A

[Ψ(γ
D

)]∫

Φ−1
A (0)

Φ−1
B

(1)∫

Φ−1
B (0)

p(γ
B

)p(γ
A

)p(γ
D

)dγ
B
dγ

A
dγ

D

= 1
Γ

D

[
1−exp

(
−

Φ−1
B

(1)
Γ

B

)]Φ
−1
D

[Hb(p
AB

)]∫

Φ−1
D (0)

exp
(
− γ

D

ΓD

)[
1−exp

(
−

Φ−1
A

[Ψ(γ
D

)]
ΓA

)]
dγ

D
,

(4.24)

P′{A4b
|0<pe≤0.5} =

Φ−1
D

[Hb(p
AB

)]∫

Φ−1
D (0)

Φ−1
A

(1)∫

Φ−1
A [Ψ(γ

D
)]

Φ−1
B

[Ψ(γ
A
,γ

D
)]∫

Φ−1
B (0)

p(γ
B

)p(γ
A

)p(γ
D

)dγ
B
dγ

A
dγ

D

= 1
ΓAΓD

Φ−1
D

[Hb(p
AB

)]∫

Φ−1
D (0)

Φ−1
A

(1)∫

Φ−1
A [Ψ(γ

D
)]

exp
(
− γ

A

ΓA
− γ

D

ΓD

)[
1−exp

(
−

Φ−1
B

[Ψ(γ
A
, γ

D
)]

ΓB

)]
dγ

A
dγ

D
,

(4.25)

where Ψ(γ
D

) = 2Hb(pAB
)−Φ

D
(γ

D
)−Hb[pAB

∗H−1
b [Hb(pAB

)−Φ
D
(γ

D
)]] and Ψ(γ

A
, γ

D
) =

1 + Ψ(γ
D

)− Φ
A

(γ
A

).
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4.4.2 Outage Probability with M3

As described in Section 4.3.2, Bt has various geometric shape depending on the
value of pe , pAB

and p
BC

. For the sake of simplicity, we theoretically derive the
outage probability of M3 in the case Bt has a triangular base plain, e.g. Bt1 and
Bt2 . The result is verified by the Monte Carlo simulation shown in Section 4.5.
Eventually, in other cases, the outage probability can be calculated by the Monte
Carlo simulations.

The upper bound of the outage probability ofM3 is given by Pout(3) ≤ PE|3 ·P3,
where

P3 =PA ·PB ·PC =
[
1−exp(−2QA − 1

ΓA
)
][

1−exp(−2QB − 1
ΓB

)
][

1−exp(−2QC − 1
ΓC

)
]
.

(4.26)

PE|3 = P{B|pe = 0}+ P{B|0<pe≤0.5}. (4.27)

In the case of Bt1 ,

PE|3(Bt1)=P{Bc|pe = 0} − P{Bt1|pe = 0}+ P{Bc|0<pe≤0.5} − P{Bt1 |0<pe≤0.5},

= P′{Bc|pe = 0} − P′{Bt1|pe = 0}+ P′{Bc|0<pe≤0.5} − P′{Bt1|0<pe≤0.5}
P(Bc)

,

(4.28)

whereas the case of Bt2 ,

PE|3(BCt2 )= P{BCt2 |pe = 0}+ P{BCt2 |0<pe≤0.5},

=
P′{BCt2 |pe = 0}+ P′{BCt2 |0<pe≤0.5}

P(Bc)
, (4.29)

The normalization factor P(Bc) that appears in common in the denominator of
(4.28) and (4.29) is defined by

P(Bc) =
Φ−1

A (1)∫

Φ−1
A (0)

Φ−1
B (1)∫

Φ−1
B (0)

Φ−1
C (1)∫

Φ−1
C (0)

p(γ
A

)p(γ
B

)p(γ
C

)dγ
A
dγ

B
dγ

C

=
[
1− exp(−

Φ−1
A

(1)
ΓA

)
][

1− exp(−
Φ−1

B
(1)

ΓB
)
][

1− exp(−
Φ−1

C
(1)

ΓC
)
]
. (4.30)
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The remaining probabilities in (4.28) given by the following equations (4.31)–(4.34),
as

P′{Bc|pe = 0} =

Φ−1
D

(∞)∫

Φ−1
D [Hb(p

ABC
)]

Φ−1
C

(1)∫

Φ−1
C (0)

Φ−1
B

(1)∫

Φ−1
B (0)

Φ−1
A

(1)∫

Φ−1
A (0)

p(γ
A

)p(γ
B

)p(γ
C

)p(γ
D

)dγ
A
dγ

B
dγ

C
dγ

D

= exp
(
−

Φ−1
D

(1)
ΓD

)[
1−exp

(
−

Φ−1
C

(1)
ΓC

)][
1−exp

(
−

Φ−1
B

(1)
ΓB

)]

[
1−exp

(
−

Φ−1
A

(1)
ΓA

)]
, (4.31)

P′{Bt1|pe = 0} =

Φ−1
D

(∞)∫

Φ−1
D [Hb(p

ABC
)]

Φ−1
C

(1)∫

Φ−1
C [Hb(p

AB
)+Hb(p

BC
)−2]

Φ−1
B

(1)∫

Φ−1
B [Ψ(γ

C
)]

Φ−1
A

(1)∫

Φ−1
A [Ψ(γ

B
,γ

C
)]

p(γ
A

) · · · p(γ
D

)dγ
A
· · · dγ

D
,

= 1
ΓBΓC

Φ−1
C

(1)∫

Φ−1
C [Hb(p

AB
)+Hb(p

BC
)−2]

Φ−1
B

(1)∫

Φ−1
B [Ψ(γ

C
)]

exp
(
−

Φ−1
D

(1)
ΓD

− γ
C

ΓC
− γ

B

ΓB

)

[
exp

(
−

Φ−1
A

[Ψ(γ
B
, γ

C
)]

ΓA

)
−exp

(
−

Φ−1
A

(1)
ΓA

)]
dγ

B
dγ

C
, (4.32)

with Ψ(γ
C

) = Hb(pAB
) +Hb(pBC

)− 1− ΦC(γ
C

), Ψ(γ
B
, γ

C
) = Hb(pAB

) +Hb(pBC
)−

Φ
B

(γ
B

)− Φ
C

(γ
C

), and

P′{Bc|0<pe≤0.5} =

Φ−1
D

[Hb(p
ABC

)]∫

Φ−1
D (0)

Φ−1
C

(1)∫

Φ−1
C (0)

Φ−1
B

(1)∫

Φ−1
B (0)

Φ−1
A

(1)∫

Φ−1
A (0)

p(γ
A

)p(γ
B

)p(γ
C

)p(γ
D

)dγ
A
dγ

B
dγ

C
dγ

D

=
[
1−exp

(
−

Φ−1
D

(1)
ΓD

)][
1−exp

(
−

Φ−1
C

(1)
ΓC

)][
1−exp

(
−

Φ−1
B

(1)
ΓB

)]

[
1−exp

(
−

Φ−1
A

(1)
ΓA

)]
, (4.33)

P′{Bt1|0<pe≤0.5} =

Φ−1
D

[Hb(p
ABC

)]∫

Φ−1
D (0)

Φ−1
C

(1)∫

Φ−1
C [Ψ(γ

D
)]

Φ−1
B

(1)∫

Φ−1
B [Ψ(γ

C
,γ

D
)]

Φ−1
A

(1)∫

Φ−1
A [Ψ(γ

B
,γ

C
,γ

D
)]

p(γ
A

) · · · p(γ
D

)dγ
A
· · · dγ

D
,
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= 1
ΓBΓCΓD

Φ−1
D

(1)∫

Φ−1
D (0)

Φ−1
C

(1)∫

Φ−1
C [Ψ(γ

D
)]

Φ−1
B

(1)∫

Φ−1
B [Ψ(γ

C
,γ

D
)]

exp
(
− γ

B

ΓB
− γ

C

ΓC
− γ

D

ΓD

)

[
exp

(
−

Φ−1
A

[Ψ(γ
B
, γ

C
, γ

D
)]

ΓA

)
−exp

(
−

Φ−1
A

(1)
ΓA

)]
dγ

B
dγ

C
dγ

D
,

(4.34)

with Ψ(γ
D

) = Hb(pAB
) + Hb(pBC

)− Φ
D

(γ
D

)− 1, Ψ(γ
C
, γ

D
)=Hb(pAB

)+Hb(pBC
)−

Φ
D

(γ
D

)−Φ
C

(γ
C

), and Ψ(γ
B
, γ

C
, γ

D
)=1+Hb(pAB

)+Hb(pBC
)−Φ

D
(γ

D
)−Φ

B
(γ

B
)−Φ

C
(γ

C
).

The probability expressions in (4.29) can be expanded as:

P′{BCt2 |pe = 0}=

Φ−1
D

(∞)∫

Φ−1
D [Hb(p

ABC
)]

Φ−1
C

[Hb(p
AB

)+Hb(p
BC

)]∫

Φ−1
C (0)

Φ−1
B

[Ψ(γ
C

)]∫

Φ−1
B (0)

Φ−1
A

[Ψ(γ
B
,γ

C
)]∫

Φ−1
A (0)

p(γ
A

) · · · p(γ
D

)dγ
A
· · · dγ

D
,

= 1
ΓBΓC

Φ−1
C

[Hb(p
AB

)+Hb(p
BC

)]∫

Φ−1
C (0)

Φ−1
B

[Ψ(γ
C

)]∫

Φ−1
B (0)

exp
(
−

Φ−1
D

(1)
ΓD

− γ
C

ΓC
− γ

B

ΓB

)

[
1− exp

(
−

Φ−1
A

[Ψ(γ
B
, γ

C
)]

ΓA

)]
dγ

B
dγ

C
, (4.35)

with Ψ(γ
C

) = Hb(pAB
) + Hb(pBC

) − ΦC(γ
C

), Ψ(γ
B
, γ

C
) = Hb(pAB

) + Hb(pBC
) −

Φ
B

(γ
B

)− Φ
C

(γ
C

),

P′{BCt2 |0<pe≤0.5}=

Φ−1
D

[Hb(p
ABC

)]∫

Φ−1
D (0)

Φ−1
C

[Ψ(γ
D

)]∫

Φ−1
C (0)

Φ−1
B

[Ψ(γ
C
,γ

D
)]∫

Φ−1
B (0)

Φ−1
A

[Ψ(γ
B
,γ

C
,γ

D
)]∫

Φ−1
A (0)

p(γ
A

) · · · p(γ
D

)dγ
A
· · · dγ

D
,

= 1
ΓBΓCΓD

Φ−1
D

(1)∫

Φ−1
D (0)

Φ−1
C

[Ψ(γ
D

)]∫

Φ−1
C (0)

Φ−1
B

[Ψ(γ
C
,γ

D
)]∫

Φ−1
B (0)

exp
(
− γ

B

ΓB
− γ

C

ΓC
− γ

D

ΓD

)

[
1−exp

(
−

Φ−1
A

[Ψ(γ
B
, γ

C
, γ

D
)]

ΓA

)]
dγ

B
dγ

C
dγ

D
, (4.36)

with Ψ(γ
D

)=1 +Hb(pAB
) +Hb(pBC

)−Φ
D

(γ
D

), Ψ(γ
C
, γ

D
)=1 +Hb(pAB

) +Hb(pBC
)−

Φ
D

(γ
D

)−Φ
C

(γ
C

), and Ψ(γ
B
, γ

C
, γ

D
)=1+Hb(pAB

)+Hb(pBC
)−Φ

D
(γ

D
)−Φ

B
(γ

B
)−Φ

C
(γ

C
).
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4.5 Numerical Analyses

This section presents numerical results of the upper bound calculation of the outage
probability calculation for M2 and M3, given particular ρz and Qn values. With
any values of ρz, M2 can always achieve diversity order two, while, surprisingly,
M3 can achieve diversity order four if the information correlation is close to one;
otherwise, M3 can always achieve the diversity order three. To confirm this
fact, we perform a series of computer simulations for 106 channel realizations and
ρ

AB
= ρ

BC
= {0, 0.5, 0.8, 0.98, 1}, the results of which are shown in Figure 4.5. The

results of a series of Monte Carlo simulations and theoretical calculations are shown
in the figure. It is found that they are consistent with each other.

With M2, the high packet correlations provide slightly better performance at
low average SNR regime. However, no significant improvement can be achieved
with any packet correlation value at high average SNR regime. Nevertheless, the
diversity order is two for all the cases. It is understandable by analyzing the M2
inadmissible rate region, where the shape of the case P[(RA, RB)∈A5] = 0 leads
the result of the integral calculation inversely proportional to (Γn)2. Furthermore,
this case highly likely occurs at high average SNR value range where pe ≈ 0 and
hence R

A
+R

B
≥ 1 +Hb(pAB

)− θ2 ≈ 1.
With M3, the performance is parameterized with ρ

AB
and ρ

BC
. For the prelimi-

nary verification, we evaluated the relationship among the bit flipping probabilities
p

AB
and p

BC
, and p

ABC
in the Appendix B. It is shown that p

ABC
≈ 0.5, correspond-

ing to ρ
ABC
≈ 0, for any pair values of p

AB
and p

BC
. Since the integral boundary

is complex, depending on p
AB

and p
BC

, we calculated theoretically the outage
probability only for the simplest case which are p

AB
= p

BC
= 0.5 corresponding to

ρ
AB

= ρ
BC

= 0 and p
AB

= p
BC

= 0 corresponding to ρ
AB

= ρ
BC

= 1, and for the
other cases, we calculated the outage probability by Monte Carlo simulations.

It is found from Figure 4.5 that with M3, the Monte Carlo simulation and
theoretical results are consistent for ρ

AB
= ρ

BC
= 0 and ρ

AB
= ρ

BC
= 1, and

for the other cases, the diversity order indicated by the decay of the curves are
the same. Surprisingly, it is found that except for the information correlation
being very close to one, the diversity order three can always be achieved. With
ρ

AB
= ρ

BC
= 0.8, we can achieve roughly 2 dB improvement at outage probability

of 10−3, compared to that with ρ
AB

= ρ
BC

= 0, but, again, it should be emphasized
that the diversity order for all the cases is the same. However, in the case the
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Figure 4.5: Upper bound of the outage probabilities of feedback-assisted correlated packet
transmission with M2 and M3 for equal transmit power and Qn = 0.5.



71

information correlation is very close to one, M3 can always achieve the diversity
order four. This is reasonable because with the correlation close to one, all the
packets including the helper are almost the same, and hence in this case almost
the same packet is transmitted four times.
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Figure 4.6: Upper bound of the outage probability of M2 for unequal transmit power for
the information and helper packets.

Figure 4.6 and Figure 4.7, respectively, show the performance of M2 and M3 for
various Qn and transmit power settings of the information and the helper packets.
Note that low Qn corresponds to large redundancy with the same modulation order,
or low modulation order with the same number of parity,7 and vice versa. It is
found in Figure 4.6 that in general low Qn slightly increase the performance of M2.
Specifically, the impact of decreasing Qn of the information packet is significant
to achieve better performance than decreasing that of the helper packet. Also,
increasing the transmit power of the information packet is significant to achieve
better performance than that of the helper packet. Likewise, the same tendency
also can be found for M3 case as shown in Figure 4.7.

4.6 Generalization

In this section, for the sake of clarity, we replace the alphabets in the subscripts
of the rates R and bit-flipping variables p, with numbers, e.g., R

A
→ R1, RB

→
R2, pAB

→ p12, pABC
→ p123, pABCD··· → p1234···. We also use subscript help instead

of D to indicate the helper packet possession.
7See footnote 4.



73

0.5

0.4

0.3

p
AB

0.2

0.1

00

0.1

0.2

0.3

p
BC

0.4

10
0

10
-1

10
-3

10
-2

0.5

o
u
ta
g
e
p
ro
b
a
b
il
it
y

RA = RB = RC = 1, RD = 1

RA = RB = RC = 1, RD = 0.5

RA = RB = RC = 0.5, RD = 1

RA = RB = RC = 0.5, RD = 0.5

(a) ΓD = Γ{A,B,C} = −10 dB.

0.5

0.4

0.3

p
AB

0.2

0.1

00

0.1

0.2

0.3

p
BC

0.4

10
0

10
-1

10
-3

10
-2

0.5
o
u
ta
g
e
p
ro
b
a
b
il
it
y

RA = RB = RC = 1, RD = 1

RA = RB = RC = 1, RD = 0.5

RA = RB = RC = 0.5, RD = 1

RA = RB = RC = 0.5, RD = 0.5

(b) ΓD = Γ{A,B,C} = 0 dB.

0.5

0.4

0.3

p
AB

0.2

0.1

00

0.1

0.2

0.3

p
BC

0.4

10
-2

10
-3

10
-1

10
0

0.5

o
u
ta
g
e
p
ro
b
a
b
il
it
y

RA = RB = RC = 1, RD = 1

RA = RB = RC = 1, RD = 0.5

RA = RB = RC = 0.5, RD = 1

RA = RB = RC = 0.5, RD = 0.5

(c) ΓD = −10 dB,Γ{A,B,C} = 0 dB.

0.5

0.4

0.3

p
AB

0.2

0.1

00

0.1

0.2p
BC

0.3

0.4

10
0

10
-1

10
-3

10
-2

0.5

o
u
ta
g
e
p
ro
b
a
b
il
it
y

RA = RB = RC = 1, RD = 1

RA = RB = RC = 1, RD = 0.5

RA = RB = RC = 0.5, RD = 1

RA = RB = RC = 0.5, RD = 0.5

(d) ΓD = 0 dB,Γ{A,B,C} = −10 dB.

Figure 4.7: Upper bound of the outage probability of M3 for various transmit power
settings.
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We showed in Section 4.3 that withM NACK-ed packets, the largest inadmissible
rate region is given by S = {(R1, R2, · · · , RM)|0 ≤ Ri < 1, i = {1, 2, · · · ,M}}.
With the calculation as in Section 4.4, the area/volume of S is always yielding M
diversity order. The physical meaning of such system is that the receiver always
combines M NACK-ed packets and these packets are unrecovered at first; however,
only by utilizing the source correlation and/or helper packet, there is a chance to
recover all M packets but no chance to recover less than M packets.

With full information correlation, however, it is noticeable that bitwise XOR
operation makes the helper the same as all NACK-ed packets if M is odd, and
hence M + 1 order diversity can be achieved. On the other hand, the helper packet
is always the binary of zeros if M is even, and hence it is not unique for any source
information. Therefore, only M order diversity can be achieved. For this reason, it
is still interesting to see how odd number of M can achieve beyond M diversity
order by mathematical formulas using the theorem for multiple source coding with
a helper.

In Section 4.3, we showed that the cut amount of the inadmissible rate region
determines additional gain. The larger the area/volume of the cut inadmissible
rate region corresponds to the lower the outage probability, and vice versa. Let R

be an area or a volume containing rates as R = {(R1, R2, · · · , RM) ∈ R+|
M∑
i=1

R
i
<

H(u1,u2, · · · ,uM |ûhelp)}, the area/volume of the cut inadmissible rate region,
denoted by C, is then given by

C = S−R, ∀R ⊆ S (4.37)

It can be seen that C is significantly determined by the sum-rates in R, which is

M∑

i=1

R
i
< H(u1,u2, · · · ,uM |ûhelp)

= H(u1) +
M∑

j=2

H(uj|u1,u2, · · · ,uj−1) +H(ûhelp |u1,u2, · · · ,uM)−H(ûhelp)

= 1 +
M∑

j=2

Hb(pj−1, j) +Hb(pe)−Hb(p1···M ∗ pe), (4.38)

where Hb(pj−1, j) in (4.38) is because of the Markov process u1 → u2 → · · · → uM ,
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and pj−1, j = P(uj−1 ⊕ uj = 1). We can get
M∑
i=1

R
i
< M − 1 if the sources are

uncorrelated but the helper is error free. In this case C = 0, and hence there is
no additional gain. On the other hand, with full information correlation, p1···M

being 0 or 0.5, respectively, if M is even or odd.8 Therefore,
M∑
i=1

R
i
< 1 if M is

even and
M∑
i=1

R
i
< Hb(pe) if M is odd, which are corresponding to C = 0 and C ≥ 0,

respectively. It can be see that the equality C = 0 with M being odd is achieved
only when the bit error probability of the helper packet is 0.5. In other words, there
is no additional diversity order can be achieved with M being even, but M + 1
order diversity can be achieved with M being odd which depends on the source
correlations and the bit error probability of the helper packet.

4.7 Summary

We analyzed for M -in-1 helper transmission the relationship between outage proba-
bility, achievable diversity order, gain in required average SNR, and source informa-
tion correlation which inherently contributes to the sum rate. We derived a fully
mathematical expression for the relationship only with M = {2, 3} as an initial
investigation. Furthermore, in an extreme case, i.e., all packets are fully correlated,
this chapter fully analyzed the diversity order-rate sum relationship for any integer
M .

We first analyzed the inadmissible rate region with M = {2, 3}. The helper
packet is formed by bitwise binary XOR over the information packets. We used
the theorem given in [53, Theorem 10.4] to derive the inadmissible rate region. We
then derived the upper bound of the outage probability of the system over block
Rayleigh fading channels. By the definition of the outage, it is obvious that at
least M -th order diversity can always be achieved regardless of the information
correlation. We proved that no additional diversity order can be achieved with
M being even, but (M + 1)th order diversity can be achieved with M being odd,
especially when the information correlation is close to one and the bit error rate of
the helper packet is error free.

This chapter also evaluated the influence of the information correlation in the
cases that equal and unequal transmit power and spectrum efficiency are variously

8This is because the definition of p1···M = P(u1 ⊕ u2 ⊕ · · · ⊕ uM = 1).
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allocated to the information and helper packets. It has been shown that adding
more redundancy with the same modulation order or lowering the modulation order
with the same amount of redundancy is significant to achieve better performance
than doing the same to the helper packet. Also, increasing the transmit power of
the information packet is significant to achieve better performance compared to
increasing of the helper packet transmit power.



Chapter 5
Conclusions and Future Work

5.1 Conclusions

We have designed a robust and reliable wireless multihop transmission by exploiting
the source correlation, which has tackled the problem of large end-to-end delay.
Specifically, we have proposed Partially-LF and Fully-LF HARQ schemes to improve
the system throughput of parallel relay networks. The improvement is obtained
by (i) exploiting the correlation among received packets at the destination node,
and (ii) allowing lossy forwarding at the relay. Results of computer simulations
verified the significant improvement on BER, PER and throughput performances
over frequency-flat block Rayleigh fading channels.

Moreover, we have also theoretically analyzed a single-hop transmission, i.e.,
M -in-1 helper transmission, the relationship between outage probability, achievable
diversity order, gain in required average SNR, and source information correlation
which inherently indicates the rate sum. We have proved that there is no additional
diversity order can be achieved with M being even, but (M + 1)th order diversity
can be obtained with M being an odd number, especially when the information
correlation is close to one and the bit error rate of the helper packet is error free. It
has been shown that adding more redundancy with the same modulation order or
lowering the modulation order with the same amount of redundancy is significant
to achieve better performance than doing the same to the helper packet. Also,
increasing the transmit power of the information packet is significant to achieve
better performance than increasing of the helper packet transmit power.

The results of this research work are relevant and important for designing future
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networks covering long range communication having high throughput. The practical
applications include, but not limited to, disaster surveillance systems, vehicular
ad-hoc network (VANET), vehicle-to-infrastructure (V2I) communication, wireless
sensor networks, and wireless Internet-of-Things (IoT).

5.2 Future Work

In the course of this work, numerous research problems have appeared and/or been
left unsolved. Hence, we would like to suggest the following research directions as
future work.

• Finite length codes for the M -in-1 helper transmission model should be
constructed to validate the numerical results in Chapter 4. Such codes
can also meet the current tendency towards creating a very small latency
communication networks.

• Deriving precise mathematical formulas representing the relationship between
outage probability, source information correlation, diversity order, and required
average SNR for M > 3 is critical for designing low-power incremental
redundancy transmission.

• The energy efficiency-spectral efficiency trade-off of the LF HARQ protocols
is interesting for designing parallel multihop transmission with optimum
transmission energy and frame length.

• Jointly design of M -in-1 helper transmission with LF HARQ protocol should
be carried out to further improve the end-to-end throughput performance of
the system.

• Combined use of M -in-1 helper transmission with rateless coding techniques
should further enhance performance, especially in the case where the packet
length is short, by optimizing the rate allocation to the horizontal and vertical
codes. Furthermore, the problem can be shifted to the case of N helper
packets help M NACK-ed packets. The rate region and the outage probability
analyses of this issue are still an open problem.

• Construction of M -in-1 helper transmission based on other than binary super-
position coding, for example, linear superposition coding, should be further
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studied to find the most optimal gain.

• Since the BER and throughput performances between the Fully-LF HARQ
and Partially-LF HARQ are not significantly different in the low SNR region,
the tradeoff between those and the decoding complexity is interesting to be
investigated.



Appendix A
Forwarding Techniques Comparison

OG: Orthogonal
BC: Broadcast

x : x-th timeslot

Figure A.1: Initially, Partial-LF HARQ forwards the erroneous packet, and the threshold
α equals the CI. Later on, the forwarding depends on the CI.
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Figure A.2: SHARQ I and Partially-LF HARQ apply Partial ARQ, whereas SHARQ II
and Fully-LF HARQ apply end-to-end ARQ.

Figure A.3: With Partially-LF HARQ, the destination node sends NACK_1 or NACK_2,
based on the comparison between the CI and the threshold.
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Figure A.4: With Partially-LF HARQ, the relay node not always forward the erroneous
packets.



Appendix B
Empirical Binary Entropies for Given
Bit-Flipping Probabilities

With simulation setup given in Figure B.1, the empirical binary entropies for given
bit-flipping probabilities are shown in Figure B.2.
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Figure B.1: System setup for obtaining pABC .
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Figure B.2: Empirical Binary Entropies for Given Bit-Flipping Probabilities.



Appendix C
Information Theoretical Constraints
With M = {2, 3} and Without
Feedback

C.1 The Rate Region With M = 2

The admissible rate region of M2 without feedback is given by [53]

R
A
≥ H(u

A
|u

B
, û

D
), (C.1a)

R
B
≥ H(u

B
|u

A
, û

D
), (C.1b)

R
A

+R
B
≥ H(u

A
,u

B
|û

D
), (C.1c)

R
D
≥ I(u

D
; û

D
). (C.1d)

The mutual information in (C.1d) can be further derived as

I(u
D

; û
D

) = H(û
D

)−H(û
D
|u

D
),

= H(u
A
⊕ u

B
⊕ νe)−Hb(pe),

= H(ν
AB
⊕ νe)−Hb(pe),

= Hb(pAB
∗ pe)−Hb(pe),

, θ2. (C.2)
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With the result of (C.2), the conditional entropy in (C.1a) can be modified as
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Likewise, the conditional entropy in (C.1b) can be modified as
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Eventually, the conditional entropy in (C.1c) can be modified as
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Therefore, based on the results of (C.2)–(C.5), inequalities (C.1a)–(C.1d) can be
rewritten as follows.

R
A
≥ Hb(pAB

)− θ2, (C.6a)
R

B
≥ Hb(pAB

)− θ2, (C.6b)
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R
A

+R
B
≥ 1 +Hb(pAB

)− θ2, (C.6c)
R

D
≥ θ2, (C.6d)

where θ2 = Hb(pAB
∗ pe)−Hb(pe).

C.2 The Rate Region With M = 3

The admissible rate region of M3 without feedback is given by [53]
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The mutual information in (C.7h) can be further derived as
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With the result of (C.8) and (C.9), the conditional entropy in (C.7a) can be modified
as
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With the same method, the conditional entropies in (C.7b) and (C.7c) can be
modified as given in (C.12) and (C.14), respectively.
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D
),

= H(u
A

)+H(u
C
|u

A
)+Hb(pABC

∗ pe). (C.11)

H(u
B
|u

A
,u

C
, û
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D
),

= H(u
A

)+H(u
B
|u

A
)+Hb(pABC

∗ pe). (C.13)

H(u
C
|u

A
,u

B
, û
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By following the derivation methods above, the conditional entropies in (C.7d),
(C.7e), and (C.7f) can be easily derived as shown in (C.15), (C.16), and (C.17),
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respectively.
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Eventually, the conditional entropy in (C.7g) can be further derived as

H(u
A
,u

B
,u

C
|û
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Therefore, inequalities (C.7a)–(C.7h) can be rewritten as follows.

R
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90

R
A

+R
B
≥ Hb(pAB

) +Hb(pBC
)− θ3, (C.19d)
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