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Abstract

Current state-of-the-art machine translation methods are neural machine translation and
statistical machine translation, which based on translated texts (bilingual corpora) to
learn translation rules automatically. Nevertheless, large bilingual corpora are unavailable
for most languages in the world, called low-resource languages, that cause a bottleneck for
machine translation (MT). Therefore, improving MT on low-resource languages becomes
one of the essential tasks in MT currently.

In this dissertation, I present my proposed methods to improve MT on low-resource
languages by two strategies: building bilingual corpora to enlarge training data for MT
systems and exploiting existing bilingual corpora by using pivot methods. For the first
strategy, I proposed a method to improve sentence alignment based on word similarity
learnt from monolingual data to build bilingual corpora. Then, a multilingual parallel
corpus was built using the proposed method to improve MT on several Southeast Asian
low-resource languages. Experimental results showed the effectiveness of the proposed
alignment method to improve sentence alignment and the contribution of the extracted
corpus to improve MT performance. For the second strategy, I proposed two methods
based on semantic similarity and using grammatical and morphological knowledge to im-
prove conventional pivot methods, which generate source-target phrase translation using
pivot language(s) as the bridge from source-pivot and pivot-target bilingual corpora. I con-
ducted experiments on low-resource language pairs such as the translation from Japanese,
Malay, Indonesian, and Filipino to Vietnamese and achieved promising results and im-
provement. Additionally, a hybrid model was introduced that combines the two strategies
to further exploit additional data to improve MT performance. Experiments were con-
ducted on several language pairs: Japanese-Vietnamese, Indonesian-Vietnamese, Malay-
Vietnamese, and Turkish-English, and achieved a significant improvement. In addition, I
utilized and investigated neural machine translation (NMT), the state-of-the-art method
in machine translation that has been proposed currently, for low-resource languages. I
compared NMT with phrase-based methods on low-resource settings, and investigated
how the low-resource data affects the two methods. The results are useful for further de-
velopment of NMT on low-resource languages. I conclude with how my work contributes to
current MT research especially for low-resource languages and enhances the development
of MT on such languages in the future.

Keywords: machine translation, phrase-based machine translation, neural-based ma-
chine translation, low-resource languages, bilingual corpora, pivot translation, sentence
alignment
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Chapter 1

Introduction

1.1 Machine Translation

Translation between languages is an important demand of humanity. With the advent
of digital computers, it provided a basis for the dream of building machines to translate
languages automatically. Almost as soon as electronic computers appeared, people made
efforts to build automatic systems for translation, which also opened a new field: machine
translation. As defined in Hutchins and Somers, 1992 [33], machine translation (MT)
is "computerized systems responsible for the production of translation from one natural
language to another, with or without human assistance".

Machine translation has a long history in its development. Various approaches were
explored such as: direct translation (using rules to map input to output), transfer methods
(analyzing syntactic and morphological information), and interlingual methods (using
representations of abstract meaning). The field attracted a lot of interest from community
like: a study of realities of machine translation from US funding agencies in 1966 (ALPAC
report), commercial systems from the past (Systran in 1968, Météo in 1976, Logos and
METAL in 1980s) to current development by large companies (IBM, Microsoft, Google),
and many projects in universities and academic institutes.

Dominated approaches of current machine translation are statistical machine translation
(SMT) and neural machine translation (NMT), which are based on resources of translated
texts, a trend of data-driven methods. Previous work cannot succeed with rule-based
methods when there are a large number of rules that were so complicated to discover,
represent, and transfer between languages. Instead of that, a set of translated texts are
used to automatically learn corresponding rules between languages. This trend has shown
state-of-the-art results in recent researches as well as applied in the current widely-used
MT system, Google.

Translated texts, called bilingual corpora, therefore become one of the key factors that
affect the translation quality. For more precisely, a bilingual corpus (parallel corpora or
bilingual corpora in plural) is a set of sentence pairs of two languages in which two sen-
tences in each pair are the translation of each other. Current MT systems require large
bilingual corpora even up to millions of sentence pairs to learn translation rules. There
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are many efforts in building large bilingual corpora like Europarl (the bilingual corpus of
21 European languages), English-Arabic, English-Chinese. Building such large bilingual
corpora requires many efforts. Therefore, besides bilingual corpora of European languages
and some other language pairs, there are few large bilingual corpora for most language
pairs in the world. This issue leads to a bottleneck for machine translation in many lan-
guage pairs that lack large bilingual corpora, called low-resource languages. In this work,
I define low-resource languages as language pairs that have no or small bilingual corpora
(less than one million sentence pairs). Improving MT on low-resource languages becomes
an essential task that demands many efforts as well as attracts many interest currently.

1.2 MT for Low-Resource Languages

In previous work, solutions have been proposed to deal with the problem of insufficient
bilingual corpora. There are two main strategies: building new bilingual corpora and uti-
lizing existed corpora.

For the first strategy, bilingual corpora can be built manually or automatically. Building
large bilingual corpora by human may ensure the quality of corpora; however, it requires
a high cost of labor and time. Therefore, automatically building bilingual corpora can be
a feasible solution. This task relates to a sub-field: sentence alignment, in which sentences
that are translation of each other can be extracted automatically [5}[11,27,59}92]. The
effectiveness of sentence alignment algorithms affect the quality of the bilingual corpora. In
this work, I have improved a problem in sentence alignment namely out-of-vocabulary, in
which there is insufficient knowledge of bilingual dictionary used for sentence alignment.
The proposed method was applied to build a bilingual corpus for several low-resource
language pairs and then used to improve MT performance.

For the second strategy, existing bilingual corpora can be utilized to extract translation
rules for a language pair called pivot methods. Specifically, pivot language(s) are used to
connect translation from a source language to a target language if there exist bilingual
corpora of source-pivot and pivot-target language pairs |164|18}91},98].

1.3 Contributions

There are four main contributions of this dissertation.

First, [ have improved a problem in sentence alignment to deal with the out-of-vocabulary
problem. In addition, a large multilingual parallel corpus was built to contribute for the de-
velopment and improving MT on several low-resource language pairs of Southeast Asian:
Indonesian, Malay, Filipino, and Vietnamese that there is no prior work on these language
pairs.

Second, I propose two methods to improve pivot methods. The first method is to en-
hance pivot methods by semantic similarity to deal with the problem of lacking infor-
mation of the conventional triangulation approach. The second method is to improve the
conventional triangulation approach by integrating grammatical and morphological knowl-
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edge. The effectiveness of the proposed methods were confirmed by various experiments
on several language pairs.

Third, I propose a hybrid model that significantly improves MT on low-resource lan-
guages by combining the two strategies of building bilingual corpora and exploiting ex-
isting bilingual corpora. Experiments were conducted on three different language pairs:
Japanese-Vietnamese, Southeast Asian languages, and Turkish-English to evaluate the
proposed method.

Fourth, several empirical investigations were conducted on low-resource language pairs
using NMT to provide some empirical basis that is useful for further improvement of this
method in the future for low-resource languages.

1.4 Dissertation Outline

Although MT has shown significant improvement recently, there is still a big issue that
requires many efforts in MT: improving MT for low-resource languages because of insuf-
ficient training data, one of the key factors in current MT systems. In this thesis, I focus
on two main strategies: building bilingual corpora to enlarge training data for MT sys-
tems, and exploiting existing bilingual corpora based on pivot methods. I will spend two
chapters to describe my proposed methods for the two strategies. Then, one chapter is to
present my proposed model that can effectively combine and exploit the two strategies in
a hybrid model. Besides the two main strategies, I spend one chapter to present some of
my first investigations on utilizing NMT, a successful method recently, on low-resource
languages. I start my dissertation by providing necessary background knowledge in Chap-
ter [2] for readers about methods presented in this dissertation. In chapter [3} I describe my
proposed methods to improve sentence alignment and a multilingual parallel corpus built
from comparable data.E] Chapter 4| presents my proposed methods in pivot translation
that include two main parts: applying semantic similarity; and integrating grammatical
and morphological information. In Chapter [5] I present a hybrid model that combines the
two strategies. Chapter [0] contains my investigations of utilizing NMT for low-resource
languages. Finally, I conclude my work in Chapter [7]

Building Bilingual Corpora Chapter [3| is my methods related to the strategy of
building bilingual corpora to enlarge the training data for MT, which includes two main
parts in this chapter. In the first section, I present my proposed method related to sentence
alignment using semantic similarity. Experimental results show the contribution of the
proposed method. This chapter is based on the paper (Trieu et al., 2016 |88]). The second
section is about building a multilingual parallel corpus from Wikipedia that can enhance

'In addition, I also have a paper that is based on building a very large monolingual data to train
a large language model that significantly improves SMT systems. This system presented in the paper
(Trieu et al., 2015 [83]). In the IWSLT 2015 machine translation shared task, the system achieves the
state-of-the-art result in human evaluation for English-Vietnamese, and ranked the runner-up for the
automatic evaluation.
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MT for several low-resource language pairs. This section is based on the paper (Trieu and
Nguyen, 2017 [87]).

Pivoting Bilingual Corpora Chapter [4] introduces my proposed methods related to
pivot translation. There are two main sections in this chapter that correlate to two pro-
posed methods in improving the conventional pivot method. The first part presents my
proposed method to improve pivot translation using semantic similarity. This section is
based on the paper (Trieu and Nguyen, 2016 [84)]). For the second part, I describe a pro-
posed method that integrates grammatical and morphological to pivot translation. This
section is based on the paper (Trieu and Nguyen, 2017 [85)]).

A Hybrid Model for Low-Resource Languages Chapter |5 presents my proposed
model that combines the two strategies: building bilingual corpora and exploiting existing
bilingual corpora that are described in the previous two chapters. This section is based on
the paper that I submitted to the ACM Transactions on Asian and Low-Resource Language
Information Processing (TALLIP). For the second part, I applied this model to Turkish-
English that has shown the significant improvement in using the proposed model. This
section is based on the paper (Trieu et al., 2017 [89]).

NMT for Low-Resource Languages Chapter [0 presents my research in utilizing
NMT for low-resource languages in various language pairs. This can be a basis for further
improvement in the future for low-resource languages. This chapter is based on the paper
(Trieuw and Nguyen, 2017 [80]).

All data, code, and models used in this dissertation are available at https://github.
com/nguyenlab/longtrieu-mt

10
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Chapter 2

Background

In this chapter, I present necessary background knowledge of the main topic and methods
in this dissertation, which include: SMT, NMT, pivot methods, and sentence alignment.

2.1 Statistical Machine Translation

SMT is a class of approaches in machine translation that build probabilistic models to
choose the most probable translation. SMT is based on the Bayes noisy channel model as

follows. .
Let F' be a source-language sentence, and E be the best translation of F'.

E = f17 f27 ceey fm
E=c¢eq,e9,..,¢ R
The translation from F' to E is modeled as follows.

) P(F|E)P(E)

E =argmaxgP(E|F) = argmazg PF) = argmaxpP(F|E)P(E) (2.1)

There are three components in the models:
e P(F|FE) called a translation model
e P(F) called a language model
e A decoder: a component produces the most probable E given F

For the translation model P(F|E), the probability that E generates F' can be calculated
based on two ways: word-based (individual words), or phrase-based (sequences of words).
Phrase-based SMT (Koehn et al., 2003) [44] have showed the state-of-the-art performance
in machine translation for many language pairs (Bojar et al., 2013) [4].

11



2.1. STATISTICAL MACHINE TRANSLATION

2.1.1 Phrase-based SMT

Phrase-based SMT uses phrases (a sequence of consecutive words) as atomic units for
translation. The source sentence is segmented into a number of phrases. Each phrases is
then translated into a target phrase.

Given, f: source sentence; epeq: the best target translation. Then, e, can be computed
as follows.

Chest = argmazep(e|f) = argmazep(fle)pru(e) (2.2)

where:
e pry(e) :the language model
e p(fle): the translation model

The translation model p(fle) can be decomposed into:

1

p(fi'ler”) =[] e(Filed(start; — end;y — 1) (2.3)

=1

where:
e The source sentence f is segmented into I phrases: f;
e Each source pharse f; is translated into a target phrase e;

o d(start; —end;_1 — 1) : reordering model, the output phrases can be reordered based
on a distance-based reordering model. Let start; be the first word’s position of
the source phrase that translates to the ith target phrase; end; be the last word’s
position of the source phrase; Then, the reordering distance can be calculated as
start; — end;_1 — 1.

Therefore, the phrase-based SMT model is formed as follows:

le|

I
Chest = ATGMAT, H o(file)d(start; — end;_y — 1) HPLM(€i|€1~--€i—1) (2.4)

=1 =1

where: there are three components in the model

e the phrase translation table ¢(f;|&;)
e the reordering model d

e the language model py/(e)

12
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Tools For statistical machine translation, several tools have been introduced, which
showed the effectiveness and contributed to the development of the field. One of the most
well-known system is the phrase-based Moses toolkit [43]. Another toolkit based on
an n-gram-based statistical machine translation is Marie [53]. For integrating syntactic
information in statistical machine translation, Li et al., 2009 [47] introduced Joshua, an
open source decoder for statistical translation models based on synchronous context free
grammars. Neubig 2013 [61] presents a system called Travatar, a tree-to-string statistical
machine translation system. Dyer et al., 2010 introduced CDEC [22], a decoder, aligner,
and model optimizer for statistical machine translation and other structured prediction
models based on (mostly) context-free formalisms. In my work, since I focus on phrase-
based machine translation, the powerful and well-known Moses toolkit was utilized in
experiments.

One of the core part in phrase-based models is the word alignment. The task can be
solved effectively by the system namely GIZA++ [65], an effective training algorithm for
alignment models.

2.1.2 Language Model

Language model is an essential component in the SMT model. Language model aims to
measure how likely it is that a sequence of words can be uttered by a native speaker is
the target language. A probabilistic language model py; should show the correct word
order as in the following example:

pry(the car is new) > pra (new the is car)

A method is used in language models called n-gram language modeling. In order to
predict a word sequence W = wq, ws, ..., w,, the model predicts one word at a time.

p(wy, we, ..., wy) = p(wy)p(wa|wr)...p(w,|wy, we, ..., wy_1) (2.5)

The common language models used in machine translation are: trigram (the collection
of statistics over sequence of three words), or 5-grams. Some other kinds of n-gram
language model include: unigram (single word), bigram (2-grams or a sequence of two
words).

Tools For training language models, several effective systems have been proposed such
as: KenLM [31], SRILM [78], IRSTLM [24], and BerkeleyLM |[38].

2.1.3 Metric: BLEU

The BLEU metric (BiLingual Evaluation Understudy) (Papineni et al., 2002) [66] is
one of the most popular automatic evaluation metrics, which are used for evaluation in
machine translation currently. The metric is based on matches of larger n-grams with the
reference translation.

13



2.2. SENTENCE ALIGNMENT

The BLEU is defined as follows as a model of precision-based metrics.

BLEU — n = brevity — penalty expz ;i log precision; (2.6)
i=1

output _length

) (2.7)

brevity — penalty = min(1,
yor Y ( reference length

where

e n: the maximum order for n-grams to be matched (typically set to 4)

e prcision;: the ratio of correct n-grams of a certain order n in relation to the total
number of generated n-grams of that order.

e )\;: the weights for the different precisions (typically set to 1)

Therefore, a typically used metric BLEU-4 can be formulated as follows.

output _length

4
BLEU — 4 = min(1 ) Hprecisz’oni (2.8)
i=1

"reference_length
For example:

Output of a system: I buy a new car this weekend
Reference: I buy my car in Sunday

1-gram precision 3/7, 2-gram precision 1/6, 3-gram precision 0/5, 4-gram precision 0/4.

2.2 Sentence Alignment

Sentence alignment is an essential task in natural language processing in building bilingual
corpora. There are three main methods in sentence alignment: length-based, word-based,
and the combination of length-based and word-based.

2.2.1 Length-Based Methods

The length-based methods were proposed in [5,[27] based on the number of words or
characters in sentence pairs. These methods are fast and effective in some closed language
pairs like English-French but obtain low performance in different structure languages like
English-Chinese.

2.2.2 Word-Based Methods

The word-based methods [11,36,/51,55,(97] are based on word correspondences or using a
word lexicon. These methods showed better performance than the length-based methods,
but they depend on available linguistic resources.

14



2.2. SENTENCE ALIGNMENT

2.2.3 Hybrid Methods

In the hybrid methods [59,92], sentences are first aligned based on a length-based phase;
then, the aligned sentences are used to train a word alignment model, which is then used
to combine with the length-based phase to extract the final sentence alignment results. As
discussed in [59,74], the hybrid methods are shown to be accurate than the length-based
methods due to the utilization of word alignment. In addition, the hybrid methods are
faster than the word-based methods and do not depend on the availability of linguistic
resources.

Since the advantages of the hybrid methods, I adapted the hybrid methods for the
baseline and further develop in my word. I discussed two powerful algorithms in the
hybrid methods: M-align (the Microsoft sentence aligner [59]) and the hunalign [92].

Microsoft bilingual sentence aligner (Moore, 2002)[59] In the evaluation of [74],
this aligner of the hybrid methods achieved the best performance compared with other
sentence alignment approaches.

Let [, and [; be the lengths of source and target sentences, respectively. Then, [, and [,
varies according to Poisson distribution as follows:

o (1)
[y
Where r is the ratio of the mean length of target sentences to the mean length of source

sentences. As shown in [59], the length-based phase based on the Poisson distribution was
slightly better than the Gaussian distribution proposed by [5].

m(ﬁ—:) )

P(ly|l.) = aexp 20? (2.10)

P(l|ls) = exp (2.9)

2

Where ;1 and o2 are the mean and variance of the Gaussian distribution, respectively.
The length-based model based on the Poisson distribution was shown to be simpler to
estimate than the model based on the Gaussian distribution which has to iteratively
estimate the variance o2 using the expectation maximization (EM) algorithm.

Sentence pairs extracted from the length-based phase are then used to train IBM Model
1 [6] to build a bilingual dictionary. The dictionary was then combined with the length-
based phase to produce final alignments, which are described as follows:

t 9

P(s,t) = Pl ll“lt HZtrHs (Zqu@i)) (2.11)

j=1 =0

Where: tr(t;|s;) is the probability of the word pair (¢;]s;) trained by IBM Model 1; f,
is the observed relative unigram frequency of the word in the text in the corresponding
language.
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2.3. PIVOT METHODS

hunalign (Varga et al., 2005) [92] This algorithm combines the length-based method
[27] and a dictionary. When the dictionary is unavailable, a length-based method was used
to build a dictionary. This algorithm showed high performance and was applied to build
parallel data in several work [77,82].

2.3 Pivot Methods

2.3.1 Definition

Given the task of translation from a source language L, to a target language L;. Let L,
be a third language, and suppose that there exist bilingual corpora of Ly — L, and L, — L.
The third language L, can be used as a bridge for the translation from L, to L, using the
bilingual corpora although there is no bilingual corpus or only a small bilingual corpus of
Ly — L. This method is called pivot method, and L, is a pivot language.

2.3.2 Approaches

There are three main approaches in pivot methods: cascade, synthetic, and phrase pivot
translation (or triangulation).

Cascade In cascade approaches, source sentences are translated to pivot languages using
source-pivot bilingual corpora. Then, the translated pivot sentences are translated to
target languages based on pivot-target bilingual corpora (]|18,91]).

Synthetic In the synthetic approach 18|, source-pivot or pivot-target translation mod-
els are used to generate a synthetic source-target bilingual corpus. For instance, the pivot
side of the source-pivot bilingual corpus is translated into the target language using the
pivot-target translation model.

Triangulation In triangulation [16,91,98], source-pivot and pivot-target bilingual cor-
pora are used to train phrase tables. Then, the source and target phrases are connected
via common pivot phrases.

2.3.3 Triangulation: The Representative Approach in Pivot Meth-
ods

Given Ly — L,, L, — L, be bilingual corpora of the source-pivot and pivot-target language

pairs. The bilingual corpora are fist used to train two phrase tables. Then, the translation

probabilities of source phrases to target phrases are computed based on common pivot
phrases by estimating the following feature functions.
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2.3. PIVOT METHODS

Phrase Translation Probabilities

o(5t:) Zgb 5:|0)0(B;]6) (2.12)

where:

e 5,7, 1;: the source, pivot, and target phrases

e o(5;|p:), ¢(p;|t;): phrase translation probabilities of the source-pivot and pivot-target
phrase tables

Lexical Translation Probability

H 57 Z (s4]t;) (2.13)

i,j)€a
where:
e (5,1): a phrase pair
e a: a word alignment
e 1 =1,....,n: the source word positions
e j=1,...,m: the target word positions

e p,(S|t,a): the lexical weight

count(s,t)
Z count(s',t)

where w(s, t): lexical translation probability

w(s|t) = (2.14)

Alignment Induction The model of alignment induction is illustrated in Figure

a=(f,e)l3p: (f,p) € a1&(p,e) € ay (2.15)

where f,e are source and target words.
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fl f2 f3 pl p2 p3
pl @ el @
p - el [ ]
p3 - e3 -
1l
f1 2 f3
NULL L
el @
e -
e3 -

Figure 2.1: Alignment induction, Wu and Wang 2007 [9§]

2.3.4 Previous work

Pivot methods have been applied in some previous work. Schafer and Yarowsky, 2002
[69] used pivot language methods for translation dictionary induction. Wang et al., 2006
[94] used pivot method to improve word alignment. In the work of Callison-Burch et al.,
2006 [7], pivot languages were used for paraphrase extraction. Gispert and Marino (2006)
[18] used pivot methods for English-Catalan translation by using a Spanish-Catalan SMT
system to translate the Spanish side of the English-Spanish parallel corpus into Catalan.

The representative approach in pivot methods, called triangulation, has been proposed
in [16}91},98].

Pivot translation has been successfully applied in some previous work. [8] applied pivot
methods for Arabic-Italian translation via English and showed the effectiveness. In [54],
pivot methods were used in translation from Brazilian Portuguese texts to European
Portuguese. For a large-scale data set, [41] applied pivot methods on the multilingual
Acquis corpus. In recent work, Dabre et al., 2015 |17] utilized a small multilingual corpora
for SMT using many pivot languages.

There are several work proposed to improve the triangulation approach. [100] utilized
Markov random walks to connect possible translation phrases between source and target
languages in order to deal with the problem of lacking information. [23] proposed features
to filter low quality phrase pairs extracted by the triangulation. In order to improve phrase
translation’s scores estimated by the triangulation, [101] proposed a method of pivoting
via co-occurence counts of phrase pairs. Miura et al., 2015 [58] proposed a method to solve
another problem that the traditional triangulation forgets the pivot information.

In using phrase pivot translation for low-resource languages, Dholakia and Sarkar, 2014
[21] survey previous approaches in pivot translation and applied for several low-resource
languages.
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2.4. NEURAL MACHINE TRANSLATION

2.4 Neural Machine Translation

Neural machine translation (NMT) has obtained state-of-the-art performance in ma-
chine translation for many languages including Czech-English, German-English, English-
Romanian . NMT has been proposed recently as a promising framework for machine
translation, which learns sequence-to-sequence mapping based on two recurrent neural
networks ,, called encoder-decoder networks. An input sequence is mapped to a
continuous vector space as a context vector using a recurrent network called encoder.
Meanwhile, the decoder is another recurrent network which generates a target sequence
from the context vector. In a basic encoder-decoder network, the dimension of the con-
text vector in the encoder is fixed, which leads to a low performance when translating
for long sentences. In order to overcome the problem, [1| proposed a method called atten-
tion mechanism, in which the model encodes the most relevant information in an input
sentence rather than a whole input sentence into the fixed length context vector. NMT
models with the attention mechanism have achieved significantly improvement in many

language pairs [28}[34,/50].

toi ft chiéc xe || EOS
J buy a || car || EOS || téi chiéc_xe

Figure 2.2: Recurrent architecture in neural machine translation An example of
translation from an English sentence into a Vietnamese sentence; FOS marks the end of
the sentence

Figure illustrates an example of neural machine translation proposed in Sutskever

et al., 2014 [79).

Given a source sentence s = (sp,...,8,), and a target sentence t = (ti,...,t,), the
goal of a NMT is to model the conditional probability p(¢|s). This process bases on the
encoder-decoder framework as proposed in ,.

logp(t|s) Zlogp til{ti, ..., ti—1}, s,¢) (2.16)
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2.4. NEURAL MACHINE TRANSLATION

in which, the source sentence s is represented by the context vector ¢ using the encoder.
For each time, a target word is translated based on the context vector using the decoder.
For the decoding, the probability of each target word ¢; can be computed as follows.

p(til{t1,....,ti—1}, s, ¢) = softmax(h;) (2.17)

where h; is the current target hidden state as in Equation [2.18]

h,i = f(hi—la ti—l; C) (218)

Finally, for the bilingual corpus B, the training objective is computed as in Equation

219
I= )" —logp(t]s) (2.19)

(s,t)eB
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Chapter 3
Building Bilingual Corpora

Bilingual corpora are essential resources for training SMT models. Nevertheless, large
bilingual corpora are unavailable for most language pairs. Therefore, building bilingual
corpora become an important task to improve SMT models. Sentence alignment, which
extracts bilingual sentences from articles, is an essential step in building bilingual corpora.
One of the representative methods of sentence alignment is based on the combination of
length-based and word correspondences. Sentence pairs are first aligned by the length-
based phase based on the correlation of the number of words or characters. The aligned
sentence pairs are then used to extract word alignment, which learns a bilingual word
dictionary. Finally, the length-based phase is combined with the bilingual word dictionary
to generate the alignment output. Nevertheless, when the dictionary does not contain
a large vocabulary, it cannot cover a large vocabulary ratio of the input data (out-of-
vocabulary), which then affects the quality of the final alignment output. I propose a
method to deal with the out-of-vocabulary (OOV) problem by using word similarity model
extracted from monolingual data sets. The proposed method was then applied to build a
bilingual corpus from comparable data to improve SMT for low-resource languages.

In the first section, I propose an approach to deal with the OOV problem in sentence
alignment based on word similarity learned from monolingual corpora. Words that were
not contained in the bilingual dictionaries were replaced by their similar words from the
monolingual corpora. Experiments conducted on English-Vietnamese sentence alignment
showed that using word similarity learned from monolingual corpora can reduce the OOV
ratio and improve the performance in comparison with some other length-and-word-based
sentence alignment methods.

In the second section, the proposed method was applied to build a bilingual corpus
from comparable data. The corpus was extracted and processed from Wikipedia auto-
matically. I obtained a multilingual parallel corpus among languages Indonesian, Malay,
Filipino, Vietnamese, and English including more than one million parallel sentences of
five language pairs. The corpus was evaluated on the task of statistical machine transla-
tion, which depends mainly on the availability of parallel data, and obtained promising
results. The data sets significantly improved SMT performance and solved the problem
of unavailable bilingual data for machine translation.
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3.1. DEALING WITH OUT-OF-VOCABULARY PROBLEM

3.1 Dealing with Out-Of-Vocabulary Problem

In sentence alignment methods based on word correspondences, bilingual dictionaries were
trained on IBM models can help to produce highly accurate sentence pairs when they
contain reliable word pairs with a high percentage of vocabulary coverage. The out-of-
vocabulary (OOV) problem appears when the bilingual dictionary does not contain word
pairs which are necessary to produce a correct alignment of sentences. The higher the
OOV ratio, the lower the performance. I propose a method using word similarity learned
from monolingual corpora to overcome the OOV problem.

3.1.1 Word Similarity Models

Monolingual corpora were used to train two word similarity models separately using a
continuous bag-of-word model. In continuous bag-of-words models, words are predicted
based on their context, and words that appear in the same context tend to be clustered
together as similar words. I adapted a word embedding model proposed by [56] namely
word2vec, a powerful continuous bag-of-words model to train word similarity. Word2Vec
computes words’ vector based on surrounding words as contexts, and words can be seen
as similarity when they appear in the same contexts. The expanded dictionary can help
to cover a higher ratio of vocabulary, which reduces the OOV ratio and improves overall
performance.

Algorithm 1: Word Similarity Using Word Embedding
Input : wq,wsy, word2vec
Output: similarity(w,, ws)

begin

most _similar(w; )=word2vec.most__similar(w)
if wy € most_ similar(w; ) then

| similarity(w;, wy)=word2vec.cosine(wy, ws)
end
else

| similarity(w;, wy)=0
end
return similarity(wy, ws)
end

© 000 N O Uk W N =

-
o

Algorithm [I} describes computing word similarity using a word embedding model. In
order to compute the similarity between the two words w; and vy, a word embedding
model was first trained on a monolingual data. Then, the word similarity was extracted
from cosine similarity of the two words (line 4) in the word embedding model.
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3.1. DEALING WITH OUT-OF-VOCABULARY PROBLEM

3.1.2 Improving Sentence Alignment Using Word Similarity

There are four phases in the proposed method: length-based phase, training bilingual
dictionaries, using word similarity to deal with the OOV problem, and the combination
of length-based and word-based methods. The model is illustrated in Figure [3.1]

p— ]l[ )

word2vec word2vec
IBM Model 1
A 4 Y
( )
v Word Word
-\ il
B similarity similarity

|

¥ v dictionary

Length-and-word-based

¥
|SzHTz|

OUTPUT

|
|
1
|
|
|
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1
|
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I Bilingual word
|
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|
|
|
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Figure 3.1: Word similarity for sentence alignment S: the text of source language,
T: the text of target language; Sy, T7: sentences aligned by the length-based phase; So, T5:
sentences aligned by the length-and-word-based phase; S’, T”: monolingual corpora of the
source and target languages, respectively. The components of the length-and-word-based
method [59] are bounded by the dashed frame.

As described in Algorithm [2] for each word pair (s, ) in the input word alignment of a
language pair L, L;, the word alignment can be extended by similar words of s and ¢ in
the two word similarity models (lines 3-12). The alignment scores of the new word pairs
were computed based on the alignment scores of the input word alignment pairs and the
similarity scores (line 5, 9). Finally, the scores were normalized using maximum likelihood
to obtain the extended word alignment.

The extended word alignment was then used in the last phase of the baseline sen-
tence alignment algorithm in building bilingual corpora. In the second section, I used the
proposed sentence alignment method to build a bilingual corpus from comparable data.
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Algorithm 2: Extending Word Alignment Using Word Similarity
Input : Wa, Ws, Wt

Output: Wm

1 begin

2 Wm =10

3 | for (s,t) € Wa do

4 for s € Ws do

5 alignment _score(s’, t)=similarity(s, s')*alignment _score(s, t)

6 Wm.add([(s',t),alignment _score(s’, t)])

7 end

8 for ¢’ € Wt do

9 alignment _score(s, t')=similarity(t,t')*alignment score(s, t)

10 Wm.add([(s,t’),alignment score(s,t')])

11 end

12 end

13 for (s,t) € Wm do

14 normalized _alignment _score(s,t) = alignment _score(s, t)
Z alignment _score(s,t')

"

15 end

16 return Wm

17 end

3.1.3 Experiments

Training Data [ conducted experiments on the sentence alignment task for English-
Vietnamese, a low-resource language pair. I evaluated my method on the test set collected
from the Website.r'_-] After preprocessing the collected data, I conducted sentence alignment
manually to achieve the reference data. The statistics of these data sets are shown in
Table B.1l

In order to produce a more reliable bilingual dictionary, I added an available bilingual
corpus to train IBM Model 1, which was collected from the IWSLT2015 WorkshopE] The
dataset contains subtitles of TED talks [9]. The IWSLT2015 training data is shown in
Table B.21

In order to train word similarity models, I used English and Vietnamese monolingual
corpora. For English I used the one-billion-words’|dataset which contains almost 1B words.
To build a huge monolingual corpus of Vietnamese, I extracted articles from the web
(www.baomoi. com)ﬂ The data set was then preprocessed to achieve 22 million Vietnamese

Thttp://www.vietnamtourism.com/
Zhttps://sites.google.com /site/iwsltevaluation2015 /mt-track
3http://www.statmt.org/lm-benchmark/

4http:/ /www.baomoi.com/
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Table 3.1: English-Vietnamese sentence alignment test data set

Statistics Test Data
Sentences (English) 1,705
Sentences (Vietnamese) 1,746
Average length (English) 22
Average length (Vietnamese) 22
Vocabulary Size (English) 6,144
Vocabulary Size (Vietnamese) 5,547
Reference Set 837

Table 3.2: IWSLT15 corpus for training word alignment

Statistics iwslt15
Sentences (English) 129,327
Sentences (Vietnamese) 129,327
Average length (English) 19
Average length (Vietnamese) 18
Vocabulary Size (English) 46,669
Vocabulary Size (Vietnamese) | 50,667

sentences.

Training Details The standard preprocessing steps include word tokenization and low-
ercase. As commonly used for preprocessing data in many tasks like the machine trans-
lation competition E], I utilized the Moses toolkit E] for preprocessing English. For Viet-
namese, since there are a kind of words in Vietnamese called compound words in which a
sequence of two or three words can be merged together with a new meaning, I conducted
the preprocessing step called word segmentation using the well-known preprocessing tool
JVnTextpro [] for Vietnamese.

For sentence alignment, I implemented the hybrid model (Moore, 2002) [59] using Java.
I compared my model with two well-known hybrid methods: M-alignf| (Moore, 2002)
[59] and hunalign| (Varga et al., 2005) [92]. For evaluation, I used the commonly used
metrics: Precision, Recall, and F-measure [93]. T setup the length-based phase’s threshold
to 0.99 to extract highest sentence pairs. Then in the length-and-word-based phase, I
setup the threshold to 0.9 to ensure a high confidence. The thresholds were set using the
same configurations as described in the baseline approach [59].

Shttp://www.statmt.org/wmt17/

Shttp://www.statmt.org/moses/?n=moses.baseline

Thttp://jvntextpro.sourceforge.net/

8http:/ /research.microsoft.com/en-us/downloads/aafd5dcf-4dcc-49b2-8a22-f7055113e656 /
9http://mokk.bme.hu/en /resources/hunalign/
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I used the well-known word2vec from gensim python'’| to train two word-similarity
models on the monolingual corpora. I set the CBOW model with configurations: window
size=H, vector size=100, and min count = 10.

Table 3.3: English-Vietnamese alignment results; M-align: the Microsoft sentence
aligner [59], hunalign: [92] Hypothesis, Reference, Correct: number of sentence pairs gen-
erated by the systems, the reference set, and the correct sentences, respectively

Setup M-align | hunalign | My Method
Hypothesis 580 1373 609
Reference 837 837 837
Correct 412 616 433
Precision 71.03% 44.87% 71.10%
Recall 49.22% 73.60% 51.73%
F-measure 58.15% 55.75% 59.89%

Results Experimental results are shown in Table [3.3] Overall, the performance of my
model slightly improved the M-align in all scores of precision, recall, and f-measure. My
model also gained higher performance than the hunalign. Although the hunalign can
achieve the highest recall of 73.60% due to the approach that the hunalign constructs
dictionaries, the method produced a number of error results, so this caused the lowest
precision.

3.1.4 Analysis

Word Similarity [ describe word similarity models using word embedding with ex-
amples. Tables |3.4] and show examples of OOV words and their most similar words
extracted from the word similarity models. The word similarity models can explore not
only helpful similar words in terms of variants in morphology but also words that share
the same meaning but different morphemes. There are useful similar words that can have
the same meaning as the OOV words like word pairs ("intends" and "aims") or ("hon-
ours" and "awards"), ("qudt" (to shout) and "mdng" (to scold)), ("hiy" (to destroy) and
"phd" (to demolish)).

Out-Of-Vocabulary Ratio A problem of using the IBM Model 1 as in Moore’s method
was the OOV. When the dictionary cannot cover a high ratio of vocabulary, it decreases
the contribution of the word-based phase. The average OOV ratio is shown in Table [3.6]
In comparison with M-align, using word similarity in my model reduced the OOV ratio
from 7.37% to 4.33% in English and from 7.74% to 6.80% in Vietnamese vocabulary. By
using word similarity models I overcame the problem of OOV. The following discussion
will show how the word similarity models helped to reduce the OOV ratio.

Ohttps: //radimrehurek.com/gensim/models/word2vec.html
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Table 3.4: Sample English word similarity

ooV Similar OOV | Similar ooV Similar

Words Words Words | Words || Words | Words
diversifying | diversification || intends plans honours | honors
diversifying expanding intends aims honours prize
diversifying shifting intends | refuses honours prizes
diversifying diversify intends | prefers honours | award
diversifying | globalizing intends seeks honours | awards

intends | continues || honours | accolades

Table 3.5: Sample Vietnamese word similarity: the italic words in brackets are cor-
responding FEnglish meaning which were translated by the authors.

(0]0M%
Words
quat (to shout)
quat (to shout)

0]0A%

Words
hiy (to destroy)
hiy (to destroy)
hiy (to destroy)

Similar
Words
hoai (to ruin)
dé (to unload)
pha (to demolish)

Similar
Words
mang (to scold)
nat (to bully)

Sample Alignment [ show an example of how my method deals with the OOV problem
in Table 3.7

The word pairs (reunification-thong nhat) and (impressively-manh_ mé ) were not, cov-
ered by the dictionary using IBM Model 1, and this became an example of OOV. Examples
of similar word pairs are shown in Table [3.8, and translation word pairs trained by IBM
Model 1 are shown in Table [3.9]

Because (reunification-unification) was a similar word pair, and the translation word
pair (unification-thong nhat) was contained in the dictionary, the new translation word
pair (reunification-thong _nhdat) was then created. Similarly, the new translation word pair
(impressively-manh_mé ) was created via the similar word pair (impressively-impressive)
and the translation word pair (impressive-manh_mé). Table shows induced trans-
lation word pairs. By using word similarity learned from monolingual corpora, a number
of OOV words can be replaced by their similar words, which helped to reduce the OOV
ratio and improve performance in overall.

3.2 Building A Multilingual Parallel Corpus

This section describes applying the proposed method in the first section to build a bilingual
corpus from comparable data for low-resource language pairs. For this task, the corpus
was built from Wikipedia for Southeast Asian languages: Indonesian, Malay, Filipino,
Vietnamese; and the languages paired with English, in which there is no bilingual corpus
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Table 3.6: OOV ratio in sentence alignment

Setup Test | M-align | My Model
#vocab. en | 1,705 27,872 28,371
#vocab. vi | 1,746 25,326 25,481
OOV en NA 7.37% 4.33%
OOV vi NA 7.74% 6.80%

Table 3.7: Sample English-Vietnamese alignment: the translations to English (italic)
were conducted by the authors.

Language | Sentence

English since the reunification in 1975 , vietnam ’ s architecture has been
impressively developing .

Vietnamese | tit sau ngay dat_nudc thong nhat ( 1975 ) kién _tric viet_nam
phat trién kha manh mé .

(Meaning) | After the country was unified (1975), vietnam’s architecture has been
developing rather impressively.

or only small bilingual corpus available for these language pairs. The corpus was then
used to improve SMT.

Wikipedia is a large resource that contains a number of articles in many languages in
the world. The freely accessible resource is a kind of comparable data in which many
articles are in the same domain in different languages. I can exploit this resource to build
bilingual corpora, especially for low-resource language pairs.

Table 3.8: English word similarity

oov Similar Cosine
Words Words Similarity
reunification independence 0.71
reunification | unification 0.67
reunification peace 0.62
impressively amazingly 0.74
impressively | impressive 0.74
impressively exquisitely 0.72
impressively brilliantly 0.71
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Table 3.9: Sample IBM Model 1 (Score: translation probability); the translations to
English (italic) were conducted by the authors.

Score | English Vietnamese

0.597130 | independence | doc_lap (independent)

0.051708 | independence | su_doc lap (independence)
0.130447 | unification | théng nhat (to unify)

0.130447 | unification su_théng nhat (unification)

0.130446 | unification su_hop_nhat (unify)

0.551291 | impressive an_tugng (impression)
0.002927 | impressive | manh mé (impressive)

0.002440 | impressive kinh ngac (amazed)

Table 3.10: Induced word alignment; the (italic) indicates English meaning

Score | English Vietnamese
0.215471 | reunification | thong nhat (to unify)
0.369082 | impressively | manh mé (impressive)

3.2.1 Related Work

Building parallel corpora from webs has been exploited in a long period. One of the first
work can be presented in [67]. In order to extract parallel documents from webs, [46]
used the similarity of the URL and page content. [90] used matching documents to build
parallel data. Meanwhile, [40] used manual involvement for building a multilingual parallel
corpus. In the work of [9], a multilingual corpus was built from subtitles of the TED talks
website.

For collecting parallel data from Wikipedia, the task has been investigated in some pre-
vious work. In [37], parallel sentences are extracted from Wikipedia for the task of multi-
lingual named entity recognition. In [76], parallel corpora are extracted from Wikipedia for
English, German, and Spanish. A recent word is proposed in |15, which extract parallel
sentences before using an SVM classifier to filter the sentences using some features.

For the Southeast Asian languages, there are few bilingual corpora. A multilingual par-
allel corpus was built manually in [80]. The corpus is a valuable resource for the languages.
Nevertheless, because the corpus is still small with only 20,000 multilingual sentences, and
manually building parallel corpora requires many cost of human annotators, automati-
cally extracting large bilingual corpora becomes an essential task for the development of
natural language processing for the languages including cross-language tasks like machine
translation. In my work, a multilingual parallel corpus of several Southeast Asian lan-
guages was built. The corpus was built based on Wikipedia’s parallel articles that were
collected from the articles’ title and inter-language link records. Parallel sentences were
extracted based on the powerful sentence alignment algorithm ([59]). The corpus was uti-
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lized for improving machine translation on the Southeast Asian low-resource languages,
in which there has been no work investigated on this task to our best knowledge.

3.2.2 Methods

In order to build a bilingual corpus from Wikipedia, I first extracted parallel titles of
Wikipedia articles. Then, pairs of articles were crawled based on the parallel titles. Finally,
sentences in the article pairs were aligned to extract parallel sentences. I describe these
steps in more detail in this section. The scripts for my methods and extracted bilingual
corpus can be accessed at [

Extracting Parallel Titles The content of Wikipedia can be obtained from their
database dumpsff] In order to extract parallel titles of Wikipedia articles, I used two
resources for each language from the Wikipedia database dumps: the articles’ titles and
IDs in a particular language (ending with -page.sql.gz) and the interlanguage link records
(file ends with -langlinks.sql.gz).

Table 3.11: Wikipedia database dumps’ resources used to extract parallel titles;
page (KB): the size of the articles’ IDs and their titles in the language; langlinks (KB):
the size of the interlanguage link records; I collected the two resources for five languages:
en (English), id (Indonesian), fil (Filipino), ms (Malay), and vi (Vietnamese); I used the
database that was updated on 2017-01-20.

No. | Data | page (KB) | langlinks (KB)
1 en 1,477,861 280,617
2 | vi 92,541 111,420
3 id 57,921 72,117
4 | ms 21,791 56,173
5 fil 5,907 23,446

I aims to built a multilingual parallel corpus for several low-resource Southeast Asian
languages including Indonesian, Malay, Filipino, and Vietnamese, which there are few
bilingual corpora. Furthermore, bilingual corpora of the languages paired with English are
also important resources for further research including machine translation. Therefore, I
collected the Wikipedia database dumps of the five languages: English, Indonesian, Malay,
Filipino, and Vietnamese. Table presents the Wikipedia database dumps that I used
to extract parallel titles. The English database contains a much larger information in both
the articles’ titles and the interlanguage link records. Meanwhile, the Filipino database is
much smaller, that effects the number of extracted parallel titles as well as final extracted
parallel sentences. The extracted parallel titles are presented in Table [3.12]

"https://github.com/nguyenlab/Wikipedia-Multilingual-Parallel-Corpus
2https:/ /dumps.wikimedia.org/backup-index.html
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Table 3.12: Extracted and processed data from parallel titles; Crawled Src Art.
(Crawled Trg Art.): the number of crawled source (target) articles using the title
pairs for each language pair; Art. Pairs: the number of parallel articles processed after
crawling; Src Sent. (Trg Sent.): the number of source (target) sentences in the article
pairs after preprocessing (removing noisy characters, empty lines, sentence splitting, word

tokenization).

No. | Data Title | Crawled | Crawled Art. Src Trg

pairs | Src Art. | Trg Art. Pairs Sent. Sent.
1 en-id | 198,629 197,220 190,954 | 150,759 | 4,646,453 990,661
2 en-fil 52,749 51,698 51,157 | 50,021 | 3,428,599 367,276
3 en-ms | 204,833 201,688 199,950 | 160,709 | 2,158,726 320,624
4 en-vi | 452,415 433,124 436,488 | 420,919 | 12,130,133 | 3,831,948
5 id-fil 30,313 29,961 24,946 | 22,760 502,457 254,216
6 id-ms | 98,305 88,028 89,936 | 68,676 452,604 | 403,807
7 id-vi | 159,247 149,974 128,530 | 121,673 | 1,201,848 | 1,878,855
8 films | 25,231 21,856 25,023 | 21,135 202,851 243,361
9 fil-vi 36,186 30,540 35,625 | 28,830 267,453 723,155
10 ms-vi | 133,651 118,647 116,620 | 105,692 560,042 | 1,256,468

Collecting Parallel Articles After parallel titles of Wikipedia articles were extracted,
I collected the article pairs using the parallel titles. I implemented a Java crawler for
collecting the articles. The collected data set was then carefully processed in hierarchical
steps from articles to sentences, then to word levels. First, noisy characters were removed
from the articles. Then, for each article, sentences in paragraphs were splitted so that
there is one sentence per line. For each sentence, words were tokenized that separated
from punctuations. The sentence and word tokenization steps were conducted using the
Moses scripts/”|

As described in Table using the title pairs, I obtained a high ratio of crawled
articles. For instance, using 198k title pairs of English-Indonesian, I crawled 197k English
articles and 190k Indonesian articles successfully, which there existed the article based
on a title. This issue is emphasized because sometimes there is no existed article given a
title that will show an error in crawling. For the case of Indonesian-Vietnamese, although
there was 159k extracted parallel titles, I obtained 128k Vietnamese articles, which there
were more than 30k error or inexistent articles given the set of titles.

Sentence Alignment For each parallel article pair, I aligned sentences using the pro-
posed sentence alignment method in the previous section.

After the sentence alignment step, I obtained the parallel data sets which are described
in Table 3.13]

Bhttps://github.com/moses-smt /mosesdecoder /tree/master /scripts/tokenizer
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Table 3.13: Sentence alignment output; Sent. Pairs: the number of parallel sentences
extracted from the article pairs after the sentence alignment step

No. | Data | Article pairs | Sent. Pairs
1 en-id 150,759 234,380
2 en-fil 50,021 22,758
3 en-ms 160,709 198,087
4 en-vi 420,919 408,552
5 id-fil 22,760 9,952
6 id-ms 68,676 83,557
7 id-vi 121,673 76,863
8 fil-ms 21,135 4,919
9 fil-vi 28,830 10,418
10 ms-vi 105,692 65,177

3.2.3 Extracted Corpus

I obtained a multilingual parallel corpus of ten language pairs, which are among Southeast
Asian languages and the languages paired with English. In totally, the corpus contains a
huge number of parallel sentences up to more than 1.1 million sentence pairs which can be
valuable when there is no available bilingual corpora for almost such language pairs. Large
bilingual corpora can be extracted such as: English-Vietnamese (408k parallel sentences),
Indonesian-English (234k parallel sentences). However, because of the smaller number of
the input parallel articles for several language pairs, a much smaller number of parallel
sentences were extracted like Indonesian-Filipino (9k) and Filipino-English (22k).

Table 3.14: Extracted Southeast Asian multilingual parallel corpus

No. | Data | Sent. Pairs | Src Words | Trg Words | Src Vocab. | Trg Vocab.
1 en-id 234,380 4,648,359 4,359,976 208,920 209,859
2 en-fil 22,758 447,719 399,058 42,670 44,809
3 en-ms 198,087 3,273,943 3,221,738 156,806 148,133
4 en-vi 408,552 7,229,963 8,373,549 274,178 222,068
5 id-fil 9,952 132,097 172,363 18,531 19,737
6 id-ms 83,557 1,464,506 1,447,247 87,240 92,126
7 id-vi 76,863 1,014,351 1,136,710 67,211 57,788
8 fil-ms 4,919 78,729 66,324 10,184 10,671
9 fil-vi 10,418 141,135 151,086 15,641 13,071
10 ms-vi 65,177 928,205 896,784 60,574 52,673

Total 1,114,663 - - - -

Furthermore, I extracted monolingual data sets for the languages: Indonesian, Malay,
Filipino, and Vietnamese, which are almost publicly unavailable. The data sets are de-
scribed in Table [3.15 Large monolingual data sets were obtained such as Indonesian (3.1
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Table 3.15: Monolingual data sets

Data set | Sentences | Vocab. | Size (KB)
id 3.147,570 | 917.861 369
fil 1,034,215 | 252,565 113
ms 1,527,834 | 599,396 172
vi 7,690,426 | 936,137 1,033

million sentences), Malay (1.5 million sentences), and Vietnamese (up to 7.6 million sen-
tences). I believe that the data sets are also useful for such low-resource languages such
as training language models and other tasks.

3.2.4 Domain Adaptation

The question now is that how can we utilize the corpus effectively. If there are existing
bilingual corpora for the language pairs, which strategies we can use to combine and
take advantage the full potential of the corpus. This can be seen as a problem of domain
adaptation [45] when the extracted corpus and the existing corpus may come from different
domain. Therefore, an effective strategy to combine the two resources is required. I discuss
the issue of domain adaptation about the strategies to combine bilingual corpora in this
section.

I assume that given a language pair, there exist a bilingual corpus called the direct
corpus. The corpus extracted from Wikipedia can be used as an additional resource,
called the alignment corpus. For statistical machine translation (SMT) [44], a bilingual
corpus are used to train a phrase table. I used the direct corpus and the alignment corpus
to generate two phrase tables called the direct component and the alignment component.
I adapted the linear interpolation [70] to combine the two components. Equation
describes the combination of the components.

e (: the direct component

e ¢: the alignment component

p(t]s) = Napa(t|s) + Aapa(t]s) (3.1)
where py(t|s) and p,(t|s) stand for the translation probability of the direct, alignment,
and pivot models, respectively.
The interpolation parameters Ay and A\, in which A\;+ ), were computed by the following
strategies.

e tune: the parameters were tuned using a development data set which was provided
in tuning machine translation models.

e weights: the parameters were set based on the ratio of the BLEU scores when using
each model separately for decoding on the tuning set.
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I evaluated the domain adaptation strategies as well as utilizing the aligned corpus in
the experiments section.

3.2.5 Experiments on Machine Translation

After the multilingual parallel corpus was built, I evaluate the corpus on machine trans-
lation, which aims to improve the machine translation performance using the additional
resource. There are two experiments in the evaluation. First, the corpus was used to train
translation models, then translate test sets extracted from the Asian Language Treebank
corpus [80]. Second, the corpus was used to improve an English-Vietnamese translation
system on the shared task IWSLT 2015, which was tested on both phrase-based and
neural-based methods.

SMT on the Asian Language Treebank Parallel Corpus The parallel corpus
extracted from Wikipedia was then used for training SMT models. I aim to exploit the
data to improve SMT on low-resource languages.

Training Data

I evaluate the corpus on SMT experiments. For development and testing data, I used the
ALT corpus (Asian Language Treebank Parallel Corpus) [80], this is a corpus including
20K multilingual sentences of English, Japanese, Indonesian, Filipino, Malay, Vietnamese,
and some other Southeast Asia languages. I extracted the development and test sets from
the ALT corpus: 2k sentence pairs for development sets, and 2k sentence pairs for test
sets.

Training Details

I trained SMT models on the parallel corpus using the Moses toolkit [43]. The word
alignment was trained using GIZA++ [65] with the configuration grow-diag-final-and. A
5-gram language model of the target language was trained using KenLM [31]. For tuning,
I used batch MIRA [13]. For evaluation, I used the BLEU scores [66].

Results

Table describes the experimental results on the development and test sets. It is
noticeable that the SMT models trained on the bilingual data aligned from Wikipedia
can produce promising results.

For the results on the development sets, I achieved promising results with high BLEU
points such as: the Indonesian-Malay pairs (Indonesian-Malay 31.64 BLEU points, Malay-
Indonesian 31.56 BLEU points). Similarly, several language pairs also showed high BLEU
points such as: English-Vietnamese (30.58 and 23.01 BLEU points), English-Malay (29.85
and 28.87 BLEU points), English-Indonesian (30.56 and 30.14 BLEU points), and Indonesian-
Vietnamese (21.85 and 17.41 BLEU points). The language pairs which showed high scores
contain a large number of sentences, for instance English-Vietnamese (408k sentence
pairs), English-Indonesian (234k sentence pairs), and English-Malay (198k sentence pairs).
Nevertheless, since the small number of the extracted corpus on several languages paired
with Filipino such as Indonesian-Filipino (9.9k sentence pairs), Malay-Filipino (21.1k
sentence pairs), and Vietnamese-Filipino (10.4k sentence pairs), the experimental results
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Table 3.16: Experimental results on the development and test sets (BLEU);
Dev (L1-L2), Test (L1-L2), fil-ms: the translation scores on the development (test)
set of the translation from the first language (L1(fil)) to the second language (L2 (ms))
in the language pair fil-ms; Dev (L2-L1), Test (L2-L1), fil-ms: the translation on the
development (test) set of the inverse translation (from ms to fil)

No. | Language Dev Test Dev Test
Pairs (L1-L2) | (L1-L2) || (L2-L1) | (L2-L1)
1 en-id 30.56 28.87 30.14 29.01
2 en-fil 18.54 19.08 18.98 19.89
3 en-ms 29.85 33.23 28.87 23.82
4 en-vi 30.58 34.42 23.01 22.56
5 id-fil 11.36 11.04 9.58 9.77
6 id-ms 31.64 30.21 31.56 30.11
7 id-vi 21.85 22.42 17.41 17.45
8 fil-ms 7.43 8.02 8.70 9.27
9 fil-vi 5.97 6.69 6.45 7.15
10 ms-vi 15.51 18.12 11.96 13.88

showed much lower performance than other language pairs: Indonesian-Filipino (11.36 and
9.58 BLEU points), Malay-Filipino (8.70 and 7.43 BLEU points), and Vietnamese-Filipino
(6.45 and 5.97 BLEU points).

Similarly, for the experimental results on the test sets, the language pairs with large
bilingual corpora achieved high performance: English-Indonesian (28.87 and 29.01 BLEU
points), English-Malay (33.23 and 23.82 BLEU points), English-Vietnamese (34.42 and
22.56 BLEU points). The situation of languages paired Filipino showed the much lower
performance: Indonesian-Filipino (11.04 and 9.77 BLEU points), Malay-Filipino (9.27 and
8.02 BLEU points), and Vietnamese-Filipino (7.15 and 6.69 BLEU points).

Figure presents experimental results on the development sets (test sets) that vary
in several aspects: the translation directions (L1-L2, L2-L1), the corpus’s size, and the
language pairs. There are several interesting findings from the charts. First, the bigger
the corpus’s size, the higher the BLEU scores. I sorted the corpus’s size increasingly
from the left to right. For instance, since the corpora’ sizes of language pairs such as
Filipino-Malay (4.9k), Indonesian-Filipino (9.9k), and Filipino-Vietnamese (10.4k) are
much smaller than that of the language pairs such as Indonesian-Malay (83.5k), English-
Indonesian (234k), English-Vietnamese (408k), the BLEU scores also show the correlation
of the two language-pair groups: Filipino-Malay, Indonesian-Filipino, Filipino-Vietnamese
(<10 or =~ 10 BLEU points); Indonesian-Malay, English-Indonesian, English-Vietnamese
(=~ 25-30 BLEU points). Second, in the aspect of the translation directions (L1-L2, L.2-L1),
the scores of the two translations in each language pair are mostly similar to each other
in most cases, for instance: English-Indonesian (30.56 and 30.14 BLEU points in the two
translation directions on the development set, 28.87 and 29.01 on the test set), Indonesian-
Malay (31.64 and 31.56 BLEU points on the development set, 30.21 and 30.11 on the test
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Figure 3.2: Experimental results on the development and test sets; the corpus’s
size is presented for each language pair (fil-ms 4919: the Filipino-Malay corpus with
4,919 parallel sentences)

set). Nevertheless, for Vietnamese, the translation scores from a language to Vietnamese
are much higher than the translation scores from Vietnamese to that language in most
cases, for instance: Malay-Vietnamese (15.51 BLEU point (ms-vi) vs. 11.96 (vi-ms) on the
development set, 18.12 (ms-vi) vs. 13.88 (vi-ms) on the test set), Indonesian-Vietnamese
(21.85 vs. 17.41 BLEU points on the development set, 22.42 vs. 17.45 BLEU points on
the test set), and English-Vietnamese (30.58 vs. 23.01 BLEU points on the development
set, 34.42 vs. 22.56 BLEU points on the test set). This problem of the unbalance scores
between the two translation directions of a language paired with Vietnamese as well as
other language pairs should be further investigated.

Evaluation on the IWSLT 2015 Machine Translation Shared Task In this sec-
tion, I evaluated the extracted corpus on the IWSLT 2015 machine translation shared
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task on English-Vietnamese. I aim to evaluate whether the Wikipedia corpus can improve
some baseline systems on the shared task. In addition, I conducted various experiments
of the domain adaptation strategies, statistical machine translation, and neural machine
translation using the Wikipedia corpus to explore optimal strategies in exploiting the
corpus.

Training Data

I used the data sets provided by the International Workshop on Spoken Language
Translation (IWSLT 2015) machine translation shared task [10], which include three data
sets of the training, development, and test sets extracted from subtitles of TED talksf}]
For the training data, the data set called the constrained data of 131k parallel sentences.
The workshop provided data sets for development and test sets: tst2012, tst2013, and
tst2015. In all experiments, I used the tst2012 for the development set, the tst2013
and tst2015 for the test sets.

Table 3.17: Data sets on the IWSLT 2015 experiments; Src Words (Trg Words):
the number of words in the source (target) side of the corpus; Src Vocab. (Trg Vocab.):
the vocabulary size in the source (target) side of the corpus

Data Sent. Src Trg Src Trg

Words Words | Vocab. | Vocab.
constrained 131,019 | 2,534,498 | 2,373,965 | 50,118 | 54,565
unconstrained 456,350 | 8,485,112 | 8,132,913 | 114,161 | 124,846

constrained4Wikipedia 538,981 | 9,710,389 | 9,017,601 | 288,785 | 345,839
unconstrained+Wikipedia | 864,312 | 15,661,003 | 14,776,549 | 338,424 | 403,581

t5t2012 1,581 28,773 27101 | 3,713 | 3,958
t5t2013 1,304 28,036 27,264 | 3,918 | 4,316
tst2015 1,080 20,844 19,951 | 3,175 | 3,528

In addition, I used two other data sets for training data: the corpus of National project
VLSP (Vietnamese Language and Speech Processing)E] and the EVBCorpus [62]. The
two data sets were merged with the constrained data to obtain a large training data set
called the unconstrained data. The training, development, and test sets are described in
Table B.17

Training Details

I trained translation systems using two methods: SMT and NMT.

Statistical Machine Translation In order to train SMT models, I used the well-
known Moses toolkit [43]. The GIZA++ [65] was used to train word alignment. For
language model, I used KenLLM [31] to train 5-gram language models on the target side
(Vietnamese) of the training data sets. The parameters were tuned using batch MIRA
([13]). BLEU [66] was used as the metric for evaluation.

Yhttps:/ /www.ted.com /talks
Bhttp://vlsp.vietlp.org:8080/demo/?page=home
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Neural Machine Translation

In my work, I based on the model of |71], which are encoder-decoder networks with
an attention mechanism |1]. For NMT model, I adopted the attentional encoder-decoder
networks combined with byte-pair encoding [71]. In my experiments, I set the word em-
bedding size 500, and hidden layers size of 1024. Sentences are filtered with the maximum
length of 50 words. The minibatches size is set to 60. The models were trained with the
optimizer Adadelta [99]. The models were validated each 3000 minibatches based on the
BLEU scores on development sets. I saved the models for each 6000 minibatches. For
decoding, I used beam search with the beam size of 12. I trained NMT models on an
Nvidia GRID K520 GPU.

Results

SMT results Table presents experimental results using SMT models. Using
the Wikipedia corpus, I achieved promising results: 18.40 BLEU point (tst2012), 22.06
(tst2013), and 20.34 (tst2015). When the Wikipedia corpus was merged with the con-
strained data for training data, a significant improvement was achieved especially on the
tst2015 (26.69 BLEU point, which improved 1.22 BLEU point from the model using the
constrained data). Nevertheless, the domain adaptation strategies show even better per-
formance than the merging setting, in which the weights setting model obtained the best
performance with +1.74 BLEU point improvement on the tst2015.

Table 3.18: Experimental results using phrase-based statistical machine trans-
lation; constrained+ Wikipedia: the constrained data was merged with the Wikipedia cor-
pus; unconstrained *Wikipedia: interpolation of the two models; tune, weights: the two
interpolation settings; the bold indicates the best results for each setup

Model tst2012 | tst2013 | tst2015
Wikipedia 18.40 22.06 20.34
constrained 24.72 27.31 25.47
constrained+Wikipedia 24.78 27.89 26.69
constrained*Wikipedia (tune) 24.65 28.05 27.00
constrained*Wikipedia (weights) 24.95 28.51 27.21
unconstrained 34.42 27.19 2541
unconstrained4+Wikipedia 33.88 27.28 26.36
unconstrained*Wikipedia (tune) 34.44 27.55 26.68
unconstrained*Wikipedia (weights) | 34.73 28.04 26.78

NMT results

The NMT results are described in Table [3.19 From the experimental results, we can
observe that the systems obtain the higher scores when the size of training data sets
increase (from the Wikipedia, constrained, unconstrained, to the merging in which the
unconstrained data was merge with the Wikipedia corpus). It is interesting to note that
using the Wikipedia corpus to enhance the translation systems trained on existed data
sets based on NMT achieved the significant improvement up to +4.51 BLEU points on the
tst2015. In addition, I compared my systems with the Stanford ([49]), the only system that
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used NMT in the IWSLT 2015 for English-Vietnamese translation. My systems outperform
the Stanford system with +2.03 on the tst2013 and +0.41 on the tst2015 test sets.

Table 3.19: Experimental results on neural machine translation (NMT); compar-
ison with the Stanford system ([49]) which was the only team using NMT for the shared
task.

Model tst2012 tst2013 tst2015
Stanford (ﬂ49ﬂ) - 26.9 26.4
constrained 20.21 23.59 17.27
Wikipedia 15.29 18.43 17.58
unconstrained 24.05 26.71 22.30
unconstrained+Wikipedia | 25.29 (4-1.24) | 28.93 (4-2.21) | 26.81 (44.51)

SMT vs. NMT As discussion in the previous results, using the Wikipedia corpus to
merge with the unconstrained data for the training data shows the significant improvement
based on NMT (+4.51 BLEU point on the tst2015, +2.21 BLEU point on the tst2013).
Meanwhile, using the same data in training SMT models does not show the improvement.
Figure illustrates the comparison between the improvement in using the Wikipedia
corpus to train SMT vs. NMT models.

34
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Figure 3.3: SMT vs NMT in using the Wikipedia corpus

IWSLT 2015 systems I compared my systems with other systems participated in
the TWSLT 2015 machine translation shared task: Stanford ([49]), KIT ([30]), PJAIT
([96]), JAIST ([83]). As shown in Table by using the Wikipedia corpus, my systems
outperform the baseline system and four other systems participated in the IWSLT 2015
shared task. The results confirm the contribution of the Wikipedia corpus.
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Table 3.20: Comparison with other systems participated in the IWSLT 2015
shared task; (+) indicates my system outperforms the other system; - several results of
the other systems on the tst2012 and tst2013 were not reported.

System tst2012 | tst2013 | tst2015
PJAIT - - 28.39
JAIST - 28.32 (+) | 28.17
KIT - - 26.60 (+)
SU - 26.9 (+) | 264 (+)
UNETI - - 22.93 (+)
BASELINE - - 27.01 (+)
My best system | 24.95 28.51 27.21

3.3 Conclusion

In this chapter, I focus on the task of building bilingual corpora to improve SMT on low-
resource languages, in which there is no or small bilingual corpora. I proposed a method to
deal with the problem of OOV in sentence alignment, an essential step in building bilingual
corpora automatically. Then, the method was used to build a multilingual parallel corpus
from Wikipedia to improve SMT for several low-resource languages.

In the first section, I propose using word similarity to overcome the problem of OOV
in sentence alignment. A word embedding model was trained on monolingual corpora
to produce word-similarity models. These models were then combined with the bilingual
word dictionary trained on IBM Model 1, which were integrated to length-and-word-
based phase in a sentence alignment algorithm. My method can reduce the OOV ratio
with similar words learned from monolingual corpora, which leads to an improvement
in comparison with some other length-and-word-based methods. Using word similarity
trained on monolingual corpora based on a word embedding model reduced the OOV in
sentence alignment.

In the second section, I applied the proposed sentence alignment method to build a
multilingual parallel corpus of languages: Indonesian, Malay, Filipino, Vietnamese, and
English extracted from Wikipedia and processed automatically. The parallel sentences
were used in SMT experiments and shown promising results. I released the scripts to
extract the data, which can be used to collect parallel data from Wikipedia for other lan-
guage pairs. The bilingual data set can be used to improve machine translation especially
on the low-resource languages in which parallel data are very scarce or unavailable.

I switch to another strategy to improve machine translation on low-resource languages:
exploiting existing bilingual corpora, which uses pivot methods to join translations via
intermediate languages. I will return back to the methods of sentence alignment in Chapter
5 to introduce a hybrid model for SMT.

40



Chapter 4
Pivoting Bilingual Corpora

One of the main components to build SMT models is the bilingual corpus. For low-resource
language pairs which contain small bilingual corpora, there is insufficient training data
for SMT models. Previous chapter presents methods in sentence alignment and building
bilingual corpora to enlarge the training data for SMT models. Another strategy can be
used to improve SMT for low-resource languages is pivot methods, which exploiting ex-
isting bilingual corpora via intermediate language(s). Specifically, in order to translate
from a source language to a target language, pivot language(s) can be used as a bridge for
translations if there exist source-pivot and pivot-target bilingual corpora. Triangulation,
which extracts source-target phrase pairs via common pivot phrases in the source-pivot
and pivot-target phrase tables, is the representative approach in pivot methods. Pre-
vious work showed the effectiveness of the triangulation approach in improving SMT.
Nevertheless, there are some drawbacks of the conventional triangulation approach: 1)
the conventional triangulation approach extracts connections of source phrases to target
phrases via common pivot phrases; however, pivot phrases may contain the same meaning
even when they are not matched to each and 2) even when pivot phrases are matched
to each other, they may contain different meanings when considering to their contexts or
grammatical information like part-of-speech.

For the first problem in which pivot phrases may contain the same meaning even when
they are not matched to each other, I propose a method to improve the conventional
triangulation approach based on semantic similarity between pivot phrases. Semantic simi-
larity models of pivot phrases were learnt using several well-known approaches: WordNet,
Word2Vec, longest common subsequence, and cosine similarity. In addition to extract con-
nections of source and target phrases based on common pivot phrases, the connections can
be enhanced by similar pivot phrases. I conducted experiments on several low-resource
language pairs such as Japanese-Vietnamese, Indonesian-Vietnamese, Malay-Vietnamese,
and Filipino-Vietnamese. The experiments showed that the semantic similarity models ex-
tracted informative connections that improved the conventional triangulation approach.

For the second problem in which common pivot phrases may contain different mean-
ings when considering to their grammatical information like part-of-speech; and a ques-
tion is that whether additional information like part-of-speech of pivot phrases can help
to improve the triangulation approach. I propose a method that integrating grammati-
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cal and morphological information of pivot phrases. Instead of using the surface form of
pivot phrases, part-of-speech (POS) information and lemma forms of pivot phrases were
integrated to extract connections of source and target phrases via pivot phrases. Exper-
iments were conducted on language pairs of Indonesian-Vietnamese, Malay-Vietnamese,
and Filipino-Vietnamese and achieved the improvement of 0.5 BLEU points. Statistical
significance tests and several analyses of using different metrics, Spearman rank correla-
tion, and Wilcoxon signed rank tests were carefully conducted to verify the improvement.
This shows the effectiveness of integrating grammatical and morphological information in
pivot translation.

4.1 Semantic Similarity for Pivot Translation

First, I describe semantic similarity models used in my methods. Then, I present methods
of applying semantic similarity to improve the conventional triangulation approach.

4.1.1 Semantic Similarity Models

For string level similarity, I employ two well-known techniques, namely cosine similarity
and longest common subsequence. Cosine similarity [68] is an effective method and com-
monly used to determine the similarity between two objects [73], [63]. For the well-known
longest common subsequence, it has a variety of applications [48] like measuring the sim-
ilarity between two input strings [3], information retrieval [29]. For word-level similarity,
I rely on WordNet-based measure and well as the word embeddings.

Cosine Similarity Given two string s; and sy, the similarity between s; and s, can
be computed using cosine similarity which is the cosine of the angle between these two
vectors representation of s; and s».
cosine(sy, $3) = it (4.1)
|vi] * [vs]
where v; and v, denote the two vectors representing the two string s; and ss, respec-
tively.

Longest Common Subsequence The similarity of two strings s; and ss based on
longest common subsequence is defined as follows.

f(slv 82)
M(Sl,SQ)

where f(s1,s2) is the length of the longest common subsequence(s) of s; and sg, and
M (s, $2) is the length of the longest string of s; and s,.

d(s1,82) =1— (4.2)
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WordNet WordNet is a valuable linguistic resource built by annotators that contains
relationship between words including synonyms, sets of words that share the same mean-
ing. In this work, I extracted synonyms from WordNet [57] to build word similarity for
English.

Algorithm 3: Word Similarity Using WordNet
Input : wq, wy, wordnet
Output: similarity(w;, ws)

1 begin

2 synsets;=wordnet.synsets(w )

3 synsetss=wordnet.synsets(ws )

4 share _syns(wi, wy) = |synsets; N synsetss|

5 similarity(wy, we) = share_syns(wi, ws)
Z share _syns(wy, w;)
Wy

6 return similarity(wy, ws)

7 end

I describe computing word similarity using WordNet in Algorithm [3] WordNet provides
synonym in a term namely synsets (lines 2-3). I defined the share syns(w;,ws) (line 4)
as the number of shared words of the two synsets, which denotes the strength of similarity
between the two words. The strength was then normalized using maximum likelihood to
obtain the similarity score of the two words.

Word embeddings For word similarity using word embeddings, I used the same method
as described in Algorithm [I] in Chapter 3.

4.1.2 Semantic Similarity for Triangulation

Conventional Triangulation In triangulation [16,91,98], source-pivot and pivot-target
bilingual corpora are used to train phrase tables. Then, the source and target phrases are
connected via common pivot phrases.

Given a source phrase s and target phrase t of the source-pivot phrase table Tsp, and
the pivot-target phrase table T’p 1, the phrase translation probability is estimated via
common pivot phrases p based on the following feature function.

o(tls) = D> ols)o(tp) (4.3)

p€(Tsp, )(Tp,T)

Previous researches showed the effectiveness of this method when source-target bilingual
corpora are unavailable or in limited amounts. Nevertheless, the conventional triangulation
does not extract sufficient information because some pivot phrases can contain the same

43



4.1. SEMANTIC SIMILARITY FOR PIVOT TRANSLATION

meaning even when they are not matched to each other. Therefore, I proposed pivoting
via similar pivot phrases to extract more informative connections.

Pivoting via Similar Phrases The phrases s and ¢ can be connected via similar pivot
phrases ps and p; as described in Equation [4.4]

oltls) = > dpsls)o(tlp)O (s, pi) (4.4)

pSEPS,ptGPt

Where, O(ps, p;) denotes the similarity between p, and p, based on the similarity models
using the cosine similarity, longest common subsequence, WordNet, and word embeddings

described in Section [L.1.11

(customer)

(Customer khach hang
: G G
(studying)
d hg
(research)
learning
learnmg (learning)

(research process)
the process
of research

«_» thelink between = - the link between
common pivot phrases similar pivot phrases

(during study)

in the process
of studying

qué trinh
nghién cliru

(T sk

Figure 4.1: Semantic similarity for pivot translation Source phrases (Japanese) are
connected to target phrases (Vietnamese) via pivot phrases (English). The meanings of
Japanese and Vietnamese phrases are translated by the authors in the italic.

I present examples of pivot similarity in Figure[4.1] In the conventional pivot translation,
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source and target phrases are connected via common pivot phrases. In my method, some
informative connections between source and target phrases can be exploited via similar
pivot phrases.

Pivot Phrase Table After using the pivot similarity method, I obtain a phrase table
of source and target phrases. I then combine the two phrase tables using the conventional
pivot method and the similarity pivot method. Since connections were based on the simi-
larity between pivot phrases, there might contain some less reliable phrase pairs. The two
phrase tables were combined using the back-off combination[]in which only new phrase
pairs of the pivot similarity phrase table were added to the common pivot phrase table
to create a phrase table for decoding.

For next sections, I will present experiments that applied the proposed models on
machine translation for several low-resource languages: Japanese-Vietnamese, Southeast
Asian languages (translation from Indonesian, Malay, and Filipino to Vietnamese). The
experiments on these languages are novel when there is no prior work of machine trans-
lation on those language pairs.

4.1.3 Experiments on Japanese-Vietnamese

I conducted experiments on Japanese-Vietnamese, a language pairs that shows various
challenges for phrase-based machine translation. First, the languages contain different
characteristics in language structures. Second, there is no large bilingual data available,
in which about only 100k parallel sentences can be obtained online from several resources
like TED talks [9], Bibble | and OPUS [82].

Training Data I used a small bilingual data extracted from the TED talks [9]F] and
the Bibble dataE] For pivot translation, I used English as the pivot language, and I used
two bilingual corpora of Japanese-English and English-Vietnamese. For Japanese-English,
I used the Kyoto corpus [60]F] The bilingual data of English-Vietnamese includes the
VLSP corpusff the English-Vietnamese training data in the IWSLT 2015[7] and an in-
house bilingual corpus used in the system [83] participated in the IWSLT 2015. Table
describes the bilingual data for Japanese-Vietnamese experiments.

I collected the development and test data sets from several webs such as dongdu.edu.vn,
kaizen.vn, and duhoc.daystar.com.vn including bilingual news and novels, which are de-

scribed in Table 4.2

Thttp://www.statmt.org/moses/?n=Advanced. Models#ntoc7
Zhttp://homepages.inf.ed.ac.uk/s0787820/bible/
3https://wit3.fbk.eu/mt.php?release=2012-02-plain
4http://homepages.inf.ed.ac.uk/s0787820/bible/
Shttp://www.phontron.com /kftt/
Shttp://vlsp.hpda.vn:8080/demo/?page=resources
Thttp://workshop2015.iwslt.org/
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Table 4.1: Bilingual corpora for Japanese-Vietnamese pivot translation (ja:
Japanese, en: English, vi: Vietnamese). Src Words, Trg Words: number of source,
target words; Src Vocab, Trg Vocab: the source, target vocabulary; Src Avg len, Trg
Avg len: the average length of source, target sentences.

Languages ja-vi ja-en en-vi
Sentence Pairs 83,313 329,882 456,350
Src Words 2,076,083 | 6,085,131 | 8,485,112
Trg Words 2,138,623 | 5,911,486 | 10,843,982
Src Vocab 37,689 114,284 114,161
Trg Vocab 19,411 161,655 62,933
Src Avg len 25 18 19
Trg Avg len 25 18 24

Table 4.2: Japanese-Vietnamese development and test sets

Data set Dev Test
Sentence Pairs | 1,200 | 1,266
Src Words 12,955 | 24,332
Trg Words 15,274 | 23,815
Src Vocab 2,798 | 4,052
Trg Vocab 1,686 | 2,487
Src Avg len 11 19

Trg Avg len 13 19

Training Details I conducted baseline experiments using the well-known Moses toolkit
for phrase-based machine translation [43]. The word alignment was trained using GIZA++
[65], an effective training algorithm for alignment models, with the configuration grow-
diag-final-and. A 5-gram language model of the target language was trained using KenLLM
[31]. The KenLM has been shown to be effective in both time and memory costs, which
outperformed other well-known packages for language model like: SRILM |[78], IRSTLM
[24], and BerkeleyLM [38] in terms of speed and memory consumption. Tuning parame-
ters were performed based on the batch MIRA [13], which has been shown to be simple
and effective and outperforms other tuning strategies including the traditional MERT
approach (the Minimum Error Rate Training [64]). The evaluation was conducted based
on the commonly used metrics: BLEU [66].

For pivot translation, I implement the baseline triangulation method [98] using Java. I
compare my system with the TmTriangulate32]. As discussed in 23], the triangulation
method can generate a very big phrase table, which contains noisy phrase pairs. In this
work, I implement the triangulation method of [98] and created a modification to filter
the phrase table. Specifically, for each source phrase, I extract only n-best candidate of
target phrases.

As described in the method section, in order to compute similarity between pivot
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Table 4.3: Monolingual data sets of Japanese, English, Vietnamese. Words: num-
ber of words, Vocab: vocabulary, Avg len: the average length of sentences

Language ja en vi
Sentences | 52,741,702 | 30,301,028 | 16,201,114
Words 775,785,793 | 768,648,884 | 485,087,517
Vocab 4,118,306 2,425,337 850,650
Avg len 15 25 30

phrases, I used the methods including cosine similarity, longest common subsequence,
WordNet, and word embeddings. I trained a word embedding model of English using the
English monolingual data (Table [.3). I used the similarity approaches to score the simi-
larity between English phrases in the two sides of English phrases in the Japanese-English
and English-Vietnamese phrase tables.

Results Table presents the experimental results of pivot translation and the pro-
posed method. I used the linear interpolation to combine the phrase tables of the trian-
gulation baseline with the proposed pivot translation using similarity. Nevertheless, the
combination with pivot similarity (5.32 BLEU score) does not improve the pivot base-
line model (5.52 BLEU score). This indicates that the pivot similarity phrase table may
contain some noisy phrase pairs which hurt the performance. Therefore, I used another
technique to combine the phrase tables namely back-off in which the phrase pairs in the
pivot similarity table are added to the combined table if they do not exist in the pivot
baseline table. As described in Table the back-off combination improved the pivot
baseline (increased from 5.52 to 5.68 BLEU scores).

Table 4.4: Japanese-Vietnamese pivot translation results

Model Dev (BLEU) | Test (BLEU)
triangulation 3.46 5.52
triangulation-similarity (interpolation) 3.0 5.32
triangulation-similarity (backoff) 3.42 5.68

4.1.4 Experiments on Southeast Asian Languages

Training Data For training data, I used two resources: TED data [9] and the ALT
corpus (Asian Language Treebank Parallel Corpus) [80]. I extracted parallel data for the
Southeast Asian language pairs from the TED data. First, I collected the monolingual data
of the TED talks from the Webﬁ of Indonesian, Malay, Filipino, and Vietnamese. Then, I
created a multilingual parallel data for Indonesian, Malay, Filipino paired with Vietnamese
by using the talk id and the seekvideo id in the data to extract parallel sentences. For the

8https://wit3.fbk.eu/
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ALT corpus, this includes 20K multilingual sentences of English, Japanese, Indonesian,
Filipino, Malay, Vietnamese, and some other Southeast Asian languages. I divided the
ALT corpus for Indonesian, Malay, Filipino, and Vietnamese into three data sets: 16K
sentences for training data, 2K sentences for development data, and 2K sentences for
test data. The training sets extracted from the ALT corpus were combined with the data
aligned from the TED talks to train SMT models as the baseline models. Table[4.5| presents
the training, development, and test data sets.

Table 4.5: Bilingual corpora of Southeast Asian language pairs (id: Indonesian,
ms: Malay, fil: Filipino, vi: Vietnames)

Data set | Sentences Src Trg Src Trg Src Trg
Words Words | Vocab | Vocab | Avg len | Avg len

id-vi

Training 226,239 1,932,460 | 2,822,894 | 52,935 | 29,896 9 12
Dev 1,982 46,518 67,630 7,847 5,075 23 34
Test 2,074 47,574 68,014 8,082 5,339 23 33
ms-vi

Training 33,399 504,642 731,486 | 29,019 | 18,353 15 22
Dev 1,982 46,555 67,630 7,506 5,075 23 34
Test 2,074 48,255 68,014 7,736 9,339 23 33
fil-vi

Training 22,875 521,681 614,650 | 39,955 | 17,458 23 27
Dev 1,982 57,874 67,630 9,482 5,075 29 34
Test 2,073 59,496 67,934 9,594 5,335 29 33

The training data of Indonesian-Vietnamese contains 226K parallel sentences; however,
the Malay-Vietnamese and Filipino-Vietnamese are in very limited amounts with only
33K sentence pairs (Malay-Vietnamese) and 22K sentence pairs (Filipino-Vietnamese).

For pivot translation experiments, English was used as the pivot language, and I used

the same combination of the TED data and the training sets in the ALT corpus for
Indonesian, Malay, Filipino, Vietnamese paired with English. These training data sets are
described in Table 4.6l

Table 4.6: Bilingual data for pivot translation of Southeast Asian language pairs
(id: Indonesian, ms: Malay, fil: Filipino, vi: Vietnames, en: English)

Data set | Sentences Src Trg Src Trg Src Trg
Words Words | Vocab | Vocab | Avg len | Avg len
id-en 244,858 2,086,659 | 2,413,216 | 55,520 | 57,562 9 10
ms-en 31,608 502,329 | 559,802 | 29,210 | 32,660 16 18
fil-en 21,951 523,078 | 469,603 | 40,127 | 30,674 24 21
vi-en 377,736 | 4,446,502 | 3,562,696 | 36,661 | 67,325 12 9
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Monolingual Data For English and Vietnamese monolingual data sets, I employed the
monolingual data sets in the Japanese-Vietnamese experiments. For Indonesian, Malay,
and Filipino monolingual data sets, I extracted all sentences from Wikipedia, which were
used in experiments of building bilingual corpora. I describe the monolingual data in Table
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Table 4.7: Monolingual data sets: id (Indonesian), ms (Malay), fil (Filipino)

Language id ms fil
Sentences | 1,478,986 596,097 682,939
Words 25,525,803 | 10,903,878 | 13,785,021
Vocab 494,688 339,906 221,637
Avg len 17 18 20

Training Details I applied the triangulation baseline and the pivot similarity with the
same methods as described in the Japanese-Vietnamese experiments. The back-off setting
was used to combine the pivot baseline and the pivot similarity phrase tables.

Table 4.8: Pivot translation results of Southeast Asian language pairs

Model Dev (BLEU) | Test (BLEU)
direct: id-vi 29.97 30.46
triangulation: id-vi 24.82 33.37
triangulation-similarity: id-vi 24.96 33.50
direct: ms-vi 30.09 32.81
triangulation: ms-vi 25.43 35.01
triangulation-similarity: ms-vi 25.66 35.12
direct: fil-vi 22.10 24.29
triangulation: fil-vi 18.23 25.74
triangulation-similarity: fil-vi 18.42 25.87

Results Experiments of pivot translation as described in Table [4.8| showed some inter-
esting results.

First, the triangulation in all language pairs significantly improved the direct mod-
els including Indonesian-Vietnamese (30.46 BLEU score to 33.37 BLEU score), Malay-
Vietnamese (32.81 BLEU score to 35.01 BLEU score), Filipino-Vietnamese (24.29 BLEU
score to 25.74 BLEU score).

The second results were the improvement of the similarity pivot for the pivot baseline:
Indonesian-Vietnamese (33.37 to 33.50 BLEU), Malay-Vietnamese (35.01 to 35.12 BLEU),
Filipino-Vietnamese (25.74 to 25.87 BLEU). The results confirmed the contribution of the
proposed similarity pivot method although the improvement was still slight.
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4.2 Grammatical and Morphological Knowledge for
Pivot Translation

The conventional pivot method, which connect source to target phrases via common
pivot phrases, lacks some potential connections when pivoting via the surface form of
pivot phrases. In this section, I improve the pivot translation method by integrating
grammatical and morphological information to connect pivot phrases instead of using only
the surface form. Experiments were conducted on several Southeast Asian low-resource
language pairs: Indonesian-Vietnamese, Malay-Vietnamese, and Filipino-Vietnamese.

4.2.1 Grammatical and Morphological Knowledge

In order to integrate grammatical and morphological information to pivot translation, I
trained factored models [42] on the source-pivot and pivot target bilingual corpora. First,
the part-of-speech and lemma forms of words in the pivot sides of the bilingual corpora
were generate to enrich information for pivoting via pivot phrases. Since English was used
for the pivot language, analyzing part-of-speech (POS tagging) and lemma forms were
conducted using the Stanford CoreNLP [52]. Then, the bilingual corpora in which words
of the pivot sides in the bilingual corpora contain part-of-speech tags and lemma forms
were used to train source-pivot and pivot-target phrase tables. After that, source-target
phrase pairs were extracted based on common pivot phrases using Equation [4.3]

Part-Of-Speech Tags in Pivot Translation The connections via common pivot
phrases can be enriched by integrating grammatical information. As shown in Table [4.9]
when adding grammatical information (part-of-speech tags), the pivot phrase commented
on was divided into two cases: commented| VBD on|IN and commented| VBN on|IN. Due
to adding the part-of-speech information, a new connection to the target phrase "da binh
luan ve" (English meaning: commented on) was employed instead of only one connection
to the target phrase as in the surface model.

Table 4.9: Examples of grammatical information for pivot translation (POS tags:
VBD (Verb, past tense), VBN (Verb, past participle), NN (Noun, singular or mass), VB
(Verb, base form), IN (Preposition)); ltalic words: English meaning.

Model | Source (Malay) | Pivot (English) | Target (Vietnamese)
surface | mengulas mengenai | commented on binh luan vé
(comment on) (comment on)
POS mengulas mengenai | commented|VBD binh luan vé
(comment on) on|IN (comment on)
mengulas mengenai | commented| VBN da binh luan ve
(comment on) on|IN (commented on)

Integrating grammatical information also helps to filter connections via pivot phrases.
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(comment on)

(comment on)

komen mengenai

binh ludn vé

comment on

/
mengulas mengenai / \

nhan xét
(comment on) (comment)
a) Pivot translation via the surface form
v binh luén vé
komen mengenai »| comment|VB on|IN
\ nhin xét

v

mengulas mengenai

commentNN on|IN | binh luin vé

b) Integrating POS factor to pivot translation

Figure 4.2: Pivoting using syntactic information

Figure describes an example of using part-of-speech information (POS factor) in
pivot translation that help to filter connections. For the case of pivoting via surface form
of pivot phrases (Figure ), the two Malay phrases komen mengenai and mengulas
mengenai were both connected to the pivot phrase comment on. Nevertheless, when inte-
grating POS factor (Figure ), the two source phrases were connected to two different
pivot phrases (comment| VB on|IN and comment| NN on|IN). The separated connections
help to classify the connections in more detailed, that refine the translation probabilities.

Lemma Forms in Pivot Translation As shown in [42], using lemma forms can im-
prove the problem of sparse training data in SMT. I propose connecting phrases via the
lemma form instead of the surface form of pivot phrases.

Figure describes an example of using lemma forms in pivot translation. Because of
the sparse data problem, the Malay word golongan cannot be connected to any Vietnamese
target word. However, when using the lemma form (Figure [4.3p), because the pivot words
class and classes share the same lemma form (class), a new informative connection was
generated for the source word golongan.
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(class)

golongan [—® classes

(class) (class)

Y

class 16p hoc

v

kelas

a) Pivot translation via the surface form

golongan

Y

class

16p hoc

kelas

b) Pivoting via lemma form of pivot phrases

Figure 4.3: Pivoting using morphological information; the italic words indicate the
English meaning

4.2.2 Combining Features to Pivot Translation

Because part-of-speech information and lemma forms of pivot phrases were added to im-
prove the baseline pivot method (trained on the surface form of pivot phrases), I introduce
a model that combines three following components:

e base: the triangulated phrase table based on the surface form of pivot phrases

e pos: the triangulated phrase table based on factored training using part-of-speech
tags of pivot phrases

e [em: the triangulated phrase table based on factored training using lemma forms of
pivot phrases

A combined phrase table was generated using linear interpolation [70], in which the
probability of a target phrase ¢ given a source phrase s can be computed by Equation [4.5]

p(t|3) = /\basepbase(tls) + )\posppos(ﬂs) + Alemplem<t|3) (45)

where ppase(t]S), Ppos(t|s), and prem(t|s) stand for the translation probability of the
baseline, POS tags, and lemma models, respectively.

The interpolation parameters Apgse; Apos, and Ay, in Which Apgse + Apos + Aiem, = 1 were
computed by the following strategies.
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e tune: the parameters were tuned using a development data set.
e weights: the parameters were set based on the ratio of the BLEU scores when using

each model separately for decoding the tuning set.

4.2.3 Experiments

Training Data [ conducted experiments of translation from Indonesian, Malay, and
Filipino to Vietnamese, which are Southeast Asian low-resource language pairs. I used
English for the pivot language, which is one of the most common language in the world.

Table 4.10: Southeast Asian bilingual corpora for training factored models

Data Sentences
Malay-English 31,608
Indonesian-English 244,858
Filipino-English 21,951
English-Vietnamese 377,736

For training data, I used two resources: TED data [9] and the ALT corpus (Asian Lan-
guage Treebank Parallel Corpus) [80]. A multilingual parallel data set was collected from
the TED talksﬂ for training data of Indonesian, Malay, Filipino, English, and Vietnamese.
The ALT corpus includes 20K multilingual sentences of English, Japanese, Indonesian,
Filipino, Malay, Vietnamese, and some other Southeast Asian languages. I divided the
ALT corpus into three sets: training (16K), development (2K) and test (2K). The train-
ing part (16K) was combined with the TED data set for training translation models. For
monolingual data of Vietnamese to train a language model, I collected articles from the
website http://www.baomoi.com/, which contains 16M sentences. Table presents the
training data sets.

Training Details Experiments were conducted using the well-known SMT toolkit,
Moses [43]. The word alignment was trained using GIZA++ [65] with the configuration
grow-diag-final-and. A 5-gram language model of the target language was trained using
KenLM [31]. For tuning, I used the batch MIRA [13]|. BLEU scores [66] were used as the
metric for evaluation.

For pivot translation, I implemented the triangulation approach of Wu and Wang, 2007
[98] using Java. As reported in [23], one of the issue of the triangulation approach is the
very big size of the induced pivot phrase table. Therefore, I filtered the induced phrase
table by a n-best strategy, in which n best candidates of target phrases were selected for
each source phrase. I chose n=10 in my experiments to ensure the reliability of phrase
pairs. I also compared my system with the TmTriangulate [32], a python implementation
of the triangulation method [98].

Yhttps://wit3.fbk.eu/

23



4.2. GRAMMATICAL AND MORPHOLOGICAL KNOWLEDGE FOR PIVOT
TRANSLATION

Results Experimental results are presented in (Tables . There are several
findings from the experimental results. First, using additional knowledge of part-of-speech
and lemma forms improved the baseline triangulation trained on the surface form of
pivot phrases. Second, combining the baseline model (surface form) with the pos (part-
of-speech) and lemma models by using the interpolation method improved the baseline
model.

Table 4.11: Results of using POS and lemma forms (BLEU); baseline-pos-lemma:
the interpolation model of the baseline (pivot via surface form), pos (pivot via factored
models of part-of-speech), and lemma (pivot via factored models of lemma). weights,
tune: the interpolation settings presented in Section m

Model Dev Test
TmTriangulate 25.06 35.09
baseline 25.78 35.86
pos 25.82 | 35.99 (+0.13)
lemma 24.93 35.62
baseline-pos (weights) 25.89 | 36.04 (+0.18)
baseline-pos (tune) 25.89 | 36.08 (+0.22)
baseline-lemma (weights) 25.76 | 36.20 (+0.34)
baseline-lemma (tune) 25.79 | 36.12 (+0.26)
pos-lemma (weights) 25.72 | 36.11 (+0.25)
pos-lemma (tune) 25.83 | 36.19 (+0.33)
baseline-pos-lemma (weights) | 25.81 | 36.38 (+0.52)
baseline-pos-lemma (tune) 25.89 | 36.25 (+0.39)

Table 4.12: Indonesian-Vietnamese experimental results (BLEU)

Model Dev Test

TmTriangulate 24.60 32.83

baseline 25.51 33.83

pos 95.54 | 33.87 (4+0.04)
lemma 24.68 | 32.89 (+0.06)
baseline-pos (weights) 25.65 | 33.91 (+0.08)
baseline-pos (tune) 25.62 | 33.87 (+0.04)
baseline-lemma (weights) 25.38 | 34.07 (+0.24)
baseline-lemma (tune) 25.48 | 34.18 (+0.35)
pos-lemma (weights) 25.38 | 33.87 (+0.04)
pos-lemma (tune) 25.53 | 34.01 (+0.18)
baseline-pos-lemma (weights) | 25.51 | 34.05 (40.22)
baseline-pos-lemma (tune) 25.64 | 33.94 (+0.11)

Specifically, combining the baseline model with the pos and lemma models improved
from 0.1 to 0.5 BLEU scores for the Malay-Vietnamese experiments (Tables 4.11)). For
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Table 4.13: Filipino-Vietnamese experimental results (BLEU)

Model Dev Test
TmTriangulate 17.51 25.29
baseline 18.07 26.02
pos 18.22 25.95
lemma 17.33 25.38
baseline-pos (weights) 18.16 | 26.16 (+40.14)
baseline-pos (tune) 18.17 25.98
baseline-lemma (weights) 17.96 25.90
baseline-lemma (tune) 18.09 25.89
pos-lemma (weights) 18.00 25.93
pos-lemma (tune) 18.12 25.96
baseline-pos-lemma (weights) | 18.16 26.00
baseline-pos-lemma (tune) 18.19 26.01

Indonesian-Vietnamese, the highest improvement comes from the combination of the base-
line and lemma models (4+0.35 BLEU score). Unexpectedly, for the Filipino-Vietnamese
experiments, the combination of all models: baseline, pos, and lemma does not show
any improvement. Meanwhile, the baseline-pos combination model slightly improved the
baseline model (+0.14 BLEU).

For the comparison of my system with the TmTriangulate, my system with the filtering
strategy showed much better performance.

Table 4.14: Input factored phrase tables (Src-Pvt, Pvt-Trg: source-pivot, pivot-
target phrase pairs, Common: common pivot phrases)

Model Src-Pvt | Pvt-Trg | Common
Malay-Vietnamese

baseline 83,914 395,983 33,573
pos 89,424 420,790 36,404
lemma, 86,359 405,051 29,585
Indonesian-Vietnamese

baseline 239,172 395,983 63,596
pos 250,286 420,790 68,404
lemma, 240,426 405,051 54,808
Filipino-Vietnamese

baseline 79,671 395,637 26,026
pos 82,151 420,441 27,517
lemma 80,265 404,712 23,172
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4.2.4 Analysis

In this subsection, I analyze the results on various aspects: the effect of adding gram-
matical and morphological information in improving pivot translation; out-of-vocabulary
ratio, conducting statistical significance tests, conducting Spearman rank correlation on
several metrics, conducting Wilcoxon signed rank test to verify the improvement of the
proposed method.

Table 4.15: Extracted phrase pairs by triangulation (Pairs, Src, Trg: source-target
phrase pairs, source phrases, target phrases, respectively)

Model Pairs Src Trg
Malay-Vietnamese

baseline 94,776 | 16,936 | 24,868
pos 93,972 | 16,939 | 24,858
lemma 101,904 | 17,404 | 26,072
baseline-pos 112,529 | 17,587 | 26,475
baseline-lemma 125,903 | 17,942 | 27,559
pos-lemma 116,529 | 17,406 | 26,553
baseline-pos-lemma 131,983 | 17,942 | 27,742
Indonesian-Vietnamese

baseline 128,206 | 20,492 | 27,511
pos 126756 | 20449 | 27474
lemma 134,594 | 20,931 | 28,562
baseline-pos 144,375 | 20,760 | 28,865
baseline-lemma 161,985 | 21,148 | 29,917
pos-lemma 155,648 | 20,933 | 29,103
baseline-pos-lemma 168,905 | 21,148 | 30,119
Filipino-Vietnamese

baseline 133,003 | 22,115 | 23,258
pos 131,015 | 22,046 | 23,216
lemma 143,429 | 22,635 | 24,317
baseline-pos 150,599 | 22,419 | 24,557
baseline-lemma, 173,227 | 22,901 | 25,661
pos-lemma 165,930 | 22,646 | 24,896
baseline-pos-lemma 180,941 | 22,907 | 25,862

1. The Effect of Factored Models I evaluated the effect of factored models to pivot
translation. The factored models enrich linguistic knowledge of part-of-speech and lemma.
When using factored models for training source-pivot and pivot-target phrase tables,
the numbers of input phrase pairs were increased, which lead to increase the number of
common pivot phrases and the extracted phrase pairs in the induced phrase table output.
Table illustrates the statistics of input phrase tables using factored models.
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Because of adding knowledge of part-of-speech and lemma, the number of phrase pairs
in the combined phrase tables was significantly increased, which cover larger ratio of
vocabulary. This leads to an improvement on the baseline model. As presented in Table
[4.15] the numbers of phrase pairs in the baseline models were significantly increased
when adding part-of-speech and lemma information: Malay-Vietnamese (+37,207 phrase
pairs, or 39.26%), Indonesian-Vietnamese (+40,699 phrase pairs, or 31.75%), and Filipino-
Vietnamese (447,938 phrase pairs, or 36.04%).

2. Out-Of-Vocabulary Ratio I analyzed the out-of-vocabulary (OOV) ratio when
using models for decoding on test sets. Using part-of-speech and lemma information en-
riched linguistic knowledge for the baseline model trained on only the surface form of
pivot phrases. As described in Table [4.16], the OOV ratios of the baseline models were re-
duced such as Malay-Vietnamese (-1.65%), Indonesian-Vietnamese (-0.77%), and Filipino-
Vietnamese (-0.79%).

Table 4.16: Out-Of-Vocabulary ratio

Model OOV phrases | OOV ratio (%)
baseline (ms-vi) 1,510 20.42
pos 1,481 20.05
lemma 1,432 19.35
baseline-pos-lemma (weights) 1,390 18.77
baseline-pos-lemma (tune) 1,387 18.77
baseline (id-vi) 1,180 15.40
pos 1,186 15.49
lemma 1,136 14.82
baseline-pos-lemma (weights) 1,124 14.63
baseline-pos-lemma (tune) 1,159 15.12
baseline (fil-vi) 2,628 30.24
pos 2,643 30.23
lemma 2,609 29.74
baseline-pos-lemma (weights) 2,567 29.45
baseline-pos-lemma (tune) 2,605 29.46

3. More Rubust BLEU Since the improvement of the proposed method is still lim-
ited in some cases, I conducted statistical significance tests to verify the improvement.
The significance tests were based on a method called bootstrap resampling in machine
translation [39].

Broad sample. First of all, a set of n test sets of m sentences was extracted from an
original test set using a technique called broad sample. For instance, given an original test
set of 30,000 sentences, this original test set is divided into 10 test sets, in which each
test set contains 3000 sentences. The sample " includes the sentences 7,7 + 10, ...,7 +
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29990. This is to avoid the issue that translation quality of neighbouring sentences will
be highly correlated with one another. This is because factors that influence translation
quality tend to be clustered, e.g. the language style, topic etc will usually remain constant
over neighbouring sentences. Therefore, estimates of the translation quality over these
sentences will be inaccurate and biased. Broad sampling avoids this issue by creating test
sets containing sentences from different parts of the corpus.

Bootstrap resampling. Given the BLEU scores reported in Tables as the true
BLEU scores, we want to compute with a confidence or find intervals for the true BLEU
score. Specifically, given m as the true BLEU score, we find the interval [m — d, m + d|
with a confidence ¢ (or p — level = 1 — q) (typically, ¢ = 0.95, (p — level = 0.5), a 95%
confidence interval).

I used the original test sets of 2,000 sentences to create 10 test sets with size of 200
sentences using the broad sample technique. Then, for each of 10 test sets, a large number
of 100 "virtual" test sets was generated by randomly drawing with replacement. For each
of the "virtual" tets sets, I calculated the BLEU score using the baseline and proposed
systems; then, drop top 3 and bottom 2, leaving us with 95% of BLEU scores in an interval
la,b]. By the law of large numbers, then the score [a,b] approaches the 95% confidence
interval. That is, we can say that the true BLEU scores lies in the range [a,b] with a
probability of 0.95.

The confidence intervals are illustrated in Figure [4.4]
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Paired bootstrap resampling. For each sample extracted from the broad sample step, a
large number of "virtual" test sets of size n sentences was randomly drawn with replace-
ment. For each "virtual" test set, two translation systems that we want to compare were
used to translate the test set and compare the performance. If one system outperforms
the other system 95% of the time, we draw the conclusion that the system is better with
95% statistical significance.

Results. For generating the broad samples and random test sets, I used the same test
sets with the size of 2000 sentences as described in Section for the original test
set. Two sample sizes of 200 and 400 sentences were used to extract 10 and 5 test sets
respectively using the broad sample technique. Then, for each test set, a large number of
"virtual" 100 test sets were randomly drawn with replacement.

Table 4.17: Results of statistical significance tests

System Comparison BLEU | Size 200 | Size 400
ms-vi: baseline-pos-lemma (weights) | 0.52% 40% 60%
better than baseline

id-vi: baseline-lemma (tune) 0.35% 40% 80%
better than baseline

fil-vi: baseline-pos (weights) 0.14% 20% 0%
better than baseline

Experimental results are presented in Table [4.17] For Indonesian-Vietnamese, although
the improvement on the original test set was still limited (0.35%), for 80% of samples
(size 400) and 40% of samples (size 200) we draw the conclusion the proposed system is
better than the baseline system with at least 95% statistical significance. For Filipino-
Vietnamese, for 20% of samples (2/10 samples size 200) we draw the conclusion the
proposed system is better than the baseline system with 95% statistical significance. For
all cases, no wrong conclusion was drawn, in which the proposed system does not improve
the baseline system.
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4. Spearman Rank Correlation

FEvaluation on different metrics. I used different metrics to evaluate the performance of
the systems rather than BLEU to have a better evaluation on many aspects. I used two
other well-known metrics in machine translation: TER [75] and METEOR [20]. Experi-
mental results are presented in Table [4.18]

Spearman rank correlation. In this analysis, I would like to examine the correlation
between the performance of the baseline and the combined systems on different metrics.
First, for each language pair, each of the systems in Table was ranked by metrics,
which created three ranked list in BLEU, TER, and METEOR (presented in Table [£.19)).
Then, I computed the Spearman rank correlation between pairs of metrics. The aim with
Spearman ranked correlation is to show that there is a high degree of overlap between 2
ranked-lists.

As presented in Table the high correlation of BLEU-TER and BLEU-METEOR
in Indonesian-Vietnamese and Malay-Vietnamese showed that the combined system im-
proved the baseline system with the high correlation not only in BLEU but in the other
metrics. Nevertheless, for Filipino-Vietnamese, it showed a lower correlation when the
combined model outperformed the baseline in only one setting (baseline-pos (weights))
according to BLEU; however, by the combined model outperformed the baseline in all
settings on METEOR. Regardless of the metrics used, the performance of the systems
remains consistent. Especially, the baseline-pos-lemma (weights) and baseline-pos-lemma
(tune) models are ranked first and second, which shows that my method works well re-
gardless of the metric.

5. Wilcoxon Signed-Rank Test In order to measure statistical significance of the
performance of the proposed systems compared to the baseline, I used Wilcoxon signed
ranks test [95], a robust non-parametric test for statistical comparisons of classifiers |19],
and does not make any normality assumption about the data.

Let Hy be the null hypothesis, that the proposed systems do not improve the baseline
(i.e. the baseline and the proposed systems achieve the same performance), and H, be
the alternative hypothesis, that the proposed systems outperform the baseline.

Given the original test sets (2,000 sentences), a set of N test sets was generated using
the broad sample technique (in my experiments, I used N =5 and N = 10 with the size
of 400 and 200 sentences, respectively). For the proposed systems, I chose the system that
achieved the best performance for each language pair: baseline-post-lemma (weights) for
Malay-Vietnamese, baseline-lemma (tune) for Indonesian-Vietnamese, and baseline-pos
(weights) for Filipino-Vietnamese.

Let R™ be the sum of ranks for the data set on which the proposed translation system
outperformed the baseline system, and R~ the sum of ranks for the opposite; let d; be the
difference between the performance on the i — th data set of the proposed method and
the baseline. The statistics z is distributed approximately normally.
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Table 4.18: Experimental results on different metrics: BLEU, TER, METEOR

Model Dev (BLEU) | BLEU TER METEOR
baseline (ms-vi) 25.78 35.86 0.4849 | 0.3298
pos 25.82 35.99 (+0.13) 0.4823 | 0.3299
lemma 24.93 35.62 0.4891 | 0.3273
baseline-pos (weights) 25.89 36.04 (+0.18) 0.4822 | 0.3316
baseline-pos (tune) 25.89 36.08 (+0.22) 0.4822 | 0.3313
baseline-lemma (weights) 25.76 36.20 (+0.34) 0.4826 | 0.3312
baseline-lemma (tune) 25.79 36.12 (+0.26) 0.4837 | 0.3317
pos-lemma (weights) 25.72 36.11 (4+0.25) 0.4839 | 0.3304
pos-lemma (tune) 25.83 36.19 (+0.33) | 0.4821 | 0.3311
baseline-pos-lemma (weights) | 25.81 36.38 (4+0.52) | 0.4805 | 0.3323
baseline-pos-lemma (tune) 25.89 36.25 (+0.39) 0.4812 | 0.3324
baseline (id-vi) 2551 33.83 0.5107 | 0.3209
pos 25.54 33.87 (+0.04) | 0.5101 | 0.3214
lemma 24.68 32.89 0.5215 | 0.3178
baseline-pos (weights) 25.65 33.91 (4+0.08) 0.5114 | 0.3219
baseline-pos (tune) 25.62 33.87 (+0.04) 0.5107 | 0.3216
baseline-lemma (weights) 25.38 34.07 (+0.24) 0.5093 | 0.3220
baseline-lemma (tune) 25.48 34.18 (40.35) | 0.5082 | 0.3220
pos-lemma (weights) 25.38 33.87 (+0.04) 0.5106 | 0.3215
pos-lemma (tune) 25.53 34.01 (4+0.18) 0.5092 | 0.3217
baseline-pos-lemma (weights) | 25.51 34.05 (+0.22) | 0.5094 | 0.3223
baseline-pos-lemma (tune) 25.64 33.94 (+0.11) | 0.5102 | 0.3217
baseline (fil-vi) 18.07 26.02 0.5948 | 0.2811
pos 18.22 25.95 0.5938 | 0.2818
lemma 17.33 25.38 0.6017 | 0.2776
baseline-pos (weights) 18.16 26.16 (40.14) | 0.5917 | 0.2824
baseline-pos (tune) 18.17 25.98 0.5959 | 0.2825
baseline-lemma (weights) 17.96 25.90 0.5954 | 0.2814
baseline-lemma (tune) 18.09 25.89 0.5979 | 0.2822
pos-lemma (weights) 18.00 25.93 0.5936 | 0.2815
pos-lemma (tune) 18.12 25.96 0.5952 | 0.2822
baseline-pos-lemma (weights) | 18.16 26.00 0.5953 | 0.2827
baseline-pos-lemma (tune) 18.19 26.01 0.5949 | 0.2829
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Table 4.19: Ranks on different metrics

No. | Model BLEU | TER | METEOR

Malay-Vietnamese
1 baseline 10 10 10
2 pos 9 6 9
3 lemma 11 11 11
4 baseline-pos (weights) 8 4.5 4
5 baseline-pos (tune) 7 4.5 5
6 baseline-lemma (weights) 3 7 6
7 baseline-lemma (tune) 5 8 3
8 pos-lemma (weights) 6 9 8
9 pos-lemma (tune) 4 3 7
10 baseline-pos-lemma (weights) | 1 1 2
11 baseline-pos-lemma (tune) 2 2 1

Indonesian-Vietnamese
1 baseline 10 8.5 10
2 pos 8 ) 9
3 lemma 11 11 11
4 baseline-pos (weights) 6 10 4
5 baseline-pos (tune) 8 8.5 7
6 baseline-lemma (weights) 2 3 2.5
7 baseline-lemma (tune) 1 1 2.5
8 pos-lemma (weights) 8 7 8
9 pos-lemma (tune) 4 2 5.5
10 baseline-pos-lemma (weights) | 3 4 1
11 | baseline-pos-lemma (tune) 5 6 5.5

Filipino-Vietnamese
1 baseline 2 4 10
2 pos 7 3 7
3 lemma 11 11 11
4 baseline-pos (weights) 1 1 4
5 baseline-pos (tune) 5 9 3
6 baseline-lemma (weights) 9 8 9
7 baseline-lemma (tune) 10 0 5.5
8 pos-lemma (weights) 8 2 8
9 pos-lemma (tune) 6 6 5.5
10 baseline-pos-lemma (weights) | 4 7 2
11 baseline-pos-lemma (tune) 3 5 1

Table 4.20: Spearman rank correlation between metrics

Language | BLEU-TER | BLEU-METEOR | TER-METEOR
ms-vi 0.7153 0.7818 0.7517
id-vi 0.8368 0.9309 0.6270
fil-vi 0.6091 0.5194 0.1093
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1
RT = Z rank(d;) + 3 Z rank(d;) (4.6)
;>0 ;=0
_ 1
R = Z rank(d;) + 5 Z rank(d;) (4.7)
d; <0 d;=0
T =min(R*,R™)
1
T—-N(N+1)
4 (4.8)

\/iN(N +1)(2N + 1)

With a=0.05, the null-hypothesis can be rejected if z is smaller than -1.96.

Tables present the results on Wilcoxon signed rank tests. For all cases, the
null hypothesis is rejected, which confirms the improvement of the proposed systems. Es-
pecially, the null hypothesis is rejected for Filipino-Vietnamese although the improvement
is small on the true BLEU scores (+0.14, Table[1.13)). We can conclude that the difference
between the baseline and proposed systems is statistically significant.

Table 4.21: Wilcoxon on Malay-Vietnamese (BLEU)

no. model baseline proposed difference abs rank

1 set-1 35.55 35.90 +0.35 0.35 1

2 set-2 35.26 35.85 +0.59 0.59 3

3 set-3 35.40 35.80 +0.4 04 2

4 set-4 36.70 37.30 +0.6 0.6 4

5 set-5 35.76 36.41 +0.65 0.65 5
R*t=15, R~=0, T=0,
N=5, z=-2.0226 (rejected)

Table 4.22: Wilcoxon on Indonesian-Vietnamese (BLEU)

no. model baseline proposed difference abs rank

1 set-1 33.97 34.05 +0.08 0.08 1

2 set-2 32.14 32.74 +0.6 0.6 5

3 set-3 33.21 33.58 +0.37 0.37 2

4 set-4 34.48 34.90 +0.42 0.42 3

5 set-5 34.03 34.49 +0.46 0.46 4
R*t=15, R~=0, T=0,
N=5, z=-2.0226 (rejected)
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Table 4.23: Wilcoxon on Filipino-Vietnamese (BLEU)

no. model baseline proposed difference abs rank

1 set-1 25.68 25.82 +0.14 0.14 2

2 set-2 26.16 26.42 +0.26 0.26 4

3 set-3 25.28 25.62 +0.34 0.34 5

4 set-4 26.34 26.52 +0.18 0.18 3

5 set-b 26.07 26.11 +0.04 0.04 1
R*=15, R~=0, T=0,
N=b, z=-2.0226 (rejected)

Table 4.24: Wilcoxon on Malay-Vietnamese (BLEU)

no. model baseline proposed difference abs rank
1 set-1 36.11 36.44 +0.33 0.33 3.5
2 set-2 34.27 35.16 +0.89 0.89 9

3 set-3 35.30 35.87 +0.57 0.57 7
4 set-4 36.96 37.17 +0.21 021 1

5 set-5 34.38 34.92 +0.54 0.54 6
6 set-6 34.98 35.36 +0.38 0.38 5
7 set-7 36.21 36.54 +0.33 0.33 3.5
8 set-8 35.50 35.73 +0.23 0.23 2
9 set-9 36.39 37.43 +1.04 1.04 10
10 set-10 37.09 37.85 +0.76 0.76 8

RT=55 R =0, T—0,
N=10, z= -2.80306  (rejected)
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Table 4.25: Wilcoxon on Indonesian-Vietnamese (BLEU)

no. model baseline proposed difference abs rank
1 set-1 34.0 33.97 -0.03 0.03 1
2 set-2 31.91 32.42 +0.51 051 7
3 set-3 33.15 33.69 +0.54 0.54 8
4 set-4 34.49 34.62 +0.13 0.13 2
5 set-b 33.7 34.19 +0.49 049 6
6 set-6 33.94 34.13 +0.19 0.19 4
7 set-7 32.38 33.07 +0.69 0.69 9
8 set-8 33.27 33.46 +0.19 0.19 3
9 set-9 34.47 35.18 +0.71 0.71 10
10 set-10 34.35 34.77 +0.42 042 5
R*=54, R~=1, T=1,
N=10, z=-2.70113  (rejected)
Table 4.26: Wilcoxon on Filipino-Vietnamese (BLEU)

no. model baseline proposed difference abs rank
1 set-1 24.55 24.54 -0.01 0.01 1
2 set-2 24.71 25.37 +0.66 0.66 10
3 set-3 24.86 25.07 +0.21 021 5
4 set-4 25.95 26.04 +0.09 0.09 2
5 set-b 26.04 26.33 +0.29 029 7.5
6 set-6 26.82 27.11 +0.29 029 7.5
7 set-7 27.56 27.42 -0.14 0.14 3
8 set-8 25.7 26.16 +0.46 0.46 9
9 set-9 26.75 27.03 +0.28 0.28 6
10 set-10 26.09 25.89 -0.2 02 4

RT=47, R =8, T=S8,
N=10, z= -1.98762  (rejected)
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6. Sample Translations I describe examples of using part-of-speech and lemma in-
formation in improving pivot translation in Tables Some phrases that were
not translated by the baseline model can be translated by the proposed models using
part-of-speech and lemma information.

Table 4.27: Sample translations: improving pivot translation by using POS and
lemma factors ; baseline, lemma, pos: the translation generated by the baseline,
lemma, pos models, respectively; the italic phrases indicate the phrases that were not
translated by the baseline model; the bold phrases indicate the translation by the pos
and lemma models.

Setup Example
input FDA berkata ia sedang mengkaji semula keputusan itu ,

yang mempunyai tiga puluh hari untuk mematuhinya .
baseline | FDA cho biét ho dang xem xét lai quyét dinh nay ,

nhitng ngudi da ba muoci ngay dé mematuhinya .
lemma FDA cho biét n6 dang xem xét lai cac quyét dinh ,

v6i ba muoi ngay dé tuan theo .
reference | FDA cho biét dang xem xét lai phan quyét nay ,

va ¢6 ba muoi ngay dé tuan theo .
meaning | the FDA says it is reviewing the ruling , which it

has thirty days to comply with .
input beliau dijangka hadir di mahkamah juvana minggu depan .
baseline | 6ng ta diy kién sé c6 mat tai toa an juvana vao tuan téi .
pos ong ta dur kién sé c6 mit tai toa 4n thiéu nién vao tuan téi .
reference | cau bé du kién sé xuat hién tai toa an vi thanh nién vao tuan téi .
meaning | he is expected to appear in juvenile court next week .
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Table 4.28: Sample translation: Indonesian-Vietnamese

Setup Example

input menurut estimasi serikat , antara tahun 2006 dan 2007
hampir 250 penambang tewas dalam kecelakaan .

baseline | theo estimasi cong doan , gitta nam 2006 va nam 2007
gan 250 tho mé da thiét mang trong vu tai nan .

lemma theo wéc tinh ctia cong doan , gitta nam 2006 va nam
2007 gan 250 tho mo6 da thiet mang trong vu tai nan .

reference | theo udc tinh ctia cong doan , gitta nam 2006 va 2007
gan 250 tho mé da thiét mang trong cac vu tai nan .

meaning | according to union estimations , between 2006 and 2007

nearly 250 miners died in accidents .

Table 4.29: Sample translation: Filipino-Vietnamese

Setup Example

input ang linya sa pagitan ng York at Leeds ay isinara ng ilang
oras , na nagpaantala sa ibang serbisyo .

baseline | tuyén dudng gitta ctia York va Leeds da bi déng ciia trong
nhiéu gio , nagpaantala khac ctia dich v .

pos theo duong gitta ciia York va Leeds da bi dong ciia trong
nhiéu gio , tri hoan cia cac dich vu khéc .

reference | tuyén duong gita York va Leeds bi chan trong nhicéu gio |
lam dinh tré nhiéu dich vu khéc .

meaning | the line between York and Leeds was closed for several

hours , delaying other services .
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4.3 Pivot Languages

In previous sections, only one language is used for pivot, and English is typically used
because of this common language. In this section, I investigate several other configura-
tions related to pivot languages. First, I investigate whether other languages can be used
effectively for pivot rather than English. Second, I experiment a technique called rectan-
gulation, which translates a source language to a target language via two pivot languages
rather than one pivot language. Specifically, a pivot language (pivotl) was used as pivot
to translate from the source language to another pivot language (pivot2); then, the pivot2
was used to bridge the translation from the source to the target language.

4.3.1 Using Other Languages for Pivot

Setup I conducted experiments for translation from Indonesian, Malay, and Filipino
to Vietnamese using the Asian Language Treebank corpus. The corpus, which contains
20,084 multilingual sentences, was divided into three sets: 18k sentences for training, 1k
sentences for tuning, and 1k sentences for test sets. I used the other pivot languages for
the triangulation rather than English. For instance, Filipino and Malay were used for
pivot languages to translate from Indonesian to Vietnamese, etc.

Results Experimental results are presented in Table [£.30] Using other languages for
pivot still obtained reasonable results compared with using English, and even higher per-
formance in some cases. For instance, when Malay was used for pivot language to translate
from Indonesian to Vietnamese, a better performance was achieved compared with using
English for pivot (24.44 vs. 23.53 BLEU points). For the other cases, using English for
pivot obtained the highest performance (18.54 BLEU for Filipino-Vietnamese and 26.33
BLEU for Malay-Vietnamese). Finally, I combined three languages for pivot translation to
investigate the performance. The combination setting obtained much improvement rather
than using one pivot language.

Table 4.30: Using other languages for pivot; For each translation, two other languages
were used for pivot rather than English only; the three pivot languages were combined
using interpolation in the previous section (the last lines), similar to Equation

Pivot Dev Test || Pivot Dev Test || Pivot Dev  Test

(id-vi) (fil-vi) (ms-vi)

en 19.46  23.53 || en 13.12 18.54 || en 21.56 26.33
fil 1791 20.73 || id 13.42 18.31 || fil 20.18 23.01
ms 19.92 24.44 || ms 13.30  18.35 || id 22.31 25.14

en-films  20.38  24.89 || en-id-ms 14.15 19.21 || en-fil-id 22.76  27.30
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4.3.2 Rectangulation for Phrase Pivot Translation

I conducted experiments based on a method called rectangulation, using two languages
for pivot. Specifically, the translation from a source language to a target language can be
bridged via two pivot languages. First, one pivot language (pivot!) was used to translate
from the source language to the second pivot language (pivot2). Then, the pivot2 was
used as pivot to translate from the source language to the target language. This can be
applicable when there is no pivot language in which bilingual corpora between the source
and the target paired with the pivot language exist. Therefore, we need to use one more
intermediate language for pivot.

Results Using the same data sets as described in Section [4.3.1] experimental results are
showed in Table [£.31] In most cases, using rectangulation obtained the lower performance
than single pivot language like English, Malay or Indonesian. Nevertheless, rectangulation
achieved higher performance than single Filipino as in Indonesian-Vietnamese (22.24 vs.
20.73 BLEU points), Malay-Vietnamese (24.61 vs. 23.01 BLEU points). Additionally,
rectangulation achieved quite promising results, which are not much lower than using
single pivot. This indicates that when there is no single pivot language, rectangulation
can be considered as a solution.

Table 4.31: Using rectangulation for phrase pivot translation; A pair of pivot lan-
guages was used, for instance Malay and English (ms-en) were used for pivot to translate
from Indonesian to Vietnamese; the rectangulation was compared with using a single pivot
language.

Pivot Dev Test || Pivot Dev Test || Pivot Dev Test

(id-vi) (fil-vi) (ms-vi)

en 19.46  23.53 || en 13.12 18.54 || en 21.56 26.33
fil 1791 20.73 | id 13.42 18.31 || fil 20.18  23.01
ms 19.92 24.44 || ms 13.30 18.35 || id 22,31 25.14

ms-en 18.98  22.24 || id-en 1279  17.68 || id-en 21.11  24.61

4.4 Conclusion

In this chapter, I focus on pivot methods that take advantage existing bilingual corpora to
improve SMT for low-resource languages. I proposed two methods to solve several prob-
lems of the triangulation approach using semantic similarity and integrating grammatical
and morphological information for pivot translation.

In the first section of this chapter, I present a method based on semantic similarity be-
tween pivot phrases in phrase pivot translation. Conventional phrase pivot translation is
based solely on common pivot phrases, which still lacks informative source-target phrase
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pairs. I used some strategies for similarity between pivot phrases: string similarity mea-
sures for phrases containing more than one word; WordNet and word embeddings for
word similarity. Experiments show that using these methods can extract more informa-
tive phrases for pivot translation, which improves pivot translation. Nevertheless, since
the phrase pairs extracted by the traditional triangulation method were a large portion
(about 90% in my empirical study), the additional phrase pairs extracted by the similarity
models showed a small improvement.

In the second section, I propose a method to improve pivot translation using grammat-
ical and morphology information. Part-of-speech tags and lemma forms were added for
the triangulation method instead of using only the surface form of pivot phrases. Experi-
ments were conducted on several Southeast Asian low-resource language pairs: Indonesian-
Vietnamese, Malay-Vietnamese, Filipino-Vietnamese. Experimental results showed that
integrating part-of-speech and lemma information improved the triangulation method
trained on the surface form of pivot phrases by 0.52 BLEU score. This indicates the effec-
tiveness of integrating grammatical and morphological information in pivot translation.

Additionally, I conducted several experiments related to choosing pivot languages: using
other languages for pivot rather than English only as commonly used; rectangulation, a
technique that uses two pivot languages together. I reported the results, which can be
useful for research on phrase pivot translation.

This chapter is a strategy of utilizing existing bilingual corpora while Chapter 3 is
a strategy of building bilingual corpora to enlarge training data for SMT models. The
question is how can we apply both the two strategies effectively and whether these strate-
gies can be combined to exploit the potential of the strategies efficiently. I will move to
Chapter 5 to investigate and answer this question.
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Chapter 5

Combining Additional Resources to
Enhance SMT for Low-Resource
Languages

The previous two chapters present methods of the two strategies: building bilingual cor-
pora to enlarge the training data for SMT models (Chapter 3), and exploiting (or piv-
oting) existing bilingual corpora (Chapter 4). A necessary demand is that whether we
can exploit both the strategies in a model that is able to further improve SMT per-
formance. I combined components of building bilingual corpora and pivoting bilingual
corpora as additional resources to enhance SMT on low-resource languages. Specifically,
sentence alignment is applied to build a bilingual corpus that was then used to train a
phrase table, called alignment component. When using pivot methods, a phrase table of a
source-target language pair, called piwot component, can be generated from source-pivot
and pivot-target bilingual corpora. For the source-target language pair, a direct bilingual
corpus may exist that can be exploited to train a phrase table, called direct component.
The components were combined to enhance SMT. I adopted linear interpolation [70] for
combining the components.

Experiments were conducted on three different low-resource language pairs: Japanese-
Vietnamese; Southeast Asian language pairs of Indonesian, Malay, Filipino, and Viet-
namese; and the European language pair: Turkish-English. The combined models achieved
the significant improvement from 2-3.0 BLEU points, which show the effectiveness of the
model in improving SMT on low-resource languages.

5.1 Enhancing Low-Resource SMT by Combining Ad-
ditional Resources

One of the main problems of SMT for low-resource languages is the unavailability of large
bilingual data. In this work, I aim to further enhance SMT for low-resource language pairs
by combining the additional resources as the following components.
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Direct Component For a language pair, some small bilingual corpora may exist. In
that case, I train a phrase table using the existed bilingual data, called direct component.

SMALL BILINGUAL CORPORA ~ BUILDING BILINGUAL CORPORA | P IVOTMETHODS ............
S Source_target ........... / [ZZT7Z7 A " Source-pivot Pivot-target
bilingual corpus A bilingual corpus bilingual corpus
SENTENCE
ALIGNMENT Phrase tables

‘ y

EIEIRET7)

PIVOT

Source-target
phrase table

- w Source-target |
w phrase table
......................................... \ i /

PHRASE TABLES COMBINATION

Source-target
hrase table

| DECODING| £

%

data sets (source language) data sets (pivot language) data sets (target language)

Figure 5.1: A combined model for SMT on low-resource languages

Alignment Component Since one of the main problems in SMT for low-resource
languages is that large bilingual corpora are unavailable. Therefore, we need to enlarge
the bilingual data from comparable data. The bilingual corpora were then used to train
a phrase table, called alignment component.

Pivot Component When source-pivot and pivot-target bilingual corpora exist, I build
a phrase table based on phrase pivot translation, called pivot component.

Combining Components The three components were combined to generate a phrase
table for decoding. I adapted the linear interpolation [70] for combining phrase tables.
Equation describes the combination of the components.

e d: the direct component
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e ¢: the alignment component

e tr: the pivot component

p(t]s) = Aapa(t|s) + Aapa(t|s) + Aper (] ) (5.1)

where pq(t|s), pa(t|s), and ps-(t|s) stand for the translation probability of the direct,
alignment, and pivot models, respectively.

The interpolation parameters \g, A,, and \;. in which A\; 4+ A\, + s, = 1 were computed
by the following strategies.

e tune: the parameters were tuned using a development data set.

e weights: the parameters were set based on the ratio of the BLEU scores when using
each model separately for decoding the development data set.

Figure describes the combined model.

5.2 Experiments on Japanese-Vietnamese

5.2.1 Training Data

For training data, I used the same training data in the Japanese-Vietnamese pivot ex-
periments as described in previous chapter (Section . Specifically, the Japanese-
Vietnamese corpus includes 83k bilingual sentences of the TED talks and the Bibble
corpora. The Japanese-English corpus contains 329k bilingual sentences from the Kyoto
corpus, and the English-Vietnamese corpus includes 456k sentence pairs from the VLSP
corpus and the IWSLT2015 corpus.

For training language models and word embeddings, the monolingual data sets were
used: 52M sentences of Japanese extracted from Wikipedia, 30M sentences of English
from the 1 Billion Word Language Model Benchmark[l| and 16M Vietnamese sentences
extracted from the website baomoi.comPl

The development and test sets were extracted from several webs such as dongdu.edu.vn,
kaizen.vn, and duhoc.daystar.com.vn including bilingual news and novels: 1200 bilingual
sentences for the development set and 1,266 bilingual sentences for the test set.

5.2.2 Training Detalils

I conducted baseline experiments using the Moses toolkit [43]. The word alignment was
trained using GIZA++ [65] with the configuration grow-diag-final-and. A 5-gram language
model of the target language was trained using KenLLM [31]. For tuning, I used the batch
MIRA [13]. For evaluation, I used the BLEU scores [66].

Thttp: //www.statmt.org/Im-benchmark/
http:/ /www.baomoi.com/
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5.2.3 Main Results

Using the baseline setting to train on the Japanese-Vietnamese bilingual data (direct
model), the baseline system obtained 6.18 BLEU score on the test set, and 8.26 BLEU
score on the development set (Table [5.1)).

Table 5.1: Japanese-Vietnamese results on the direct model - trained on the small
Japanese-Vietnamese bilingual corpus (83k bilingual sentences)

System | Development Test
(BLEU) (BLEU)

direct 8.26 6.18

The scores indicate a low performance which requires investigations in both aspects:
the challenges in terms of the languages (different structures between Japanese and Viet-
namese), and the limited amounts of the training data. For the challenges of the languages’
structures, it requires further researches. In this work, I focus on improving the problem
of limited bilingual data by using methods of pivot translation and building bilingual
corpora from comparable data.

I combined the two components: building bilingual data and the pivot translation with
the baseline model to create a framework for improving SMT. Using the linear interpola-
tion to combine phrase tables, I describe the experimental results in Table

Table 5.2: Japanese-Vietnamese results on the combined models - direct, pivot,
wiki: the direct, pivot, alignment components; direct-pivot: the combination of the direct
and pivot models; tuning, weights: the combination settings

System Dev (BLEU) | Test (BLEU)
direct 8.26 6.18
direct-wiki (tuning) 8.59 6.65
direct-wiki (weights) 8.57 6.69
direct-pivot (tuning) 8.82 7.73
direct-pivot (weights) 8.41 8.69
combined model (tuning) 8.78 7.86
combined model (weights) 8.31 8.66 (+2.48)

The experimental results showed that using the weights setting in the linear inter-
polation produced better performance than the tuning setting. The aigned corpus from
Wikipedia improved the direct model with +0.47 to +0.51 BLEU scores. For pivot trans-
lation, this improved significantly with +2.51 BLEU score. my framework significantly
improved the direct model trained on small bilingual corpora (42.48 BLEU). This showed
the contribution of the framework in improving the SMT on low-resource data. Neverthe-
less, this experimental result also indicates a problem in combining the three components
in which the combination with the aligned data from Wikipedia slightly decreased the
performance of the combination: direct and pivot only. This can be affected by some
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aspects: the overlap in vocabulary between the pivot and the aligned models; the noisy
sentences in the aligned model.

Improvement on the baseline system with low BLEU points Although my model
achieved a significant improvement on Japanese-Vietnamese with +2.5 BLEU point, a
question can be whether the improvement on such baseline system with low performance
is reliable. Working on machine translation for the language pair like Japanese-Vietnamese
faces many challenges. First, the languages differ in language structures: Subject-Verb-
Object in Vietnamese versus Subject-Object-Verb in Japanese. Second, several informa-
tion can be hidden in Japanese such as pronoun. Fortunately, statistical methods in ma-
chine translation can discover some translation rules automatically even on such challenges
as long as we provide a large parallel data for training. Nevertheless, such large parallel
data also does not exist between Japanese and Vietnamese. Therefore, although showing
promising results in translation for many language pairs, statistical methods also failed
with such low-resource languages as Japanese-Vietnamese. The challenges are doubled
because the task for machine translation now has to deal with not only the differences in
linguistics but also the limited training data.

In order to verify whether the proposed model actually improve the baseline or not, I
conducted a set of tests called statistical significance tests as discussed in previous chapter.
First, I choose a big test set of Japanese-Vietnamese from the Asian Lanugage Treebank
corpus [80] including 20,084 parallel sentences. The baseline and proposed systems were
used to test on the big test set. Then, I generated a larger number of test sets by using
the broad sample and randomly drawn test sets methods as discussed in previous chapter.
A size of 400 sentences was used for each test set. Experimental results are presented in
Table (.3 and Table 5.4

Table 5.3: Results of Japanese-Vietnamese on the big test set

System BLEU
direct 9.82
combined model (weights) | 10.28
combined model (tune) 10.19

Table 5.4: Results of statistical significance tests on Japanese-Vietnamese

System Comparison BLEU | Size 400
combined model (weights) | 0.46% 33%

better than direct
combined model (weights) | 0.37% 33%
better than direct

The experimental results reveal that the proposed systems outperform the baseline
system on even a very big test set. Furthermore, the statistical significance test sets also
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confirm that the proposed systems actually outperform the baseline system. We draw 33%
correct conclusion that the proposed systems outperform the baseline system, and there
are no wrong conclusion.

5.3 Experiments on Southeast Asian Languages

I conducted experiments using the combined model on other languages including transla-
tions from Indonesian, Malay, and Filipino to Vietnamese, which are low-resource South-
east Asian language pairs that have not been yet investigated according to my best knowl-
edge.

5.3.1 Training Data

I used the same training data of the Southeast Asian pivot translation as described in the
previous chapter (Section. The training data was extracted from the TED corpus [9]
and the ALT corpus [80]: 226k parallel sentences for Indonesian-Vietnamese, 33k parallel
sentences for Malay-Vietnamese, and 22k parallel sentences for Filipino-Vietnamese. For
each language pair, the development set includes 2k bilingual sentences, and the test set
includes 2,074 bilingual sentences, which were extracted from the ALT corpus.

English was used for the pivot language. Bilingual corpora for training pivot models
were extracted from the TED corpus and the ALT corpus: Indonesian-English (244k
parallel sentences), Malay-English (31k parallel sentences), Filipino-English (21k parallel
sentences), and English-Vietnamese (377k parallel sentences).

Monolingual data sets of Indonesian, Malay, and Filipino were extracted from Wikipedia:
Indonesian (1.4M sentences), Malay (596k sentences), and Filipino (682k sentences). For
Vietnamese, the same monolingual data as described in the previous chapter was used
that is 16M sentences extracted from the baomoi.com, a website of articles in Vietnamese.

5.3.2 Training Details

I used the same training setup as in the Japanese-Vietnamese setting.

5.3.3 Main Results

Table[5.5|presents the baseline experimental results. Unlike the baseline results of Japanese-
Vietnamese, the baseline models on the Southeast Asian languages showed the much
higher performance with 30.36 BLEU score (Indonesian-Vietnamese), 32.81 BLEU score
(Malay-Vietnamese), and 24.29 BLEU score (Filipino-Vietnamese) although the training
data sets are limited especially in Malay-Vietnamese and Filipino-Vietnamese.

I finally combined the alignment model and the proposed pivot translation with the
direct model for the final objective that aims to improve SMT for low-resource languages.
The components were combined using the linear interpolation based on the weights setting

7



5.3. EXPERIMENTS ON SOUTHEAST ASIAN LANGUAGES

Table 5.5: Southeast Asian results on the direct models (BLEU) - id: Indonesian,
ms: Malay, fil: Filipino, vi: Vietnamese

System | Development | Test
id-vi 29.97 | 30.46
ms-vi 30.09 | 32.81
fil-vi 22.10 | 24.29

(the ratio of BLEU scores on the test set). Table presents the experimental results of
the framework.

Table 5.6: Southeast Asian results on the combined model

Model Dev (BLEU) | Test (BLEU)
direct: id-vi 29.97 30.46
direct-wiki: id-vi 30.02 30.48
direct-pivot: id-vi 29.85 33.60
my framework: id-vi 30.04 33.46 (+3.0)
direct: ms-vi 30.09 32.81
direct-wiki: ms-vi 30.09 32.69
direct-pivot: ms-vi 29.81 35.73
my framework: ms-vi 29.97 | 35.85 (+3.04)
direct: fil-vi 22.10 24.29
direct-wiki: fil-vi 21.98 24.34
direct-pivot: fil-vi 21.84 26.67
my framework: fil-vi 21.83 | 26.69 (+2.40)

For experimental results described in Table[5.6, although the aligned models have shown
promising results without the direct bilingual data, the models do not show significant
improvement when combined with the direct models which produced quite high perfor-
mance. Meanwhile, pivot translation models obtained much improvement when combined
with the baseline models. Finally, in my framework, I obtained a significant improvement
for the low-resource setting (the direct model with limited bilingual data). Specifically, my
framework obtained +2.4 to +3.04 BLEU scores improvement, which were significantly
contributed by the pivot translation, and a small contribution from the aligned corpora. In
overall, when bilingual data sets are unavailable or in limited amounts, which are popular
for most languages, the proposed framework can be a solution to help improving SMT on
such low-resource languages.
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5.4 Experiments on Turkish-English

In this section, I present the experiments on Turkish-English using the proposed model,
and the results that I submitted to the shared task of machine translation (WMT 17).E]

System Combination I exploited two resources to enhance machine translation for
the low-resource setting: a bilingual corpus extracted from Wikipedia, and bilingual cor-
pora of Turkish and English paired with the six pivot languages. My goal now is to utilize
the resource most effectively. I introduce a system combination which includes the follow-
ing components. First, I trained a phrase table based on the Wikipedia bilingual corpus,
called align component. Second, using the phrase pivot translation, I obtained pivoted
phrase table, called the pivot components. Additionally, I trained a phrase table using
the Turkish-English training data, called baseline component. The components were com-
bined to generate a phrase table for decoding. I adapted the linear interpolation [70] for
combining phrase tables. Equation describes the combination of the components.

p(tls) =Aapa(t]s) + Aapa(t]s)
+ Apup1(t]s) + Apopa(t]s) 4+ Apyps(t]s) (5.2)
+ )‘p4p4(t‘8) + >‘p5p5(t’8) + )‘pep6<t’5)

Where py(t|s), pa(t|s), and ps-(t|s) stand for the translation probability of the baseline,
align, and the pivot components, respectively. p;(t|s),7 = 1..6 stand for the translation
probability of the six pivoted phrase tables.

The interpolation parameters Ag, A,, and A, (¢ = 1..6) in which Ay + A\, + \,, = 1 were
tuned using the development set (newsdev2016) provided by the shared task.

5.4.1 Training Data

For training data, I used the data provided by the shared task: 207k Turkish-English
bilingual sentences that was extracted from the SETIMES2 corpus [81]. The corpus was
preprocessed: word tokenization, truecase, and clean that keep sentences of 1-80 words
using the Moses scriptsE]

For development and test sets, I used the newsdev2016 (1,001 bilingual sentences)
for tuning parameters, the newstest2016 (3,000 bilingual sentences) and newstest2017
(3,007 bilingual sentences) for evaluation. These data sets are provided by the shared
task WMT17.

For monolingual data, I used the monolingual data sets provided by the shared task:
40M sentences of Turkish and 40M sentences of English.

I used bilingual data sets of the SETIMES2 corpus [81] the same resource of the
Turkish-English training data in the shared task, for training phrase pivot translation. I
used six pivot languages to bridge the translation between Turkish and English: Bulgarian,

3http://www.statmt.org/wmt17 /translation-task.html
4https://github.com/moses-smt /mosesdecoder /tree/master /scripts/tokenizer
Shttp://opus.lingfil.uu.se/SETIMES2.php
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Bosnian, Greek, Macedonian, Romanian, and Albanian. The bilingual corpora for the
pivot translation are presented in Table [5.7]

Table 5.7: Bilingual corpora for Turkish-English pivot translation (the number
of parallel sentences); tr: Turkish, en: English; tr-pivot: the bilingual corpus of Turkish
and the pivot language

No. | Pivot language | tr-pivot | pivot-en
1 bg (Bulgarian) 206k 213k
2 bs (Bosnian) 133k 138k
3 el (Greek) 206k 226k
4 mk (Macedonian) 202k 207k
5 ro (Romanian) 205k 212k
6 sq (Albanian) 206k 227k

5.4.2 Training Detalils

I conducted baseline experiments using the Moses toolkit [43]. The word alignment was
trained using GIZA++ [65] with the configuration grow-diag-final-and. A 5-gram language
model of the target language was trained using KenLM [31]. For tuning, I used batch
MIRA |[13]. For evaluation, I used the BLEU scores [66].

5.4.3 Results

Experimental results are presented in Table |5.8 and Table The results of my system
can be accessible at the Shared Task on Machine Translation (WMT17). [f

Table 5.8: Experimental results on the Turkish-English (BLEU); baseline (align):
the system trained on the baseline (the aligned Wikipedia) bilingual corpus; pivot (bs),
pivot (6): the phrase pivot translation system using one pivot language (bs: Bosnian) or
using all of the 6 pivot languages; baseline-pivot(6)-align: the system combination of
the baseline, align, and 6 pivot components.

Model newsdev2016 | newstest2016 | newstest2017
baseline 12.28 12.3 12.0

align 7.67 8.1 7.9

pivot (bs) 7.47 11.0 7.6
baseline-align 13.35 12.9 (4+0.6) 12.7 (+0.7)
baseline-pivot(bs) 12.39 13.1 (+0.8) 12.4 (+0.4)
baseline-pivot(bs)-align | 13.02 13.0 (4+0.7) 12.7 (+0.4)
baseline-pivot(6)-align | 14.04 13.7 (4+1.4) 13.1 (41.1)

Shttp://matrix.statmt.org/
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Table 5.9: Experimental results on the English-Turkish translation (BLEU).

Model newsdev2016 | newstest2016 | newstest2017
baseline 8.66 9.3 9.9

align 5.96 6.3 6.6

pivot (bs) 6.01 8.2 6.3
baseline-align 8.87 9.3 10.0 (+0.1)
baseline-pivot 9.01 9.6 (+0.3) 9.7
baseline-pivot(bs)-align | 8.98 9.6 (+0.3) 9.9
baseline-pivot(6)-align | 10.11 9.7 (+0.4) 10.4 (+0.5)

Building A Parallel Corpus A bilingual corpus of Turkish-English was built from
Wikipedia. Table presents the input data and the results of building the corpus.
After extracting parallel titles and collecting 2M articles in Turkish and 3M articles in
English, I obtained 48k bilingual sentences. The corpus was cleaned to keep sentences of
1-80 words.

Table 5.10: Building a bilingual corpus of Turkish-English from Wikipedia. (the
number of parallel sentences)

Turkish | English
Input articles 188,235 192,512
Input sentences 2,030,931 | 3,023,324
Bilingual articles 184,154 184,154
Aligned articles 22,100 22,100
Aligned sentences | 48,554 48,5564

Although the aligned Wikipedia corpus contains a small number of parallel sentences
(48k) compared with the direct training data (207k), the phrase-based models trained on
the Wikipedia corpus showed a quite promising result: 7.9 BLEU point on the Turkish-
English and 6.6 BLEU point on the English-Turkish. When the baseline model was com-
bined with the align model, I achieved a significant improvement: +0.6 and 40.7 BLEU
points on the Turkish-English of the newstest2016 and newstest2017, respectively. The
results showed the effectiveness of the extracted corpus to enhance machine translation on
the low-resource setting. Nevertheless, the task becomes more challenge on the English-
Turkish. Although the Wikipedia corpus showed the contribution on the Turkish-English
translation, there was no improvement on the English-Turkish translation when I achieved
only +0.1 BLEU point on the newstest2017.

Phrase Pivot Translation For the phrase pivot translation models, using one pivot
language (bs: Bosnian) showed the competitive performance on the newstest2016 of the
Turkish-English: 11.0 BLEU point vs. 12.3 BLEU point (baseline), or 8.2 BLEU point vs.
9.3 BLEU point (baseline) on the English-Turkish.
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When the pivot model (using one pivot language of Bosnian) was combine with the
baseline model, I achieved the improvement on both translation directions: +0.8 BLEU
point on the Turkish-English, and +0.3 BLEU point on the English-Turkish of the new-
stest2016. For the newstest2017, I achived the improvement only on the Turkish-English
(+0.4 BLEU point).

The results confirmed the contribution of the phrase pivot translation. Nevertheless,
there was no improvement on some cases. Therefore, I seek to the combination of all
components: the baseline, align, and pivot components (from one pivot language to six
pivot languages).

System Combination I would like to exploit the components most effectively to im-
prove machine translation on the low-resource setting. The baseline, align, and pivot com-
ponents were combined in a model. When using one pivot language (Bosnian), I achieved
the improvement in most cases: +0.7 and +0.4 BLEU points on the newstest2016 and
newstest2017 of the Turkish-English. For the English-Turkish, I achieved the improve-
ment of +0.3 BLEU point on the newstest2016; however, there was no improvement on
the newstest2017, in which the pivot model did not showed the contribution.

Interestingly, using six pivot languages showed the significant improvement in all set-
tings. For the Turkish-English, I achieved +1.4 and +1.1 BLEU points on the newstest2016
and newstest2017, respectively. For the English-Turkish, the combined system showed
+0.4 BLEU point (newstest2016) and +0.5 BLEU point (newstest2017).

I submitted my systems using the system combination of the baseline, align, and six
pivot languages in the phrase pivot translation.

5.5 Analysis

In this section, I discuss several aspects of the combined model that improves the SM'T
performance for low-resource languages.

5.5.1 Exploiting Informative Vocabulary

Table 5.11: Out of vocabulary ratio on the combined model (%)

Model ja-vi | id-vi | ms-vi | fil-vi
direct 20.68 | 12.97 | 16.66 | 24.89
wiki 48.05 | 28.84 | 37.62 | 61.72
direct-wiki 18.95 | 12.56 | 15.41 | 24.29
pivot 41.51 | 13.61 | 18.05 | 26.64
pivot-similarity | 39.46 | 12.56 | 17.23 | 24.73
direct-pivot 14.46 | 11.52 | 15.05 | 22.11
direct-pivot-wiki | 13.47 | 11.02 | 14.10 | 21.67
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I present the out of vocabulary ratio in Table [5.11} There are some interesting obser-
vations from the ratio. First, using the interpolation of direct models and pivot and wiki
models reduced the out of vocabulary ratio, which leads to the improvement in all language
pairs. Second, the performance was effected by not only the OOV ratio. For instance, al-
though the OOV ratio in the direct model of Japanese-Vietnamese (20.68) is lower than
that of Filipino-Vietnamese (24.89), the BLEU score of the Japanese-Vietnamese (6.18)
is much lower than that of Filipino-Vietnamese (24.29). This problem can be caused by
other reasons like reordering or the differences in language structures.

By using the combined model that combines the two strategies: building bilingual cor-
pora (alignment component), and taking advantage existing bilingual corpora (pivot com-
ponent), a set of informative vocabulary can be exploited that overcomes the problem of
sparse data in which the direct model contains only a small vocabulary size. This is one
of the main factors to improve SMT on low-resource languages using the proposed model.

5.5.2 Sample Translations

I present examples of the OOV problem in Table [5.12] Pivot and wiki models generate
correct translations that can improve the OOV problem in the baseline models.
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Table 5.12: Sample translations (Japanese-Vietnamese). input (input sentence of
ja (Japanese)); reference (reference sentence of vi (Vietnamese)); Meaning: the English
meaning translated by the authors in the italic; direct: trained on the direct corpus;
direct-pivot: the combined model of the direct and pivot components; the underline:
phrases were not translated by the direct model (OOV). The bold words: correct trans-
lations generated by the proposed models that showed the improvement

System Examples

ja (input) Ll ol . HLIISFIC . MW SA & LA B &L
IME S A b FL 2.

vi (reference) ngay xita ngay xua , ¢ ngdi chtia trén nii no , ¢ vi tru tri va
chi tiéu lanh trf .

Meaning Once upon a time, in a temple on the mountain, there was a
monk and a quickwitted novice.

direct Vi, e xua , [1ISF fiIfe] /)M béi do chay tron ! Ut phéi , va
ngoi khen ma nggi khen .

direct-pivot lau 1di , da c6 mot sd nii duge cho la tu si , do d6 , ngudi

Nhat Bén ) né .
direct-pivot-wiki | lau roi , da c6 mot s6 nii dude cho 1a tu si , do d6 , ngudi
Nhat Bén ) nd hoa .

ja (input) L kE kB K ETIE ETY ELS T FmwWnNA R
A=

vi (reference) - Nay nay , Dén Osaka thi rat la xa va vat va lam day . op op

Meaning " Alright, it is very far to Osaka, it is very hard"

direct KB , kéo " rat xa , chorang , " 7@ !,

direct-pivot " cho dén Osaka , kéo , rat , rat , rat xa 7 . "

direct-pivot-wiki | " cho dén Osaka , kéo , rat , rat xa 7 12 1a clia ban .
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Table 5.13: Sample
Malay-Vietnamese)

translations - on the combined model (Indonesian-Vietnamese,

System

Examples

id (input)

peluncuran yang sukses akan membuat Korea Selatan bisa menjadi
pemain di dalam bisnis komersial luar angkasa yang nilai
industrinya berkisar USD250 miliar .

vi (reference)

mot vu phong thanh cong sé ¢ thé gitp Han Quoc tré thanh mot
thanh vién trong cac thuong vu phong khong gian thuong mai |
mot nganh cong nghiép tri gia khoang US $ 250 ty .

Meaning A successful launch will enable Korea to become a member of the
commercial space launch , an industry worth about US § 250 billion
direct phong thanh cong sé tao ra Han Quoc c6 the tré thanh mot van

dong vién trong kinh doanh thuong mai khong gian ma gia tri
industrinya xoay USD250 ty .

direct-pivot

phong thanh cong sé tao ra Han Quoc c6 thé trd thanh cau thi
trong kinh doanh thuwong mai khong gian gia tri cong nghiép
kéo dai USD250 t3 .

direct-pivot-wiki

phéng thanh cong sé tao ra Han Quoc c6 thé trd thanh cau thi
trong kinh doanh thuwong mai khong gian gia tri cong nghiép
kéo dai USD250 t7 .

ms (input)

kenyataan jawatankuasa itu mendapat sokongan daripada pencinta
alam sekitar dan juga dari beberapa industri sektor tenaga .

vi (reference)

tuyen bo ciia Uy ban da thu hat duge sy ting ho tit cde nha hoat
dong moi truong ciing nhu tit mot s6 nganh cong nghiép vé linh
vic nang lugng .

Meaning The Commission’s statement has garnered support from
environmentalists as well as from some industries in the field
direct tuyén bd ctia ity ban nay da nhan dude sy ing ho tit pencinta

moi trudng va cling tit mot so6 nganh cong nghiép
cua khu vie nang lugng .

direct-pivot

tuyén bd ctia tty ban nay da nhan dude sy ing ho ti
cac nha moi trudng ciing nhu tit mot sé6 nganh cong nghiép
khu vie nang lugng .

direct-pivot-wiki

tuyén bo ctia ity ban nay da nhan dude si ing ho ti
cac nha moi trudng va ciing tit mot s6 nganh cong nghiep
khu vire nang lugng .
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Table 5.14: Sample translations - using the combined model (Filipino-Vietnamese))

System Examples

fil (input) ang balat ng lalaki ay nakadikit na sa tela ng silya , ayon pa sa mga
opisyal ng batas , isa sa kanila ay kinailangan pang itapon ang
kanyang uniporme pagkatapos pumunta sa nasabing tahanan .

vi (reference) da ctia nguoi dan o6ng da dinh chit v6i vai ciia ghé tia , cdc nhan
vien thyc thi phap luat cho biét , mot trong s6 d6 da phai viit bd
dong phuc ctia minh khi tré vé nha .

Meaning The man’s skin was attached to the fabric of the chair , one of
them had to throw away his uniform when he returned home , said
law enforcement officers

direct da ctia nguoi dan 6ng nay con noéi véi det may ctia chiée ghé , cho
biét cac quan chitc ciia phap luat , mot trong sd dé da duge viit
b6 uniporme cta minh sau khi di trong ngoi nha nay .

direct-pivot da ctia nhitng nguoi dan ong da gan lién véi véi dét may cia
chiéc ghé , cling theo céc quan chitc ctia luat phap , mot ngudi
trong s6 ho da vitt bé dong phuc ctia minh sau khi tham du
trong cac ngoi nha .

direct-pivot-wiki | da clia nhitng nguoi dan 6ng da gan lién véi véi dét may cia
chiéc ghé , ciing theo céc quan chiic ciia luat phap , mot trong s
dé 1a duge vitt bé dong phuc ciia minh sau khi tham duy trong
cac ngoi nha .

5.6 Conclusion

In this chapter, I seek to the problem of whether the two strategies of building and pivoting
bilingual corpora can be combined effectively to exploit the additional data and further
improve SMT performance. I present a combined model that combines several components
for SMT on low-resource languages: the pivot component (for the strategy of exploiting
existing bilingual corpora), the alignment component (trained on the corpus built from
comparable data for the strategy of building corpus to enlarge training data for SMT
models), and the direct component (trained on any available existed direct corpus).
Three language pairs were used in experiments to evaluate the proposed model: Japanese-
Vietnamese; Southeast Asian languages (Indonesian, Malay, Filipino, Vietnamese); and
Turkish-English. Various settings of the combined model were conducted among compo-
nents and the interpolation settings: the tuning that was based on a given tuning set,
and the weights that was based on the ratio of BLEU scores when decoding the tuning
set. Experimental results showed a significant improvement when applying the proposed
model in which +2.0 to +3.0 BLEU points improvement were achieved although there
exist small direct bilingual corpora on the low-resource language pairs. This confirms the
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effectiveness and contribution of the proposed model in improving SMT for low-resource
languages.

The three chapters 3, 4, and 5 present methods related to two strategies of building
bilingual corpora and exploiting existing bilingual corpora that were applied and evaluated
on SMT, statistical methods. Another kind of methods that has effectively and successfully
applied in several rich language pairs recently: neural machine translation (NMT). The
problem is whether NMT can be applied successfully to low-resource languages. The next
chapter presents investigations of utilizing NMT on low-resource languages.
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Chapter 6

Neural Machine Translation for
Low-Resource Languages

Previous chapters present methods of the two strategies in improving SMT for low-
resource languages: building bilingual corpora and exploiting existing bilingual corpora
that were applied and evaluated on statistical methods (SMT). Recent work of neural
machine translation (NMT) has shown the effectiveness on rich language pairs, which in-
clude several upto tens million of bilingual sentences like English-German, English-French.
Neural-based and phrase-based methods have shown the effectiveness and promising re-
sults in the development of current machine translation. The two methods are compared
on some European languages, which show the advantages of the neural machine trans-
lation. Nevertheless, there are few work of comparing the two methods on low-resource
languages, which there are only small bilingual corpora. The problem of unavailable large
bilingual corpora causes a bottleneck for machine translation for such language pairs. In
this chapter, I present a comparison of the phrase-based and neural-based machine transla-
tion methods on several Asian language pairs: Japanese-English, Indonesian-Vietnamese,
and English-Vietnamese. Additionally, I extracted a bilingual corpus from Wikipedia to
enhance machine translation performance. Experimental results showed that when us-
ing the extracted corpus to enlarge the training data, neural machine translation models
achieved the higher improvement and outperformed the phrase-based models. This work
can be useful as a basis for further development of machine translation on the low-resource
languages. Additionally, a recent work in transfer learning for low-resource neural machine
translation achieved promising results and showed potentials for my work in further de-
veloping this method. I discuss this transfer learning method and several strategies that
can be developed in further research.

6.1 Neural Machine Translation

In my work, I based on the model of |71], which are encoder-decoder networks with an
attention mechanism [1]. First, I briefly discuss some background information. Then, I
discuss building synthetic training data in pivot translation using NMT.
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6.2. PHRASE-BASED VERSUS NEURAL-BASED MACHINE TRANSLATION ON
LOW-RESOURCE LANGUAGES

In addition to some background knowledge of neural-based machine translation as pre-
sented in Section [2.4] T discuss two essential background: attention mechanism and dealing
with rare and unknown words in neural-based machine translation, which were used in
my experiments.

6.1.1 Attention Mechanism

As shown in [1], the translation performance decreases when translating long sentences.
Instead of encoding entire the input sentence into the context vector, the most relevant
information of the input sentence is encoded into the single, fixed-length vector. The
representation c¢ for the source sentences is set as follows.

¢ =[h1, ..., h] (6.1)
There are two stages in the function f in Equation [2.18 attention context and ex-
tended recurrent neural network (RNN). In the attention context, an alignment vector a;
is learned by comparing the previous hidden h;_; with individual source hidden states in
the context vector ¢; then the model derives a weighted average (¢;) of the source hidden
states based on the alignment vector a;. For the second stage, extended RNN, the RNN
unit is expanded for the context vector ¢; in addition to the previous hidden state h;_;
and the current input ¢;_; to compute the next hidden state h;.

6.1.2 Byte-pair Encoding

In order to overcome the problem of out-of-vocabulary, [72] proposed a method for open-
vocabulary translation by encoding rare and unknown words as sequences of subword
units. This is because various word classes can be translated by smaller units like compo-
sitional translation for compounds, phonological and morphological transformations for
cognates and loanwords. In order to do that, words are segmented using byte-pair encoding
that originally devised as a compression algorithm [26].

6.2 Phrase-based versus Neural-based Machine Trans-
lation on Low-Resource Languages

SMT and NMT models have shown successfully in language pairs in which large bilin-
gual corpora are available such as English-German, English-French, Chinese-English, and
English-Arabic. There are some work that evaluated the phrase-based versus neural-based
methods such as the comparison of the two methods on English-German [2], the compari-
son on 30 translation directions on the United Nations Parallel Corpus [35]. Nevertheless,
for low-resource settings like Asian language pairs which contain only small bilingual cor-
pora, there are few work of the comparison of the two methods on such language pairs.
Additionally, the problem of unavailable large bilingual corpora causes a bottleneck for
machine translation on such languages.
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LOW-RESOURCE LANGUAGES

In this work, I compared the SMT and NMT methods on several low-resource language
pairs. The standard phrase-based SMT is the well-known Moses toolkit [43]. For NMT
models, I utilized the state-of-the-art model [71] in the WMT 2016[T| which used encoder-
decoder networks with attention mechanism and open-vocabulary translation. Experi-
ments were conducted on Asian language pairs: Japanese-English, Indonesian-Vietnamese,
and English-Vietnamese with only small bilingual corpora. Furthermore, in order to over-
come the problem of unavailable large bilingual corpora, I extracted a bilingual corpus
from Wikipedia to enhance machine translation on both SMT and NMT models. More-
over, I aim to evaluate the effects of enlarging training data to the two different machine
translation methods and to the overall performance. Experimental results showed mean-
ingful findings in the comparison of the two machine translation methods on the low-
resource settings. This work can be useful as a basis for further development of NMT as
well as machine translation in general on the low-resource languages. The scripts, corpora,
and trained models used in this research can be found at the repositoryf]

6.2.1 Setup

I conducted experiments on Asian language pairs: Japanese-English, Indonesian- Viet-
namese, and English-Vietnamese using the two machine translation methods: SMT and
NMT. Additionally, I extracted a bilingual corpus from Wikipedia to enhance the machine
translation on both of the two methods.

For SMT models, I used the Moses toolkit [43]. The word alignment was trained using
GIZA++ [65] with the configuration grow-diag-final-and. A 5-gram language model of
the target language was trained using KenLLM [31]. For tuning, I used the batch MIRA
[13]. For evaluation, I used the BLEU scores [66].

For NMT models, I adapted the attentional encoder-decoder networks combined with
byte-pair encoding [71]. In our experiments, I set the word embedding size 500, and
hidden layers size of 1024. Sentences are filtered with the maximum length of 50 words.
The minibatches size is set to 60. The models were trained with the optimizer Adadelta
[99]. The models were validated each 3000 minibatches based on the BLEU scores on
development sets. I saved the models for each 6000 minibatches. For decoding, I used
beam search with the beam size of 12. I trained NMT models on an Nvidia GRID K520
GPU.

6.2.2 SMT vs. NMT on Low-Resource Settings

Experiments on Japanese-English 1 conducted experiments on Japanese-English
using the Kyoto bilingual corpora [60]. The training data includes 329,882 parallel sen-
tences. For the development and the test data, there are 1,235 parallel sentences in the
development set and 1,160 parallel sentences in the test set (see Table for the data
sets).

http://www.statmt.org/wmt16/
Zhttps://github.com/spt41bk/MT-LowRec
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Table 6.1: Bilingual data set of Japanese-English of the training set (Train), de-
velopment set (Dev), and test set (Test); Words: the number of tokens split by spaces;
Vocabulary: the number of distinct words

Train Dev Test

Sentences 329,882 | 1,235 | 1,160
Japanese Words 6,085,131 | 34,403 | 28,501
English Words 5,911,486 | 30,822 | 26,734

Japanese Vocabulary 114,284 | 4,909 | 4,574
English Vocabulary 161,655 | 5,470 | 4,912

Experimental results of Japanese-English translation are showed in Table[6.2] The NMT
model obtained 11.91 BLEU point on the development set. For the test set, the model
achieved 14.91 BLEU point after training 20 epochs. Meanwhile, the SMT model obtained
the higher performance: +1.18 BLEU point on the development set, and +2.86 BLEU
point on the test set. The experimental results indicated that for a small bilingual corpus
(329k parallel sentences of the Japanese-English Kyoto corpus), the SMT model showed
the higher performance than the NMT model.

Table 6.2: Experimental results in Japanese-English translation (BLEU)

Model | Dev | Test
SMT 13.09 | 17.75
NMT 11.91 | 14.91

Experiments on Indonesian-Vietnamese [ conducted experiments on the Indonesian-
Vietnamese language pairs, which has yet investigated on machine translation to our best
knowledge. For training data, I used two resources: TED data [9] and the ALT corpus
(Asian Language Treebank Parallel Corpus) [80]. I extracted Indonesian-Vietnamese par-
allel sentences from the TED data. For the ALT corpus, I dived the Indonesian-Vietnamese
bilingual corpus into three parts: 16,000 sentences for training, 1,000 sentences for the de-
velopment set, and 1,084 sentences for the test set. I combined the Indonesian-Vietnamese
TED data with the training set extracted from the ALT corpus to create 226,239 training
sentence pairs. The data sets are described in Table [6.3]

I showed the experimental results of the Indonesian-Vietnamese translations in Table
[6.4f The NMT model achieved 14.48 BLEU point on the development set and 14.98 BLEU
point on the test set after training 22 epochs. Meanwhile, the SM'T model obtained the
much higher performance: 27.37 BLEU point on the development set and 30.17 BLEU
point on the test set.
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Table 6.3: Bilingual data sets of Indonesian-Vietnamese translations

Train Dev Test

Sentences 226,239 | 1,000 | 1,084
Indonesian Words 1,932,460 | 22,736 | 25,423
Vietnamese Words 2,822,894 | 32,891 | 36,026

Indonesian Vocabulary 52,935 | 4,974 | 5,425
Vietnamese Vocabulary 29,896 | 3,517 | 3,751

Table 6.4: Experimental results on Indonesian-Vietnamese translation (BLEU)

Model | Dev | Test
SMT 27.37 | 30.17
NMT 14.48 | 14.98

Experiments on English-Vietnamese [ conducted experiments on English- Viet-
namese using the data sets of the IWSLT 2015 machine translation shared task [10]. The
constrained training data contained 130k parallel sentences from the TED talks[)| I used
the tst2012 for the development set, tst2013 and tst2015 for the test sets.

In addition, I used two other data sets to enlarge the training data from the two
resources: the corpus of National project VLSP (Vietnamese Language and Speech Pro-
cessing)] and the EVBCorpus [62]. The two data sets were merged with the constrained
data to create a large training data called unconstrained data. This aims to investigate
how the large training data affects the SM'T and NMT models.

Table 6.5: Experimental results English-Vietnamese translations (BLEU); con-
strained (SMT): the model trained on the constrained data using SMT; unconstrained
(NMT): the model trained on the unconstrained data using NMT

System tst2012 | tst2013 | tst2015
constrained (SMT) 23.80 26.54 24.42
constrained (NMT) 20.21 23.59 17.27
unconstrained (SMT) 34.42 27.19 25.41
unconstrained(NMT) | 24.05 26.71 22.30

Experimental results of English-Vietnamese are presented in Table In overall, the
SMT model obtained the higher performance than the NMT model (26.54 vs. 23.59 BLEU
points on the tst2013 using the constrained data, 25.41 vs. 22.30 BLEU points on the
tst2015 using the unconstrained data). Another point is the effect of enlarging the training

3https://www.ted.com/talks
4http:/ /visp.vietlp.org:8080/demo/?page=home
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data using the unconstrained data set. Enlarging the training data (increasing from 130k
to 456k parallel sentences) improved both SMT and NMT models. Specifically, the SMT
model achived 4+0.65 BLEU point on the tst2013 and +0.99 BLEU point on the tst2015.
The interesting point is that the NMT model showed the higher improvement than the
SMT model when using the unconstrained data: +3.12 BLEU point on the ¢st2013 and
+5.03 BLEU point on the tst2015.

6.2.3 Improving SMT and NMT Using Comparable Data

Building An English-Vietnamese Bilingual Corpus from Wikipedia As pre-
sented in Chapter [3] I used the Wikpedia database dumps to extract parallel titles, which
were updated on 2017-01-20. After collecting, processing, and aligning sentences in par-
allel articles, I obtained 408,552 parallel sentences for English-Vietnamese. The extracted
corpus are available at the repository of this work.

Table 6.6: Experimental results of English-Vietnamese using the corpus ex-
tracted from Wikipedia (BLEU); Wikipedia (NMT): the model trained on the
extracted corpus from Wikipedia using NMT models; unconstr+Wikipedia: the un-
constrained data was merged with the Wikipedia corpus for the training data; Stanford:
the Stanford system [49] participated in the IWSLT 2015 shared task, which is the only
team using NMT on the English-Vietnamese translation

System tst2012 | tst2013 | tst2015
Wikipedia (SMT) 18.40 22.06 20.34
Wikipedia (NMT) 1529 | 1843 | 17.58
unconstrained (SMT) 34.42 | 27.19 | 2541
unconstrained(NMT) 24.05 | 26.71 22.30

unconstrained+Wikipedia(SMT) | 33.88 | 27.28 | 26.36
unconstrained+Wikipedia(NMT) | 25.29 | 28.93 | 26.81
Stanford - 26.9 26.4

Improving SMT and NMT models 1 evaluated the extracted bilingual corpus in
improving SMT and NMT models. Experimental results are shown in Table[6.6] There are
several interesting findings from this experiment. First, although using only the Wikipedia
corpus to train SMT and NMT models, I obtained promising results: 20.34 BLEU point
using SMT and 17.58 BLEU point using NMT on the tst2015. Second, when the Wikipedia
corpus was merged with the unconstrained for the training data, both SMT and NMT
models achieved the improvement. For the SMT model, the improvement was +0.09 BLEU
point on the #st2013 and +0.95 BLEU point on the tst2015. Meanwhile, the NMT model
showed the higher improvement with +2.22 BLEU point on the ¢st2013 and up to +4.51
BLEU point on the ¢st2015. The next interesting point is that when using the large training
data (more than 800k parallel sentences of merging 456k sentences the unconstrained with
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408k sentences of the Wikipedia corpus), the NMT model outperformed the SMT model:
28.93 BLEU point vs. 27.28 BLEU point on the ¢st2013, 26.81 BLEU point vs. 26.36
BLEU point on the tst2015.

Additionally, I compared our NMT system which trained on the merged unconstrained
and Wikipedia corpus with the Stanford system [49], the only team using NMT on English-
Vietnamese participated in the IWSLT 2015 shared task. Using the Wikipedia corpus to
enlarge the training data showed the effectiveness when our system achieved the better
performance than the Stanford system: 28.93 vs. 26.9 BLEU points on the tst2013, and
26.81 vs. 26.4 BLEU points on the tst2015. This also showed the effectiveness of the NMT
model when enlarging the training data.

6.3 A Discussion on Transfer Learning for Low- Re-
source Neural Machine Translation

Recent development in machine translation shows the promising results and effectiveness
of neural-based machine translation in some language pairs with large bilingual data. The
problem of limited parallel data in low-resource languages causes a bottleneck for success-
fully applying neural-based machine translation on such languages. A few work consider
designing strategies to apply neural machine translation on low-resource languages. Fi-
rat et al., 2016 proposed a method for zero-resource translation [25] and obtained some
promising results; however, the method was only tested on a small number of training data
of English, French, and Spanish, not on actual low-resource language pairs. Cheng et al.,
2017 [12] introduce a joint training algorithm for pivot-based neural machine translation
and achieved improvements on several European language pairs of Spanish, English, and
French with very large bilingual corpora.

A recent research that can be closedly related to my work is the transfer learning
for low-resource neural machine translation introduced in Zoph et al., 2016 [102]. The
paper presents a transfer learning method that first used a rich-resource language pairs of
French-English to train a neural-based machine translation model called a parent model;
then, the parameters of the parent model were used to initialize and constrain for training
a neural machine translation model on Uzbek-English, a low-resource language pair. The
model achieved a significant improvement. I discuss in this section this transfer learning
method and the application as well as the potential of further development based on this
method to my work on neural machine translation for low-resource languages.

There are several advantages of the transfer method proposed in [102] that can be
suitable, applicable, as well as further improved in my work. First, the method achieved a
significant improvement on the actual low-resource language pair. Second, the method is
simple but effective that can be easily to apply and develop. Third, one of the characteristic
of this method is that the target language of the parent model needs to be the same with
the target language of the child model. It opens a potential for my work when I focus on
low-resource language pairs, and I can take advantage bilingual corpora of the low-resource
language paired with a rich-resource language to train a parent model.
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From the discussion on the potential of applying and further extending the transfer
learning method for low-resource neural machine translation, I discuss several directions
that can be developed in further research. First, instead of using a language pair to train
the parent model, I consider utilize a set of language pairs that contain the target language
to train a set of parent models, and then join those models to initialize for the child model.
This is because bilingual corpora on a set of language pairs for training parent models
can be exist, and we can take advantage those resources. Second, the transfer method of
[102] focused mainly on transfer the vocabulary of the target language. I consider about
transferring not only the target but also the source language. In order to do that, we
can used two bilingual corpora of the source and the target language in the child model
paired with rich-resource languages to train two parent models. Then, we transfer the
vocabulary and parameters from the parent models to the child model with the source
and the target sides separately. A joint strategy between the two parent models with the
single child model is required to produce an effective transfer result. These strategies can
be conducted in further development for my work in future research.

6.4 Conclusion

In this chapter, I present some first investigations of utilizing NMT on low-resource lan-
guage pairs. Recent methods of phrase-based and neural-based have showed the promising
directions in the development of machine translation. Neural machine translation mod-
els have been applied successfully on several language pairs with large bilingual corpora
available. The phrase-based and neural-based methods are also compared and evaluated
on some European language pairs. Nevertheless, there is still a bottleneck in SMT and
NMT on low-resource language pairs when large bilingual corpora are unavailable. In this
work, I conducted a comparison of SMT and NMT methods on several Asian language
pairs which contain small bilingual corpora: Japanese-English, Indonesian-Vietnamese,
and English-Vietnamese. In addition, a bilingual corpus was extracted from Wikipedia to
enhance the machine translation performance and investigate the effects of the extracted
corpus on the two machine translation methods. Experimental results showed meaningful
findings. For a small bilingual corpus, SMT models showed the better performance than
NMT models. Nevertheless, when enlarging the training data with the extracted corpus,
both SMT and NMT models were improved, in which NMT models showed the higher
improvement and outperformed the SMT models. This work can be useful for further im-
provement for machine translation on the low-resource languages. Additionally, I discuss a
promising method of using transfer learning for low-resource neural machine translation,
which is suitable for my current work. Several strategies are discussed for further devel-
opment using the transfer learning for neural-based machine translation on low-resource
languages.
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Chapter 7

Conclusion

In this dissertation, my goal is to improve machine translation for low-resource languages,
in which there are no or small bilingual corpora. Machine translation has a long history in
development, and the dominated methods currently in MT are statistical MT and neural
MT based on translated texts (bilingual corpora), a trend of data-driven methods to learn
translation rules automatically. Although recent methods in MT have shown promising
results, and some MT systems can generate increasingly good translation quality, one of
the issues in current MT is that there is insufficient training data for most languages
in the world exception for several rich languages like English, German, French, Chinese.
Improving MT on low-resource languages therefore becomes an essential task currently. I
have focused on two main directions: building bilingual corpora to enlarge traing data for
SMT models, and exploiting existing bilingual corpora using pivot methods. Another
method that utilizes NMT for low-resource languages is also investigated. Chapter 1
- Introduction briefly describes the whole story of this dissertation starting from the
development process of MT to current methods and locate the problem that requires
further investigations and contribution of researchers: improving MT for low-resource
languages. 1 list and describe my findings and contributions to solve the problem that I
completed for three years working in this topic. The outline of this dissertation is also
described to help readers easily capture the structure and information flow presented in
this dissertation. In Chapter 2 - Background, I provide readers necessary knowledge that
help to understand methods as well as terminologies presented in this dissertation. It
also aims to provide a brief survey related to my methods to help readers capture more
knowledge about the topic.

Chapter 3 - Building Bilingual Corpora presents my methods in building bilingual cor-
pora to enlarge training data for SMT models. There are two parts in this chapter: 1)
improving sentence alignment by using word similarity learnt from monolingual corpora
to deal with the out-of-vocabulary problem and 2) building a multilingual parallel corpus
from comparable data. In the first part, word similarities were extracted from mono-
lingual data using word embedding models. The word similarity models were used to
enhance informative vocabulary for word alignment, a phase in sentence alignment. This
helps to cover more informative vocabulary that reduces OOV ratio and improve sen-
tence alignment. Experimental results on English-Vietnamese showed the contribution of
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the proposed method. For the second part, the proposed method was used in building a
multilingual parallel corpus among several Southeast Asian languages: Indonesian, Malay,
Filipino, and Vietnamese, and between these languages paired with English. A corpus of
900k parallel sentences were extracted from Wikipedia. Experimental results on MT us-
ing the extracted corpus present promising results and improvement for the low-resource
language pairs.

Chapter 4 - Pivoting Bilingual Corpora presents methods in another strategies: exploit-
ing existing bilingual corpora based on pivot methods. Triangulation, the representative
approach in pivot methods shows effectiveness in SMT when direct bilingual corpora are
unavailable. However, there are several problems of the triangulation that may lack in-
formation, which are based on common pivot phrases to connect source phrases to target
phrases in source-pivot and pivot-target phrase tables. I propose two methods to over-
come the problems. First, semantic similarity was used to connect pivot phrases. The
similarity models were based on several approaches such as cosine similarity, longest com-
mon subsequence, WordNet, and word embeddings. Experimental results on Japanese-
Vietnamese and Southeast Asian language pairs showed the contribution of the proposed
method although the method can improve slightly. For the second method, grammatical
and morphological information were used to provide more knowledge for pivot connec-
tions. Experiments were conducted on Indonesian-Vietnamese, Malay-Vietnamese, and
Filipino-Vietnamese that show a significant improvement by 0.5 BLEU points. This indi-
cates the effectiveness of integrating grammatical and morphological information in pivot
translation.

Chapter 5 - A Hybrid Model for SMT on Low-Resource Languages present my proposed
model that combines the two components: the alignment component that was trained
from the bilingual data created by the alignment methods described in Chapter 3, the
pivot component that was generated by pivot translation. The two components can be
combined with the direct component that was trained on any available direct bilingual cor-
pus. I adopted linear interpolation for combining components using two settings: weights
and tuning in which the weights mean the interpolation parameters computed by the
BLEU ratio of the components on a test set while the tuning mean the interpolation pa-
rameters tuned by using a tuning set. Experiments were conducted on three low-resource
language pairs: Japanese-Vietnamese, Southeast Asian languages (Indonesian, Malay, Fil-
ipino, Vietnamese), and Turkish-English. Experimental results confirm the effectiveness
and contribution of the proposed model when a significant improvement was achieved
with +2.0 to +3.0 BLEU points even when there are only small direct bilingual corpora.
The hybrid model contributes a solution to improve SMT on low-resource languages.

Chapter 6 - Neural Machine Translation for Low-Resource Languages describes my
investigations on utilizing NMT for low-resource languages. Although NMT has been
successfully applied in several rich languages, there are few work of NMT on low-resource
languages. In this chapter, NMT was utilized for low-resource languages such as Japanese-
English, Indonesian-Vietnamese, Czech-Vietnamese, English-Vietnamese. A pivot-based
method was also conducted on Czech-Vietnamese translation using NMT, in which a
pseudo Czech-Vietnamese bilingual corpus was synthesized using NMT models trained
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on Czech-English and English-Vietnamese bilingual corpora. The work on this chapter
provides empirical investigations of NMT for low-resource languages, which can be used
for further improvement.
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