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Abstract

Text mining has been increasingly significant due to the exponential growth of data.

Dealing with text mining, the text preprocessing is the additional task to transform

unstructured textual data into structured one. This machine-readable format benefits

not only for data comprehension, interpretation, visualization but also further utiliza-

tion by traditional data mining process. Notably, relation extraction is one of the

keys for discovering hidden knowledge underneath the large-scale text. The relation

extraction can be though as the classification problem of a predefined relation from a

given associative couple entities, for instance, the entity pair Amoxicillin-diarrhea and

its relation adverse reaction. There are remaining key challenges and require manipu-

lation by an efficient method. The supervised learning model is a well-known solution

to learn attributes of a pair of entities and assigns a relation. However, the model

accuracy is limited by the number of training examples, and the hand-labeled data

acquisition from a large volume of text is also impracticable. While the extracting

relation by pattern-based method is efficient, the manual processes for pattern gener-

ation and pattern selection are the restrictions. Moreover, the intractable processing

of noisy, ill-form, domain-specific textual data and uncontrollable of unlabeled one are

very challenging as well.

This dissertation mainly aims to cope with incomplete textual data (missing label)

and improve the performance of relation extraction method. Regarding big data era,

knowledge bases are reliable, freely available, inexpensive and maintained in multi-

ple domains, e.g., Wikipedia for person-organization relation, SIDER for drug-event

relation, IntAct for protein-protein interaction relation. The leveraging an existing

knowledge base instead of manual label tagging can be seen as the promise solution

for training data preparation or pattern generation, e.g., distantly supervised relation

extraction by Freebase and Wikipedia. Additionally, a key phrasal pattern is a sim-

plified version of a given sentence but retains a semantic, e.g., 〈drug〉, was-held-due-to,
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〈event〉 is the phrasal pattern of the sentence “On arrival here, propofoldrug was held

due to hypotensionevent”. The word independence assumption is widely used in Näıve

Bayes for text classification due to simple but effective, although, the current word is

conditionally dependent on the previous word as shown in natural language. The key

phrasal pattern can benefit to reduce model complexity in the dependency representa-

tion with three elements (a drug, a pattern, an event) for all sentences instead of length

l of a given sentence. Using the appropriate assumption with such data representation

can yield improvement in the classification model.

To this end, the dissertation presents a framework for relation extraction from

unstructured text, and the medical text will be used as a case study to extract drug-

event relation. Furthermore, the dissertation introduces parameters estimation in a

generative model that argues word independence assumption. This contribution can

dramatically improve a model performance. Lastly, the dissertation contributes the

examination on multiple approaches of incomplete data incorporation for handling

unlabeled data with the efficient way.

Keywords: adverse drug reaction (ADR), medical text mining, distant supervi-

sion, multiple-instance learning (MIL), relation extraction, transductive inference

ii



Acknowledgments

This dissertation would not have been completed without the help, support, sug-

gestions, guidance, and effort of a lot of people. It gives me great pleasure to express

my sincere thanks to whom I am greatly indebted.

Firstly, I owe my deepest gratitude to my supervisors, Professor Thanaruk Theer-

amunkong (Sirindhorn International Institute of Technology, Thammasat University),

as well as, Professor Mitsuru Ikeda (JAIST) for their kindly guidance and support a

lot of things since the first day when I am a fresh Ph.D. student to the present day

when I am going to graduate.

I would like to express the appreciation to Dr.Sewan Theeramunkong (Pharmacy,

Thammasat University), Dr.Ithiphan Methaseth (The National Electronics and Com-

puter Technology Center - NECTEC), Professor Kenji Araki (MD, University of Miyazaki

Hospital) and Mr.Peravas Pattanaprayoonwong (Pharmacy, Chulalongkorn University)

who commented and suggested on the general questions relevant to pharmaceutical and

medical domains and have provided evaluations on experimental results.

I would like to show my gratitude to my committee chairs, Professor Michitaka

Kosaka, Professor Riichiro Mizoguchi, Associate Professor Van-Nam HUYNH and As-

sociate Professor Dam Hieu Chi for their valuable comments and suggestions on my

dissertation.

I would like to express my sincere thanks to JAIST-SIIT-NECTEC Dual Degree

Program for providing me an opportunity to join the excellent research environment

at JAIST and SIIT.

A very special thank to Dr.Ryosuke Matsuo (Knowledge Science, JAIST), Mr.Nuttapong

Sanglerdsinlapachai, Mr.Saranyoo Sorkamnerd, members of Ikeda laboratory, Thais

students in JAIST and members of Ho laboratory who shared their research ideas, life

experiences and useful discussions including helped me to overcome tough times in my

study at JAIST.

iii



Finally, I dedicate this dissertation to my parents and family who always believed

in me, encourage and support throughout my life.

iv



Table of Contents

Abstract i

Acknowledgments iii

Table of Contents v

1 Introduction 1

1.1 Relation Extraction from Clinical Text . . . . . . . . . . . . . . . . . . 2

1.2 Research Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Overview of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Dissertation Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Background 8

2.1 Text Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Data Sources for Medical Relation Extraction . . . . . . . . . . . . . . 11

2.3 Named Entity Recognition . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Open Information Extraction . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Distant Supervision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3 Relation Extraction in Clinical Text 33

3.1 Drug-Event Relation Extraction . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Data Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 Multiparameter Intelligent Monitoring in Intensive Care (MIMIC–III) 41

3.2.2 Sentence Boundary Detection . . . . . . . . . . . . . . . . . . . 46

3.2.3 Medical Named Entity Recognition and Normalization . . . . . 47

v



3.3 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.3.1 Evaluation Metric for Drug-Event Association Analysis . . . . . 52

3.3.2 Evaluation Metric for Drug-Event Identification . . . . . . . . . 52

4 Distant Supervision-Based Pattern Bootstrapping for Relation Ex-

traction 55

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 Idea and Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.3.1 Distantly Supervised Initial Seed . . . . . . . . . . . . . . . . . 62

4.3.2 Automatic Phrasal Pattern Generation . . . . . . . . . . . . . . 64

4.3.3 Phrasal Pattern Scoring . . . . . . . . . . . . . . . . . . . . . . 66

4.3.4 Iterative Seed Generation . . . . . . . . . . . . . . . . . . . . . 67

4.3.5 Semantic Relation Inference . . . . . . . . . . . . . . . . . . . . 67

4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.4.2 Analysis of Extracted Key Phrasal Patterns . . . . . . . . . . . 70

4.4.3 Evaluation on the Key Phrasal Pattern VS. Semantic Relation

Specificity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.4.4 Evaluation on the Discovered Drug-Event Pair by Domain Experts 74

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 Distant Supervision-Based Transductive Inference for Relation Ex-

traction 81

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.1 Distant Supervision . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.2 Multiple Instance Learning . . . . . . . . . . . . . . . . . . . . . 87

5.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.3.1 Distantly Supervised Ground Truth . . . . . . . . . . . . . . . . 91

5.3.2 Document Representation . . . . . . . . . . . . . . . . . . . . . 93

5.3.3 Transductive Learning for Relation Extraction . . . . . . . . . . 96

vi



5.3.4 The Incorporation of Unlabeled Data . . . . . . . . . . . . . . . 101

5.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.4.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.4.2 Key phrasal patterns analysis . . . . . . . . . . . . . . . . . . . 106

5.4.3 Evaluation on the Effectiveness of the Key Phrasal Pattern-Based

Feature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.4.4 Evaluation on the Effectiveness of MIL-dEM-SL and MIL-dEM-T 115

5.4.5 Evaluation on Overall Performance with Advanced Machine Learn-

ing Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.4.6 Evaluation on Effect of Unlabeled Data Incorporation . . . . . . 118

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6 Conclusion 123

Biblography 125

Publications 142

This dissertation was prepared according to the curriculum for the Collaborative Edu-

cation Program organized by Japan Advanced Institute of Science and Technology and

Sirindhron International Institute of Science and Technology, Thammasat University.

vii



List of Figures

2.1 A taxonomy of text preprocessing tasks . . . . . . . . . . . . . . . . . . 9

2.2 Text mining processes: from unstructured data to structured content. . 10

2.3 Example of heterogeneous data in EMR. (a) Textual data in a discharge

summary. (b) Magnetic Resonance Angiography (MRA) images. (c)

ECG signal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 An example form of spontaneous report in Med Watch. . . . . . . . . . 20

2.5 An example data from DrugBank. . . . . . . . . . . . . . . . . . . . . . 22

2.6 An example of MEDLINE data in XML format. . . . . . . . . . . . . . 24

2.7 An example of IEEE Xplore API data in XML format. . . . . . . . . . 25

2.8 An example of Tweets data. . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 MIMIC-III: a portion of event notes per category . . . . . . . . . . . . 42

3.2 MIMIC-III: Total number of sentences over sections in discharge summary 47

3.3 The phenotype of atrophoderma vermiculatum disorder . . . . . . . . . 49

4.1 The bootstrapping method for drug-event relation extraction. . . . . . 61

4.2 The proposed method for phrasal pattern bootstrapping for semantic

relations identification. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.3 Open Information Extraction for given two medical sentences from EMR.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Plot of discovered key phrasal patterns across frequency and pattern

strength. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1 Overview of the proposed adverse drug reaction identification framework 90

5.2 Medical named entity recognition and relation candidate generation. . . 92

viii



5.3 Block-1 distant supervise for automatic data labeling. Block-2 depicts

the proposed MIL-dEM method. . . . . . . . . . . . . . . . . . . . . . . 93

5.4 The key phrasal pattern plot by adjusted entropy score vs. frequency. 106

5.5 The number of features for each type of pattern weighting method across

F1–score. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.6 F1-score vs. numbers of unlabeled data . . . . . . . . . . . . . . . . . . 120

ix



List of Tables

2.1 The characteristic of data sources in biomedical domain. . . . . . . . . 12

2.2 The electronic medical record data sources for medical text mining. . . 15

3.1 A list of previous studies on drug-event relation extraction . . . . . . . 35

3.2 Statical number of note event categories from EMR and example of

sentences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3 (a) An example of a narrative note from a discharge summary in EMR

system. (b) The noise-prone from a given text. . . . . . . . . . . . . . . 48

3.4 An example of a partial narrative notes from MIMIC-III. The drug and

event entities are expressed in bold. . . . . . . . . . . . . . . . . . . . . 49

3.5 An example of partial narrative notes from MIMIC-III. The medical

terms (in bold) present the same disorder. . . . . . . . . . . . . . . . . 50

3.6 The statistical number of narrative notes from MIMIC-III after data

preparation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.1 The statistical number of extracted relations derived by OpenIE from

narrative notes in MIMIC-III. . . . . . . . . . . . . . . . . . . . . . . . 65

4.2 Top 5 of the extracted key phrasal pattern and the example sentences

from MIMIC-III. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 The summary table of the key phrasal pattern comparison. . . . . . . . 72

4.4 The comparison of the key phrasal patterns between the proposed method

and the two studies of Xu et al. . . . . . . . . . . . . . . . . . . . . . . 73

4.5 The evaluation on key phrasal patterns: discovered drug-event pairs vs.

knowledge base. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 The evaluation by domain experts on the randomly selected sentences. 77

x



5.1 A list of previous studies on ADR identification from unstructured text 84

5.2 Types of feature extraction for a given sentence. . . . . . . . . . . . . . 95

5.3 The list of parameters for assessment . . . . . . . . . . . . . . . . . . . 105

5.4 An example of relevant sentences of drug-event (d, p, e) pairs. . . . . . 108

5.5 The effectiveness comparison on 5 –fold cross validation of text represen-

tation across three types of document weighting using MIL-iEM with soft

decision making (MIL-iEM-S). . . . . . . . . . . . . . . . . . . . . . . . 111

5.6 The effectiveness comparison on 5 –fold cross validation of text repre-

sentation across three types of document weighting using MIL-iEM with

hard decision making (MIL-iEM-H). . . . . . . . . . . . . . . . . . . . . 113

5.7 The effectiveness of MIL-dEM-S-SL and MIL-dEM-S-T comparison across

three types of initial weight on 5 –fold cross validation with soft decision

making. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.8 The comparison of overall performance among MIL-dEM-SL, MIL-dEM-

T, advanced machine learning methods, and MIL-iEM-T using 5–fold

cross validation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

xi



List of Abbreviations

ADR Adverse Drug Reaction

B Binomial Distribution

BOW Bag-of-Words

CUI UMLS Concept Unique Identifier

dEM Expectation-Maximization with dependency representation

EM Expectation-Maximization

EMR Electronic Medical Record

iEM Expectation-Maximization with independent assumption

IND Indication

MIL Multiple-Instance Learning

MILR Multiple-Instance Logistic Regression

MINB Multiple-Instance Näıve Bayes
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NB Näıve Bayes

OpenIE Open Information Extraction

SRS Spontaneous Reporting System

TF Term Frequency

TFIDF Term Frequency-Inverse Document Frequency

TSVM Transductive Support Vector Machines

UMLS Unified Medical Language System

xii



Chapter 1

Introduction

Like as image, body language or sound, a text is written in symbolic language for

communication purpose, and moreover, a text uses the specifically written symbols

to convey a message with more explicit meaning. This written communication is well-

known as the most common and very effective method for information transmission and

storing. Text for communication might be expressed as a conceptual or a particular

meaning range from a one word such as “headache” to multiple words such as a phrase

“abdominal pain” or a sentence “propofol causes mild hypotension.” and so on.

Given a text, human has expertise in understanding, reasoning, summarizing, inter-

preting, even inferring whether the content is short or long text, complete or incomplete

sentence, with or without noise. Such cognitive process is computed through the com-

plexity of a human nervous system. However, human intelligence has the capacity

limitation in information processing on an amount of data at a time. It motivates

artificial intelligence and machine learning researchers to imitate human abilities as an

automated computational model to deal with massive amount of textual data, espe-

cially in the era of “Big Data”.

While textual data is ubiquitous, textual information is rare and not readily avail-

able. Text mining is a key to successful knowledge extraction from a document collec-

tion over time. The distinctive characteristics of text that brings challenging to text

mining are unstructured (or semi-structured) data, amorphous, and contains informa-

tion at many different levels [1]; further, the difficulty is increased not only rely on
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a domain of interest but also language dependency. Discovering information in free

text, so-called Information Extraction is expected to capture a real-world object, i.e.,

people, place, organization, location, time with its attributes mentioned in a text [2]

or with a relation between a pair of entities.

Relation extraction is well-known as a subtask under information extraction.At

least two main tasks are involved in relation extraction; relation candidate generation

and relation classification. The former includes the identification of a link (connection)

between entity pairs. However, such link without relation label seems to lose essential

information regarding semantic comprehension, e.g., Steve Jobs-Steve Wozniak relation

has appeared as a couple of nodes with a link in a people-people network, but what

is kind of relationship between such a couple successful guys. The above-mentioned

question can be obtained by the latter task. The relation classification aims to assign

relation label to a link of a couple entities, e.g., the relation label of Steve Jobs-Steve

Wozniak relation can be co-founder of Apple company.

1.1 Relation Extraction from Clinical Text

Recently, due to the massive growth of electronic medical record (EMR), EMR repos-

itory is recognized as a promising source of data to discovering hidden patterns or

association. EMR contains a collection of tacit knowledge [3]—professionals’ expe-

riences, know-how, and intuitions; and explicit knowledge—scientific research litera-

ture, disease diagnosis procedure, patient information; in the form of a digital version

of structured and unstructured texts. This repository offers insight into significant

towards healthcare problems, e.g., patient mortality prediction [4], patient risk iden-

tification [5, 6], drug-disease relation extraction [7], drug-drug interaction prediction

[8, 9]. Accordingly, the changing from paper-based to electronic records has brought to

challenges and opportunities toward clinical text mining, e.g., text classification, text

summarization, and information extraction.

Particularly, one of the potential medical applications is Adverse Drug Reaction

(ADR) surveillance. The ADR terminology is defined as “response to a drug that is

noxious and unintended and occurs at doses normally used in man for the prophylaxis,
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diagnosis or therapy of disease, or for modification of physiological function” [10]. Ba-

sically, computational approaches for drug safety surveillance can be classified into two

categories regarding the difference of problems; ADR prediction and ADR identifica-

tion [11]. The former approach is mostly involved in pre-market surveillance, and the

latter one can be found in post-market surveillance.

• ADR prediction aims to construct a model for predicting unknown ADRs that

have never been reported in anywhere.

• ADR identification targets on the retrieval process of existing ADRs in a given

set of historical data, but they are not explicitly described as knowledge. The

identifying process can be achieved using the data-driven with collected data

from an experience of patient drug usage.

Regarding text mining approach, unstructured text from EMR is the promising

source for ADR identification. In an earlier study on ADR identification, the statisti-

cal analysis of words co-occurring within a give clinical sentence is broadly employed to

quantify the relationship strength between a couple of drug and clinical event, so-called

drug-event pair. Unfortunately, the statistical association method exhibits the major

pitfall. A discovered drugevent pair might not express clinical relevance [12] due to

ignorance of relational context analysis. The surrounding context around mentioned

drug-event pair within a given sentence can reveal an exact impressive in a clinical

event, e.g., adverse drug reaction (ADR) or therapeutic indication (IND). The widely

used supervised learning method encounters with a rare availability of training data

(labeled examples) even though many unlabeled instances may exist. Toward this in-

sufficiency of labeled examples but plenty of unlabeled ones, the previous studies of

many researchers exhibit to assign labels of unlabeled examples either using a model

learned from labeled examples (semi-supervised learning [13]) or using a sort of heuris-

tics or rules (distant supervision [14, 15]). Then later such instances the labels of which

are assigned are included in the training dataset for further model revision.

According to model categories in semi-supervised learning, three parameters are

(i) predictive model, (ii) single model or collaborative model and (iii) test instances
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handling model. As the first parameter, recent works [16, 17, 18] have proposed var-

ious models, such as generative models [19, 20], low-density separation models [21],

and graph-based models [22]. For the second parameter, at least two alternatives,

namely self-training [23, 24] and co-training [25], can be applied to assign a label to an

unlabeled example by either one single predictive model or multiple ensemble classifi-

cation models. The last parameter concerns with how to handle examples in validation

dataset, where two choices are (i) to manipulate validation examples separately from

unlabeled examples (inductive learning) or (ii) to treat such validation examples as un-

labeled examples in the training step (transductive learning). Regardless of any choice

in those as mentioned above, semi-supervised learning requires some labeled examples

for an initial model construction, bringing the complexity in the acquisition of such

initial labeled data same as shown in supervised learning method. As a recent solu-

tion, distant supervision has been proposed as a method to obtain a labeled training

dataset that each unlabeled example is automatically assigned the most suitable label

by means of heuristics or rules.

1.2 Research Problems

“—Bringing together knowledge science

and computational method to innovate novel solution —”

Knowledge science provides metacognition, which is the important beginning pro-

cess to solve a particular problem. On the one hand, a computational machine learning

method is an intelligence tool that can aid knowledge discovery task effectively. The

key question is how to convey the metacognitive skill from human to machine?

In this dissertation, I study relation extraction to discover hidden knowledge of

associative drug and event pair that expresses relevance clinically from unstructured

clinical textual data. Accordingly, I address three fundamental problems

(i) The impracticable for hand-labeled examples.

(ii) The intractable processing of unstructured text.
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(iii) The effect from uncontrollable of unlabeled data to model robustness.

For the first problem, the lack of domain experts for examples labeling task is

a fundamental issue when deals with either supervised learning or semi-supervised

learning method. The model accuracy is limited by a small number of training examples

as well. Even though the extracting relation by a pattern-based method is efficient,

the manual processes for pattern generation and pattern selection are the restrictions.

In the large-scale textual data, the process of hand-labeled examples is well-known as

tedious and laboring tasks. The cost and time-consuming of such manual label tagging

are linearly expensive along with number of class labels. It is infeasible for fewer

efforts when shifting to a new class label, and such tagging labels process is repeatedly

required.

The second problem is introduced by noisy, ill-form and domain-specific textual

data that bring challenging to data preprocessing and feature engineering processes.

The bag-of-words model corresponding word independence assumption is widely used

in Näıve Bayes for text classification including relation extraction due to simple but

effective. While a current word is conditionally dependent on the previous word as

found in the typical natural language, the dependency representation model is oblivious

due to needed many numbers of parameters estimation. The appropriate sentence

representation combining with the dependency assumption among consecutive words

can yield improvement in the classification model.

Lastly, due to the availability of vast amounts of textual data, it is well-known that

labeled data is limited, rare, or expensive, while unlabeled data is much cheaper and

freely accessible. Even though the supervised learning model is efficient, the model has

some draw bank regarding a size of labeled data for learning model. A small number of

labeled data but plenty of unlabeled ones can hurt the model performance. Therefore

a robust classification model is required for uncontrollable of such unlabeled data.

In summary, to deal with the dissertation topic, firstly the process focuses on how to

create new knowledge from an existing knowledge; the metacognitive skill is conveyed

from human to machine. Then machine learning imitates the human process. The

novel solution is served to tackle a technical problem. Finally, the newly discovered
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knowledge is feedback into the existing knowledge and used to gradually discover new

knowledge further.

1.3 Overview of Contributions

This dissertation contributes into two different viewpoints.

(i) Academic viewpoints:

– The dissertation presents a framework as a solution for semantic relation

extraction from textual data. Moreover, a framework can also be applied in

any domain with certain assumption.

– The dissertation introduces alternative parameters estimation in a genera-

tive model that provides improvement of model performance than the tra-

ditional word indepence assumption. This contribution can help to improve

the performance of a model dramatically.

– The dissertation contributes to the examination of the multiple approaches

of unlabeled data augmentation to deal with uncontrollable of large-scale

unlabeled textual data with the effectiveness.

(ii) Social viewpoints:

– The application of this research can support the health and safety surveil-

lance from a drug usage

– The framework can help to suggest the possible harmful and beneficial rela-

tions to a professional healthcare and might bring discovery into the medical

domain

In order to claim the above evidence, the dissertation exhibits throughout the mul-

tiple experiments.

• The experiment of the effectiveness of feature extraction: The dissertation ex-

presses the examination of proposed feature in two viewpoints: (i) the ability

6



of the feature to identify ADR; (ii) the performance of the feature compares to

baseline feature such as bag of word

• The experiment of the effectiveness of alternative parameters estimation method

in a generative model: The experiment is conducted by the assessment of a

proposed method and various advanced methods.

• The experiment of the effectiveness of unlabeled data incorporation to deal with

large-scale textual data: The experiment investigates the robustness of the pro-

posed model by varying the size of unlabeled data augmentation.

• The experiment of the effectiveness of the proposed framework in practical appli-

cation: The domain expert is invited to be involved in data validation including

commentary on experimental results.

1.4 Dissertation Outline

The dissertation is organized into five chapters, as follows:

Chapter 1 introduces the research problem and its formulation. This chapter also

states the main contributions in term of biomedical findings and computational meth-

ods.

Chapter 2 presents the background of the dissertation. The studies of text mining,

particularly, the medical domain is discussed.

Chapter 3 exhibits the common pre-processing method, data and evaluation that

used in the dissertation.

Chapter 4 describes the proposed computational method for identifying adverse

drug reaction by distant supervision and bootstrapping approach.

Chapter 5 presents the proposed method to enlarge a small number of training data

for ADR identification by distant supervision and a generative model.

Chapter 6 concludes the dissertation by summarizing the major contributions,

achievements, and limitations of the work. The future research on this topic also

discussed in this chapter.

7



Chapter 2

Background

2.1 Text Mining

Given unstructured or semi-structured textual data in large collections of a document,

the definition of knowledge discovery from text [26] or text mining is the process for the

sake of extracting useful information and non-trivial patterns or knowledge from such

textual data [27] through the identification and exploration of interesting patterns [28].

Text mining can be accomplished by either handcrafted method [29, 30, 31], automatic

method [32] or hybrid method [33, 34]. Certainly, text mining is inspired by data mining

in which known as knowledge discovery in databases. Therefore, one dominant different

between data mining and text mining is relevant to preprocessing process. While text

mining requires more processing for the identification and extraction of representative

features for text written in a natural language to transform unstructured textual data

into a more explicitly structured intermediate format, data mining is not relevant to

such process.

From Text to Knowledge

The preprocessing task in text mining aims to simplify textual data in a new form of

machine-readable to enable by traditional data mining or machine learning methods.

According to [28], a taxonomy of text preprocessing tasks is depicted in Figure 2.1.

Typically, information extraction aims to extract hidden information from large-

8



Fig. 2.1: A taxonomy of text preprocessing tasks

scale of textual data. As a formal definition, information extraction can be thought as

“a process of getting structured information from unstructured data in text” [35]. For

more specific, Grishman [36] gives a definition of information extraction as a process

for “the identification of instances of a particular class of events or relationships in

a natural language text, and the extraction of the relevant arguments of the event or

relationship”.

Figure 2.2 exhibits the related components in order to identify, extract, and trans-

fer implicit knowledge from unstructured textual data to explicit knowledge that can

convenience for further utilization through structured data of text in the form of graph

network or table in a database.

• Information Retrieval: the finding of relevant documents containing answers

to a specific question, but not the finding of answer itself to such question [37].

The process is normally accomplished by means of statistical measures for infor-

mation representation and document comparison [38]. The output of this process

is a set of documents.

• Information Extraction: the extracting of specific information such as name,

9



Fig. 2.2: Text mining processes: from unstructured data to structured content.

pattern or relation from given texts. The output of this process can be seen as

structured data or network graph.

• Semantic Metadata: the quality improvement of the extracted information

by considering a meaning of an individual text or a set of text at the conceptual

level. The output of this process can be thought as words synonym or a group

of similar words or phrases.

• Knowledge Discovery: the identifying of valid, non-trivial, novel, poten-

tially useful, and ultimately understandable patterns in data. The output of this

process can be new knowledge, new pattern or new relation.

As the case study on medical relation extraction, this dissertation aims to extract

the relationship between prescribed drugs and observed clinical events unstructured

text in EMR. The relevant computational methods to text mining technique are devel-

oped such as sentence boundary detection, named entity recognition, relation detection,

and relation classification.

10



2.2 Data Sources for Medical Relation Extraction

Data collection is recognized as a key element in text mining. The different type

of data sources could provide either many challenges or dissimilar problem-solving

method. The source of data can be ranged from a reliability and well-written form

(e.g. clinical narrative text, literature, encyclopedia) to noise-prone (or ill-form) and

less trustworthiness source of data (e.g. blog, web forum, twitter). For medical relation

extraction, textual data can be obtained by EMR system, spontaneous reporting system

(SRS), biomedical literature, omics database or social media (see Table 2.1).

Electronic Medical Record (EMR)

Earlier, EMR system is designed for the sake of warehouse system to record all patient

dimensions into electronic format [40, 41]. This repository contains a collection of tacit

knowledge [3] (e.g., professionals'experiences, know-how) and explicit knowledge (e.g.,

diagnosis procedure, patient information) in a digital form of structured and unstruc-

tured data. Moreover, EMR repository also offers insight into significant healthcare

problems: patient mortality prediction [4], patient risk identification [5, 6], drug-disease

relation extraction [7], drug-drug interaction prediction [8, 9] adverse drug reaction

detection [12, 42]. There are numerous advantages of making use of EMR; (i) the high-

reliability repository regarding terminology, controlled vocabulary and nomenclature

code; (ii) to facilitate relational structure for effortless data acquisition (iii) longitudinal

patient care and outcome; (iv) flourishing positive and negative patients risks observa-

tions to assess the safety and efficacy of a drug. The favorable merit of EMR differs

from other data sources mentioned in Table 2.1 in the sense that those data sources

lack in clinical sensibility and some of them are less trustworthiness. In addition,

medical literature, spontaneous report ordinary fall into biased data corresponding to

only passive outcome monitoring [28]. These overwhelmed drawbacks make extremely

intriguing to recent researches.

Among massive of EMR data, doctor daily notes and nurse narrative notes can be

considered as a promising data to facilitate ADR analysis. The tremendous values of

the invisible ADR information can feasible derive from this underlying data, which are

11
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proven by many studies of research. Nursing document or nursing narrative facilitates a

real-time or synchronous patient's status as a recording of a timely log and a summary

at the end of a shift. The deliverable messages are including the observable patient's

health situation, assessment, plan, and recommendation to a next shift. Even though

the nursing narrative contains enormous redundant data, but there are major advan-

tages for patient monitoring and harmful changed status detection of a given certain

condition, e.g., given the changing a dose of medicine and observe the patient's re-

sponse. On the other hand, a discharge summary is a primary deliverable document to

support communication among health professional teams in the hospital [43]. The con-

tent is recorded as a free text that summarizes a patient's hospitalization. Apart from

the current admission information, significant finding, procedures and treatment, pre-

scription medication, laboratory test and a result, it also conveys family history, illness

history, and the follow-up instruction. Unlike nursing document, the discharge sum-

mary mostly captures the non-redundant and significant data instead of log data. The

utilization is found in many pieces of research [44, 45, 46, 47, 48, 49] by deploying NLP

technique to explore the potential ADR from this type of EMR document. Another

dominant note, radiological report, contains a radiology imaging that is derived from

an advanced imaging technology, and further free text data consolidation. A diagnostic

radiologist, who specializes in the interpretation of these images, can take advantage of

radiology imaging for diagnostic and disease treatment. The remaining free text in the

report narrates the reason of examination, the underlying medical condition including

the summarization of radiology examination and interpretation as a final report. This

beneficial interpretation of radiology and patients condition information can contribute

towards the ADR signal detection as well.

While EMR data is considered as the highly reliable source, the written-style by

means of a medical professional is slightly painful from abbreviation, punctuation mark,

typo, etc. Typically, a medical professional narrates patient condition and health status

as a real-timetherefore obtained textual data has the tendency to be no grammar

strictly. However, EMR data is recognized as the promising source of healthcare data

analytics because EMR data is plenty of rich implicit knowledge that is needed text

mining for explicit knowledge extraction. The example of heterogeneous data in EMR
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is depicted in Figure 2.3, and the promising sources of EMR data for clinical text

mining are shown in Table 2.2. The following is the comparison between advantages

and disadvantages of EMR data.

Advantages

• High-reliability repository (data is derived by domain experts)

• Longitudinal patient care and outcome

• High clinical sensibility

• Structured and unstructured data

Disadvantages

• Abbreviation, punctuation mark, moderately ill-format

• Non-publicly available, Data privacy

Fig. 2.3: Example of heterogeneous data in EMR. (a) Textual data in a discharge

summary. (b) Magnetic Resonance Angiography (MRA) images. (c) ECG signal.

14



Table 2.2: The electronic medical record data sources for medical text mining.

Reference Data source Public Description Data Characteristic

[50] CCAE1 N MarketScan Commercial Claims and

En-counters (USA) provide infor-

mation on pharmacoepidemiologic

data sources for use in epidemiology,

health services research, healthcare

economics.

Claim data, symptom and diagnosis

data.

[50] GE EHR2 N GE Healthcare MQIC (Medical

Quality Improvement Consortium)

database.

A longitudinal outpatient population,

and captures events in structured form

that occur in usual care, including

patient problem lists, prescriptions of

medications, and other clinical obser-

vations as experienced in the ambula-

tory care setting.

[51, 44] I2B23 Y Informatics for Integrating Biology and

the Bedside (i2b2).

The files contain a random selection

of 100,000 records for each of 97 com-

mon lab tests, for a total of 9.7 million

records.

Continued on next page

1http://www.bridgetodata.org/node/987
2http://www.emr.msu.edu/Documents/mqic main.htm
3https://i2b2.org/
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Table 2.2 – Continued from previous page

Reference Data source Public Description Data Characteristic

[52] MIMIC Y Multiparameter Intelligent Monitoring

in Intensive Care, Intensive Care Unit

(ICU) patients.

Structured data-medical, surgical,

coronary care, neonatal, laboratory

test, disease diagnosis, etc.; un-

structured clinical narrativesmedical

note, nurse note, discharge summary;

waveform data.

[45, 46, 47,

48, 50]

NYPH N New York Presbyterian Hospital at

Columbia University Medical Center.

Containing of 1.2 million narrative

notes; discharge summaries, operative

reports, and reports from numerous

ancillary services (e.g., radiology and

pathology).

[53, 50] OMOP4 N Observational Medical Outcomes Part-

nership; An observational healthcare

databases simulated data for studying

the effects of medical products [47].

10 million persons; 90 million drug ex-

posures; 5000 different drugs; 300 mil-

lion condition occurrences; 4500 differ-

ent conditions; over a span of 10 years;

only 1.8% of the 20 million possible

drug-condition combinations (popula-

tion statistic from [53]).

Continued on next page

4http://omop.org
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Table 2.2 – Continued from previous page

Reference Data source Public Description Data Characteristic

[54, 55] STRIDE N The Stanford Clinical Data Warehouse. Containing of 1.6 million patients; 15

million encounters; 25 million coded

ICD-9 diagnoses, and a combination of

pathology, radiology, and transcription

reports; over 9.5 million unstructured

clinical notes over a period of 17 years

(population statistic from [55])

[56, 57] The Stock-

holm EPR

Corpus [58]

N The electronic patients record from

Karolinska University Hospital

Over 512 clinical units; over 2 m pa-

tients; structured data-age, gender,

ICD-10 diagnosis code, drugs, labora-

tory result, admission and discharge

time; unstructured data-clinical narra-

tives.

[42] VUMC N The Vanderbilt University Medical

Cen-ter.

Inpatient and outpatient, clinical infor-

mation, laboratory values, imaging and

pathology reports, billing codes, and

clinical narratives; 1.9 million patients

with highly detailed longitudinal data

for about 1 million.

[42, 59] Korean ter-

tiary teach-ing

hospital clini-

cal database

N Korean tertiary teaching hospital clin-

ical database.

32,033,710 prescriptions; 115,241,147

laboratory tests; 1,011,055 hospitaliza-

tions; 530,829 individual patients (Jan

2000 - Mar 2010).
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Spontaneous Report System (SRS)

Post-market surveillance is a necessary process to monitor the pharmaceutical drug

safety after it has been released on the market. In 1964, the Yellow card system and

the Blue card system are deployed as spontaneous reporting system in the United

Kingdom and Australia respectively [60]. In the United State, Med Watch5 has been

used for the same purpose. The data from Med Watch is stored in Adverse Event

Reporting System (AERS) database6 and used for analysis by the US Food and Drug

Administration (FDA).

A spontaneous reporting system is aimed to collect passive information relevant to

adverse drug reaction that might be a cause of a severe adverse event, e.g., death, life-

threatening, hospitalization, disability, congenital anomaly, etc. and identify existing

unrecognized severe adverse reactions. The report is recorded by either professional

clinicians who have suspected or diagnosed on a severe drug and clinical event concerns,

or consumers and patients who have encountered an adverse event. Even though

the report is provided by domain experts and experienced users, the report is often

redundant, false reporting, or under-report. The redundant report might be found on

the common adverse reaction that already notified in drug leaflets or package insert.

While the inaccurate report relies on skill or experience of diagnosis or conclusion of

a volunteer who provides information, it can lead to increasing of false alarm adverse

reaction rate. On the one hand, the under-reporting is caused by some factors, e.g.,

the severity of the reaction, how is long that a drug has been on the market, whether

an adverse reaction is already known by a reporter [61]. Such factors probably result

to underestimating of the significance of a particular reaction [62]. Figure 2.4 depicts

an example form of a spontaneous report in Med Watch.

Advantages

• Population-based for rare event identification

• Report is based on clinical practice (not from clinical trials)

• Low cost data (collected by reporting)

5https://www.fda.gov/safety/medwatch/default.htm
6https://www.fda.gov/drugs/informationondrugs/ucm135151.htm
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Disadvantages

• Moderate reliability repository

• Under-reporting ADR

• Lacking in clinical sensibility

• Quality of provided information and missing data

Omics Database

As large collections from various areas in biology, omics data provides a large pile of

meaningful descriptions related to healthcare information. Some major data can be

enumerated as follows. Proteomics can be defined as a complete set of proteins pro-

duced by a given cell or organism under a defined set of conditions [63], genomics is a

studying about the genomes of organisms, e.g., genome sequencing, genome-wide as-

sociation, gene expression analysis. UnitProt7, SwissProt8, PDB9, GO10, KEGG11 are

the sources of proteomics data. Metabolomics is the comprehensive, the qualitative,

and the quantitative analysis of all the small molecules [64] or all chemical reactions

involved in maintaining the living state of the cells and the organisms [65]. The re-

lated databases are such as ChEMBL12, PubChem13, DrugBank14, ChemSpider15, etc.

Pharmacogenomics focuses on how human genes and complex gene systems influence

the response to drugs [66]. The integration of KEGG, GO, DrugBank can provide

information on this area. Toxicogenomics is a scientific field and an outgrowth of the

human genome project. It is closely allied to pharmacogenetics that analyzes effects of

heredity on responses of humans to drugs [67]. Furthermore, it describes the measure-

ment of global gene expression changes in biological samples exposed to toxicants [68].

7http://www.uniprot.org
8http://web.expasy.org/docs/swiss-prot guideline.html
9https://www.rcsb.org

10http://www.geneontology.org
11http://www.genome.jp/kegg
12https://www.ebi.ac.uk/chembl
13https://pubchem.ncbi.nlm.nih.gov
14https://www.drugbank.ca
15http://www.chemspider.com
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Fig. 2.4: An example form of spontaneous report in Med Watch.
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Several databases of this type are KEGG, UnitProt, SwissProt, STRING16, DrugBank,

SIDER17. Figure 2.5 depicts an example data form DrugBank. The following is the

comparison between advantages and disadvantages of omics data.

Advantages

• High reliability repository

• Structured data (knowledge base in form of database)

• Many publicly available databases

Disadvantages

• Lacking in clinical sensibility

Biomedical Literature

Biomedical literature contains a scientific literature related to life science and medical

domain. The contents in literature include knowledge, discovery, information, report,

an experimental result related to the biomedical domain. Biomedical literature provides

the principal advantage in a summary of document contents located at the abstract,

and it can be found in every research publication. The abstract of any literature

typically contains a key content in summary format that is easier for mining. The

literature data source provides continuously updated information due to published

new research articles every day. Moreover, a writing style is carefully and well written-

form, fine controlled vocabulary and less syntactic or grammar error. The content

in medical literature is based on experiment, discovering or evidence, therefore, it is

a high reliability. However, the patient-based information is excluded from the text,

and it is no narrative information relevant temporal events during patient admission

such as health status of patient before or after taken a treatment etc. Therefore, the

weakness of this data is unable to express viewpoint of patient dimension.

16https://stringdb.org
17http://sideeffects.embl.de
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Fig. 2.5: An example data from DrugBank.

One of large-scale biomedical literature repositories is MEDLINE18. It contains

more than 24 million literatures since 1809 and spends hard disk space up to 16.9

GB. MEDLINE is publicly available at U.S. National Library of Medicine website19.

The data is in xml format which is recognized as semi-structured data, however, the

abstract itself is unstructured text. Figure 2.6 depicts an example of MEDLINE data.

Using biomedical literature for the purpose of ADR extraction, researchers typically

retrieve data by querying abstract or Medical Subject Headings (MeSH) and generate

hypotheses concerning specific drugs and health problems. Similarly, IEEE Xplore is a

18https://www.ncbi.nlm.nih.gov/pubmed
19https://www.nlm.nih.gov/databases/download/pubmed medline.html
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digital library of a high-quality literature repository in engineering and technology in-

cluding biomedical research area. It provides application programming interface (API)

named as IEEE Xplore Search Gateway20 for querying abstract of an article that is

published with Institute of Electrical and Electronics Engineers. Figure 2.7 depicts an

example of IEEE Xplore API data. Others API for publicly available literature repos-

itory are such as arXiv API21, Elsevier Scopus APIs22, National Library of Medicine

(NLM) API23. The following is the comparison between advantages and disadvantages

of biomedical literature data.

Advantages

• High reliability repository (data is derived by experiment-based results)

• Well written-form

• Low cost data

• Publicly available data

Disadvantages

• Lacking in clinical sensibility

• Lacking in temporal event

• Falling into biased data due to passive outcome monitoring

Social Media

The social network and social media become a famous source of data nowadays, due

to the influence of Web 2.0 technology. Many healthcare communities emerge in social

networks. Such variety medical forums can provide, service or exchange healthcare

knowledge among users, e.g., DataGeno, PatientsLikeMe, and WebMD. The growth of

online social networking forums brings to patients voluntarily sharing their experience

20http://ieeexplore.ieee.org/gateway
21https://arxiv.org/help/api/index
22https://dev.elsevier.com/sc apis.html
23https://wwwcf.nlm.nih.gov/nlm eresources/eresources/search database.cfm
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Fig. 2.6: An example of MEDLINE data in XML format.

on drug use, making these forums as valuable resources for ADR analysis [69, 70, 71].

Recently, the information extraction from the healthcare forum, Medications.com, has

been proposed [72]. The source of data is the precious resource of sharing experience
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Fig. 2.7: An example of IEEE Xplore API data in XML format.

about drugs use among voluntary patients. Firstly, the implementation of Information

Retrieval module can retrieve messages posted from the crawl technology. Secondly,
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applying text processing module can obtain an appropriate data format. Thirdly,

information extraction is manipulated to perform the named entity recognition using

drug name and adverse reaction as a dictionary. Finally, hidden markov model is carried

out to find the relationship between drugs and their adverse reactions in relationship

extraction module.

From the five sources of healthcare data mentioned in Table 2.1, the social network

data provides the lowest reliability and contains vast of noise-prone. In particular, data

from forum, blog or twitter, is usually derived from non-domain expert users, in other

words, by patients or relative of patients through their opinions or comments that are

based on emotional or sentimental rather than factual data expression. Nevertheless,

due to large-scale data, many research works [73, 74, 75] have been explored such source

of data on healthcare domain. Figure 2.8 depicts an example of tweets data. The

following is the comparison between advantages and disadvantages of social network

and social media data.

Advantages

• Population-based for rare event identification

• Low cost data

• Publicly available data

Disadvantages

• Low reliability repository (data is derived by non-domain experts)

• Comments or opinion based on emotional or sentimental data expression

• Poor text quality , ill-format, noise-prone

• Lacking in clinical sensibility

2.3 Named Entity Recognition

Normally, a named entity is an individual word or a set of words that indicates a real-

world object, e.g., Shinzo Abe, Tokyo, Rakuten. Slightly different to a named entity
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Fig. 2.8: An example of Tweets data.

in biomedical text, a real-world object is relevant to a medical object, e.g., Cycloben-

zaprine, Gastroesophageal Reflux, Tracheal tube. The named entity recognition is a

process involving the identification of named entities in text and classification them

into a set of predefined categories, e.g., person, organization, location for a general do-

main or drug name, disease name, device for the medical domain. Given the following

a fragment of a sentence as an example,

“The International Olympic Committee awarded the Games of the XXXII

Olympiad in 2020 to Tokyo.”
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the extracted named entities of three categories; organization, location and date, are

the following information,

Organization: International Olympic Committee,

Location: Tokyo,

Date: 2020.

The extracted information can provide more comprehension corresponding domain of a

given text and can be used in other processes of text mining such as relation extraction,

information retrieval.

The medical named entity recognition is a fundamental and an essential process to-

wards efficiency for text mining. The spelling correction, medical text mention recog-

nition, and normalization are typically involved in this process. In biomedical text

mining from EMR, named entity recognition task aims to provide a precise system

to recognize medical attributes concerning medications, adverse reactions, anatomical

parts, diseases, devices, temporal phrases, etc. For example in the following sentence,

“Patient was found to have mild thrush, treated with Nystatin, viscous li-

docaine.”

the extracted named entities are the following information,

Drug name: Nystatin and Viscous lidocaine,

Disease name: Thrush.

The normalization task unifies such medical attributes into common lexicons based on

the identical semantic, so-called concept. The Concept Unique Identifier24 (CUI) de-

fined by Unified Medical Language System (UMLS) is widely utilized for such purpose

and be used as a referral identifier. According to the above example regarding biomed-

ical text, drug name “Nystatin” and “Viscous lidocaine” can be normalized to concept

CUI C0028741 and CUI C0721362 respectively, and “Thrush” can be normalized to

concept CUI C0006840. Named entity recognition challenges in biomedical text anal-

ysis can be found in several shared tasks such as SemEval [76, 77, 78], ShARe/CLEF

eHealth [52], i2b2/VA challenge [79], GermEval [80], etc.

24a concept in the UMLS Metathesaurus
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One of notable biomedical named entity recognition tools is MetaMap that is de-

veloped by Aronson [81]. The tool relies on natural language processing technique to

recognize biomedical text to formal UMLS Metathesaurus. MetaMap is widely used

in literature related to biomedical text mining and publicly accessible25. The National

Library of Medicine provides MetaMap service usage via the online version as interac-

tive, batch, and Web API modes and the off-line version of Java API. The algorithm

inside MetaMap uses a knowledge-intensive approach by handling natural language

processing tasks such as tokenization, part-of-speech tagging, the lexical lookup from

knowledge based, syntactic analysis, negation extraction, word sense disambiguation

[82]. MetaMap provides not only UMLS concept mapping but also UMLS semantic

network that consists of a set of hierarchy information of two levels categorization;

semantic group [83][84] and semantic type [85]. The 15 semantic groups and 133 se-

mantic types are available for UMLS concept mapping. The biomedical named entity

recognition, sentence boundary detection and normalization will be discussed in data

preparation section of the next chapter (see Section 3.2).

2.4 Open Information Extraction

While the traditional information extraction entirely requires precisely target relation

beforehand, Open Information Extraction (OpenIE) aims to extract relations without

predefined relation category and independent domain. The OpenIE paradigm is well-

known as a generalization of conventional information extraction that can potentially

deal with large-scale corpora without manual tagging of relations [86].

Early of OpenIE [87] aims to extract an unknown relation in advance on highly

scalable web corpus. The evident achievements on web mining deliver to an extensive

paradigm shift in biomedical text mining. Currently, there are many numbers of effec-

tive information extraction methods. The ReVerb [88], the double precision of the

traditional OpenIE (TextRunner [89, 90]), retrieves the verb-based relation phrases

through two constraints corresponding syntactic constraint and lexical constraint. The

relation phrases are derived by shallow parsing, and the both constraints are applied to

25https://metamap.nlm.nih.gov
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overwhelm two significant of incoherent and uninformative extraction problems. The

former problem is related to no meaningful interpretation of extracted relation phrase,

and the later one is correlated with omitting the critical information. The OLLIE [91],

the next revision of OpenIE, is introduced by the same group of researchers with Re-

Verb that aims to overcome the weaknesses of verb-based reconciled relation phrase

and context disregard. In their work, a bootstrapping method is used to create a

large corpus of open pattern templates using seed tuples derived by ReVerb. In the

extraction process, the pattern matching based on predefined templates is extended

with nouns, adjectives, etc. Additionally, the discovered relations are considered on

the context relevance for hypothetical or conditionally true expansion. Recently, the

Stanford Natural Language Processing group develops OpenIE tool [92] to reduce a

large pattern set of canonical sentences and excerpt self-contained clauses from longer

sentences as well.

2.5 Distant Supervision

Relation extraction with supervised learning is proven to be successful in many previous

studies [93, 94, 95], however, the achievement of supervised learning method is limited

to the amount of training set [96]. The training data acquisition requires human efforts

for manual label tagging that is tedious and laboring task. An alternative solution is

utilized knowledge base for data curation by distant supervision method.

The distant supervision aims to overcome the fundamental limitations of unavailable

labeled examples that are usually done by human labor. This paradigm has a compar-

ative advantage over manual data tagging regarding inexpensive, less time-consuming

and feasible for large-scale corpora. The early work on distant supervision is achieved

by Craven, M. et al. [14]. In their work, a term weakly labeled data is presented for

biomedical relation extraction from MEDLINE. Lately, Mintz, M. et al. [15] proposes

an interchangeable paradigm, distant supervision, to extract relation from Freebase.

Their assumption relies on “if the two entities participate in a relation, any sentence

that contains those two entities might express that relation.”.

In medical text mining, particularly ADR identification problem, there is a few
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work that leverages distant supervision paradigm. The work of Segura-Bedmar, I., et

al. [97], the Spanish social media from health forum is collected to explore plausible

adverse reaction. The shallow linguistic is examined on a sentence of any pair of drug

and clinical event that is appeared to co-occur within a window size of 250 tokens.

The similar manner as the work of Segura-Bedmar, I., et al., a label of each pair

of drug and event, that is found to appear together in the same sentence, is derived

by projection from the knowledge bases, namely entity-level. While a label for each

sentence instance that appears a same of a drug-event pair, known as instance-level,

cannot be acquired by such projection method. Therefore, the consideration of the two

levels labeling is needed for model classification, and it needs a particular method such

as multiple-instance learning (MIL) to deal with such situation. The followings example

describes the concept of entity- and instance-levels and their problem as mentioned

above. Considering the followings two sentences,

“He was put on a dopamine, though this was discontinued due to persis-

tent tachycardia.”,

“Medication history of the patient is a dopamine and a dobutamine, he

was checked by EKG for tachycardia before admission.”

Both sentences contain a drug “dopamine” and a clinical event “tachycardia”. Suppose

that a pair of dopamine and tachycardia exists in knowledge base from SIDER, which is

the database of adverse drug reaction (ADR) relation. The goal of distant supervision

is to look up a pair of dopamindrug and tachycardiaevent in knowledge base SIDER and

infer relation label. From the example, it is clearly shown that the entity-level of a

drug dopamindrug and an event tachycardiaevent expresses true relation as inferred from

SIDER. However, the instance-level is expressed as true relation corresponding ADR

only in the first sentence, but the second sentence is not expressed as the true relation.

This problem is well known as the noisy label.

Recently, there are attempt to employ distant supervision as data labeling for ADR

identification [97, 98] or integrate with a human label to extensive training size [99].

The employing of distant supervision for relation extraction can be divided into two

31



main approaches.

• The first approach makes use knowledge base that contains entity pairs of interest

as a guideline to extract patterns from such entity pairs. All extracted patterns

are assumed to be relevant to relation label and can be used for discovering

unknown entity pairs. This approach can be though as feature labeling that

considers on an association between pattern and relation label, which is similar

to the pattern bootstrapping method. The main challenge of this approach is

how to filter noisy patterns out of qualified patterns. The utilization of distant

supervision as a guideline for feature labeling in bootstrapping method will be

discussed later in Chapter 4.

• The latter approach utilizes facts from knowledge base to construct training

dataset instead of manual label tagging. This approach can be seen as instance

labeling and much more complicated than the feature labeling. The mapping

entity pairs from knowledge base to text in a sentence in order to infer relation

label, it usually contains noise because some labeled sentence might not express

true relation. Therefore as mentioned above, a particular feature engineering

approach or model classifier is needed for such problem. The utilization of dis-

tant supervision as a set of training examples for biomedical relation extraction

problem will be discussed later in Chapter 5.
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Chapter 3

Relation Extraction in Clinical Text

3.1 Drug-Event Relation Extraction

The drug-event relation extraction from unstructured text can be defined as the method

to discover hidden drug relevant clinical event from a given text that might express its

relation as harmful or beneficial outcomes from drug administration. While harmful or

unintended symptom caused by a drug is known as an adverse drug reaction, the ben-

eficial result from treatment by medicine is the so-called therapeutic indication. With

significant increasing of toxicology and clinical safety failures, drug safety and post-

marketing surveillance have become a crucial topic. The World Health Organization

gives some key facts that motivate ADRs research as follows: ADRs are among leading

causes of deaths and effect to in every country, the majority of ADRs are preventable,

ADRs probably related to costs and no medicine is risk-free [100].

In a computational method for drug-event relation extraction, there are multidis-

ciplinary techniques along the variety of data types and the objectives. The following

is the summary of a group of methods for drug-event pair relation identification and

Table 3.1 exhibits the details of each method.

• Co-occurring method An evidence-based method is inspected for associative

co-occurring between drug and event, the chi-square (χ2) statistic and its p-value

are used to test the hypothesis of no association [45, 46, 47, 101, 102].

• Ranking method Relation candidate generation is generated by disproportional
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analysis of co-occurring drug-event pair [53, 55, 103] or by classifier model [53],

then rank its outcomes.

• Rule-based method In this categorization, rule-based and pattern based are

grouped together. Rule based is used as a template for rule matching to discover

hidden drug-event pair relation. Table mapping [104], part of speech tagging

[105], association rule mining [106] or regular expression [107] can be used for

rule (or pattern) generation.

• Machine learning The method mainly focuses on deploying of feature engineer-

ing and uses machine learning method such as SVM, Näıve Bayes, Decision Tree

for relation classification [50, 108, 109, 110].

• Distant supervision The method makes use of knowledge base for training data

labeling instead of manual label tagging [97, 99] (see Chapter 4 and Chapter 5

for more details).
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Table 3.1: A list of previous studies on drug-event relation extraction

Reference Problem Material and Study Population Method

Chen E.S.

et al. [45];

Co-occurring

method

Identify associ-

ation between

drug-disease pair

– Discharge summary in the 2003-2004 (48,360 re-

ports).

– MDELINE article in the 2006 (81,828 related ar-

ticles).

– To investigate all drugs related to 8 diseases of

interest

– NLP tool; BioMedLee, MedLEE.

– Drug-disease annotation to highest-level MeSH de-

scriptor and UMLS concept by BioMedLee and

MedLEE tools.

– Association examination of drug-disease pairs by

co-occurrence and χ2.

– Comparing the association derived across different

annotation methods and data sources to evaluate

the overall agreement.

– Manual review process by a medical expert.

Wang X.

et al. [46];

Co-occurring

method

To characterize

phenotypic and

environmental

associations ob-

tained from clinical

reports

– Discharge summary from NYPH (25,074 reports)

in the 2014.

– 1,997 unique drug concepts in scope.

– 732 unique symptom concepts in scope.

– 947 unique disease concepts in scope

– NLP tool; MedLEE.

– Drug-disease annotation to UMLS concept.

– Evaluation the association between disease-

disease, drug-disease/symptom and disease-

symptom by performing hypothesis testing

χ2.

– Deriving an indirect drug-adverse reaction by the

computation of mutual information

Wang X.

et al. [47];

Co-occurring

method

Detect associations

between drug and

adverse reaction

– Discharge summary from NYPH in the 2004. – Annotating drug-disease to UMLS concept.

– Filtering confounding factors such as diseases oc-

curring before the drug usage, etc.

– Determining drug-adverse event co-occurring

pairs and hypothesis testing based on χ2.

Continued on next page
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Table 3.1 – Continued from previous page

Reference Problem Material and Study Population Method

Liu M. et

al. [101];

Co-occurring

method

Detect drug and

adverse reaction as-

sociation

– Dataset of Yoon et al. [120] 470 drug-event pairs

– Dataset from VUMCs EMR 187,595 patients

record with 378 drugevent pairs

– Separating retrospective observations into two

groups; study group and comparison group, based

on rule based.

– Determining drug-adverse event by hypothesis

testing base on χ2, PRR, ROR, Yules Q (YULE),

BCPNN, and GPS.

– Evaluation matrices for performance assessment

by precision, recall, and F-score.

Roitmann E.

et al. [102];

Co-occurring

method

Clustering pa-

tients based on

drug-event profile.

– 6,011 patient records from clinical narratives from

Danish mental health center in the 1998 to 2010.

– Drug information (ATC), drug dosages, prescrip-

tion intervals, and diagnosis code (ICD10).

– Identifying 2,347 patients with history of at least

one drug and one adverse event.

– Constructing patient vectors with 1,190 adverse

event dimensions by tf-idf weighted values.

– Stratifying the patients based on cosine dissimi-

larity profile.

– Computing co-occurring score and weighted edges

to analyze the cluster adverse event.

Harpaz R.

et al. [103];

Ranking

method

ADR signal detec-

tion

– Clinical narrative text from NYPH in the 2004-

2010 and Adverse event report system (AERS) of

the Food and Drug Ad-ministration in the 1968-

2101Q3.

– NLP tool-MedLEE.

– RxNorm, UMLS concept (2011AA), Med-

DRA(V.13.1).

– Annotating the clinical narratives to UMLS con-

cept.

– Detecting drug-event association by dispropor-

tionality analysis and ranking.

Continued on next page
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Table 3.1 – Continued from previous page

Reference Problem Material and Study Population Method

Duan L.

et al. [53];

Ranking

method

Rare ADR detec-

tion

– Simulated OMOP dataset. – Deploying the ensemble methods for drug-event

detection; 2x2 contingency table, likelihood ratio

and a Bayesian network.

– Computing scores on probability outcomes from

such three models and ranking.

LePendu P.

et al. [55];

Ranking

method

Analyzing patterns

of off-label drug us-

age

– Clinical narratives from STRIDE.

– Drug indication data from Medi-Span for evalua-

tion

– NLP Tools-NCBO annotator, NegEx trigger

– NCBO BioPortal library, RxNorm, SNOMED CT.

– Annotating terms in clinical notes using NCBO

Annotator.

– Applying NegEx trigger rules to separate negated

terms and term normalization.

– Constructing bag-of-terms.

– Creating drug-indication associations using slid-

ing window.

– Filtering confounding factors.

– Scoring the association by ROR and ranking.

Park M. Y.

et al. [104];

Rule-based

method

Detecting the

signals of ADR

focused on labora-

tory abnormalities

after treatment

with medication

– EMR data from Ajou University Hospital, in Ko-

rea from Jan 2000 - Mar 2010.

– Laboratory anomaly is determined as adverse re-

action.

– 56 ADEs of interest from UpToDate Drug Infor-

mation Database.

– Retrieving the list of known ADEs related to the

selected drugs.

– Constructing the mapping table to link between

laboratory abnormalities detected by CERT

algorithm and each known ADEs.

Continued on next page
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Table 3.1 – Continued from previous page

Reference Problem Material and Study Population Method

Skentzos S.

et al. [105];

Rule-based

method

Identify ADR to

Statins

– Clinical narratives of outpatients from Partners

Enterprise Allergy Repository (PEAR) in the

2000-2010.

– 3,175 narrative notes.

– UMLS concept, MedDRA code.

– Annotating medical terms to UMLS concept and

MedDRA code.

– Deploying parse tree and manual word class with

semantic customization

Ji Y. et

al. [106];

Rule-based

method

Identify causal rela-

tionships be-tween

drugs and their

associated adverse

drug reactions

(ADRs)

– Clinical narratives from the Veterans Affairs Med-

ical Center in Detroit, Michigan.

– 1,021 patients related to drug of interest 1,290

ICD9 codes associated with drug of interest.

– Detecting the relation candidate between drug-

event pair by co-occurring.

– Examining the association using experience-based

fuzzy RPD model and the exclusive causal rela-

tion supp(X → Y).

Iqbal E. et

al. [107];

Rule-based

method

Identify instance of

adverse drug events

(ADEs)

– Clinical narratives from Clinical Record Interac-

tive Search (CRIS) system, the South London and

Maudsley NHS Foundation Trust (SLaM) (17,995

patients) in the 2007-2013.

– NLP tools; GATE [111], Java Annotation Pat-

terns Engine (JAPE).

– Constructing clinical event dictionary, including

synonym and alternative spelling

– Extracting clinical event from narrative text by

GATE.

– Rule generating by JAPE.

– Performing bootstrapping method to iterative cre-

ating new and improve rule from misclassification.

Continued on next page

38



Table 3.1 – Continued from previous page

Reference Problem Material and Study Population Method

Li Y. et

al. [50];

Feature-

based

method

ADR detection – EHR from NYP/CUMC and GE MQIC-including

admission notes, discharge summaries, lab tests,

structured diagnosis (ICD-9) codes and structured

medication lists.

– Claim data, CCAE.

– Spontaneous reports from FAERS in the 2004-

2010.

– STITCH, MedDRA.

– Deploying LASSO to obtain the confounding ad-

justed signal score for each drug-event pair from

NYP/CUMC and FAERS.

– Normalizing ADR signal scores using p-value.

– Combining scores of discovered drug-event pairs

across different data sources.

Peissig P. L.

et al. [108];

Feature-

based

method

To classify patients

risk

– Healthcare data from CattailsMD EHR-Research

Data Warehouse (RDW), Marshfield Clinic in the

1979-2011.

– EHR data-diagnoses, procedures, laboratory re-

sults, observations, and medications for patients.

– Identifying training set of POS, NEG, and BP

(borderline positive) samples.

– Deploying Inductive Logic Programming (ILP) for

rule learning as feature for classifier.

– Constructing classifiers; Random forest, SMO,

PART, J48, JRIP.

Liu Y. et

al. [109];

Feature-

based

method

Discriminating

the drug-adverse

event pairs from

the drug-indication

pairs

– Narrative notes from STRIDE EMR database,

over 9 million notes.

– Annotating textual medical records to UMLS con-

cept.

– Constructing drug-event association as a set of fea-

tures by considering on patients timeline.

– Building SVM classifier.

– Evaluation method using 100-fold cross validation

and independent validation set.

Continued on next page
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Reference Problem Material and Study Population Method

Karlsson I.

et al. [110];

Feature-

based

method

ADR prediction – EMR from the Stockholm EPR Corpus in the

2009-2010.

– Constructing feature vector corresponds to 1,312

drugs, 9,863 diagnosis code, age, and gender.

– Modeling with two machine learning methods;

Random forest and JRIP rule learner.

– Evaluation using 10-fold cross validation
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3.2 Data Preparation

As the discussion in section 2.2, EMR is a rich source of individualized clinical data,

which has a great potential for improving identification of patients experiencing ad-

verse reactions, across drugs and indication areas. Narrative notes in EMR have been

demonstrated as the promising source of the repository and widely utilized for such

purpose [112, 113, 114, 115, 98]. In this dissertation, EMR from Multiparameter Intelli-

gent Monitoring in Intensive Care (MIMIC–III) database is used to analyze association

between drug and clinical event whether adverse reaction or indication. The prepro-

cessing is needed as a general medical text that composes of tokenization, stemming,

named entity recognition and sentence boundary detection.

3.2.1 Multiparameter Intelligent Monitoring in Intensive Care

(MIMIC–III)

MIMIC–III[116] is the notable publicly available source of EMR repository. The

database is introduced by National Institute of Biomedical Imaging and Bioengineering

and available at PhysioNet1. The over 58,000 hospital admissions for 38,645 adults and

7,7875 neonates are presented in the data source with spanning up to 12 years from

June 2001. The rich information through the narrative texts is over 2 million event

notes concerning 15 note categories.

Figure 3.1 depicts the ratio of total event notes per category and Table 3.2 described

the purpose of the narrative text in each category. The highest portion is the nursing

notes in which contain daily reports of patient condition and progress to be used

for communicating the current health status. The second rank ratio is the radiology

document that relevant to medical images or radioactive substance or sound wave such

as X-ray, MRI, etc. However, the promising narrative text is a discharge summary

that contains about 55,177 documents from 46,520 distinct patients. The discharge

summary from EMR includes the long narrative texts with temporal information in

various aspects. There are not only the summary of hospital course but also a history

of patient illness, past medical history, medical on admission, discharge medications,

1https://mimic.physionet.org
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Fig. 3.1: MIMIC-III: a portion of event notes per category

physical exam, allergies information, discharge diagnosis etc.
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Table 3.2: Statical number of note event categories from EMR and example of sentences.

Category Size1 Example of Sentences

Nursing/other 822,497 RESP CARE: Pt remains intubated/on vent on CMV 500/14/.60 15 PEEP.

Sxd small amts thick tan sputum. Last ABG acceptable/lungs bilat coarse

crackles. . . .

Radiology 522,279 [**2177-12-11**] 8:27 PM LOWER EXTREMITY FLUORO WITHOUT RA-

DIOLOGIST LEFT Clip # [**Clip Number (Radiology) 102303**] Reason:

REVISIONLEFT LEG [**Doctor Last Name **] GRAFT, SEVERE PAIN

FINAL REPORT A lower extremity fluoro was performed without a radiologist

present. 5.2 minutes of fluoro time was used. No films submitted. . . .

Nursing 223,556 51 y/o M w/IPF on home O2 who presented to the ED last night with worsening

dyspnea. This has been slowly worsening for the past few weeks, but over 2

days severely worsened to the point where he was short of breath at rest.

He also has had a cough productive of yellow blood-tinged sputum for 2 days

(normally has a non-productive cough at baseline). According to his pulmonary

rehab notes, he has been increasingly unable to exercise due to hypoxemia with

exertion despite supplemental O2. He has also had anterior chest pain which

he associates with coughing. The chest pain is not exertional. . . .

ECG 209,051 Sinus bradycardia. The P-R interval is 0.15. There is Q-T interval prolongation

and diffuse ST-T wave flattening, as well as continued T wave inversion in leads

V2-V4, though improved. Otherwise, no diagnostic change. Clinical correlation

is suggested. . . .

Continued on next page
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Table 3.2 – Continued from previous page

Category Size1 Example of Sentences

Physician 141,624 Chief Complaint: Obtubdation Hypertensive Urgency Hyoerkalemia I saw and

examined the patient, and was physically present with the ICU Resident for key

portions of the services provided. I agree with his / her note above, including

assessment and plan. HPI: 70 yo woman with a h/o ESRD, lives in [**Hospital1

723**], presented to HD today after missing several sessions of dialysis due to

patient refusal. Pt has history of paranoia leading to HD and med refusal in

past. . . .

Discharge summary 55,177 Admission Date: [**2151-7-16**] Discharge Date: [**2151-8-4**] Service: AD-

DENDUM: RADIOLOGIC STUDIES: Radiologic studies also included a chest

CT, which confirmed cavitary lesions in the left lung apex consistent with

infectious process/tuberculosis. This also moderate-sized left pleural effusion.

HEAD CT: Head CT showed no intracranial hemorrhage or mass effect, but old

infarction consistent with past medical history. ABDOMINAL CT: Abdominal

CT showed lesions of T10 and sacrum most likely secondary to osteoporosis.

These can be followed by repeat imaging as an outpatient. [**First Name8

(NamePattern2) **] [**First Name4 (NamePattern1) 1775**] [**Last Name

(NamePattern1) **], M.D. [**MD Number(1) 1776**] Dictated By:[**Hospital

1807**] MEDQUIST36 D: [**2151-8-5**] 12:11 T: [**2151-8-5**] 12:21 JOB#:

[**Job Number 1808**] . . .

Echo 45,794 PATIENT/TEST INFORMATION: Indication: Endocarditis. Height: (in) 66

Weight (lb): 99 BSA (m2): 1.48 m2 BP (mm Hg): 130/46 HR (bpm): 79

Status: Inpatient Date/Time: [**2123-1-28**] at 10:13 Test: Portable TTE

(Complete) Doppler: Full Doppler and color Doppler Contrast: None Technical

Quality: Adequate INTERPRETATION: Findings: LEFT ATRIUM: Mild LA

enlargement. . . .

Continued on next page
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Category Size1 Example of Sentences

Respiratory 31,739 Demographics Day of intubation: 2 Day of mechanical ventilation: 2 Ideal

body weight: 69.9 None Ideal tidal volume: 279.6 / 419.4 / 559.2 mL/kg

Airway Airway Placement Data Known difficult intubation: No Procedure lo-

cation: Reason: Tube Type ETT: Position: 23 cm at teeth Route: Oral Type:

Standard Size: 7mm Tracheostomy tube: Type: Manufacturer: Size: PMV:

Cuff Management: Vol/Press: Cuff pressure: cmH2O . . .

Other notes 26,988 [Consult Category] Respiratory failure, acute (not ARDS/[**Doctor Last

Name **]) Assessment: Intubated, on CPAP [**11-23**]. Lung sounds mostly

clear, required suctioning approx every 4 hours. Action: Lasix gtt continues

@ 2mg/hour. Response: Patient tolerating well, approx 1.5 liters negative on

[**10-18**]. Plan: Continue to diurese, attempt to wean PS and PeeP today.

Provide support to patient and family. . . .

[Nutrition] Potential for nutrition risk. Patient being monitored. Current

intervention if any, listed below: Comments: pt screen per icu protocol, pt

currenlty tol pos, noted pt with some skin impairment, will sent supplements.

please page if has ? ([**Numeric Identifier 1550**]) . . .

[Social Work] Pt known to this worker from prior admissions. Working with

wife as she receives news of pt s critical condition and decides with team to

transition pt to CMO. Wife requested that this worker meet with her and her

12 yr old son to tell him of the pt s pending death. Consulted with son s

psychiatrist before meeting. Supported pt s extended family throughout the

day. Pt comfortable and surrounded by family and friends . . .
1 number of document
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3.2.2 Sentence Boundary Detection

The text corpus is selected from the public source MIMIC-III as a case study and the

data is accessed on Apr 25, 2016. The boundary detection is the comparatively fun-

damental task in Natural Language Processing, but significantly important regarding

the text quality. In general, boundary detection task aims to detect the beginning

and the ending points within given texts that a drug and a symptom have possibly

participated. The challenges of boundary detection task [117, 118, 119] are arisen

based on a boundary of interest and a domain of a given text. Many previous research

works define a potential boundary of entity pairs candidate (ei, ej) within the same

sentence, further, the sentence boundary detection in medical texts is also recognized

as the challenge with noise-prone. One of the major issues is an ambiguous use of a

period or a full stop (“.”). Typically, the period can be seen as a sentence boundary

marker, a floating–point marker (e.g. “0.08”, “40.5 mg”), a marker for a numeric bullet

of an enumerated list or a separator within an abbreviation (e.g. “y.o.”,“h.s.”), etc.

The discontinuous text over a line is an irritated ill-form as well. The capital letter

along with the punctuation mark such as the colon (“:”) for content section expression

also increased the challenges. An example of noisy medical textual data is depicted in

Table 3.3. The text inside the bracket pairs [**...**] represents the de-identification

information that can be hospital name, doctor name, patient name, etc.

In this dissertation, the noise-prone is handled by developing an in-house sentence

boundary detection rather than utilizing a state-of-the-art method to compatible with

the narrative text from EMR. The heuristic patterns are predefined to carry out the

unregulated linguistic form. Figure 3.2 exhibits the total number of sentences over

each note section. While the number of total sentences of brief hospital course section

is expressed in the highest numbers, the total number of sentences of the history of

present illness section and discharge medications section are equally same. However,

narrative text in Discharge Medications section mostly contains a list of prescribed

drugs during hospitalization, therefore, the text in this kind of document excludes drug-

event relationship (only drug is appeared in text). Conversely, brief hospital course

section and history of present illness section include long text of patient treatment,
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health status, or diagnosis. In order to investigate drug and event relation from EMR,

sentence boundary detection method is deployed on two sections of brief hospital course

section and history of present illness section. Finally, the number of extracted sentences

is around 1.6 million sentences.

Fig. 3.2: MIMIC-III: Total number of sentences over sections in discharge summary

3.2.3 Medical Named Entity Recognition and Normalization

The highly accurate relation identification is strongly related to medical entities extrac-

tion. It is a common task in text mining that corresponds to named entity recognition

in Information Retrieval research area. The named entity recognition is the essential

subtask for information extraction to retrieve entity of interest and give its label. Given

a text from Hospital Course section in MIMIC-III (see Table 3.4), suppose that we are

considering on a couple of entities of a drug and a clinical event to form drug-event

relation. The named entity recognition process, firstly, retrieves entities relevant the

medical term of interest, then give a label to a detected medical term. Finally, we can

derive information; drug entity is codeine and event entities are tumor and persistent

severe coughing.

Similarly, the term normalization process as another subtask is also a vital process

because most of machine learning and data mining method consider the distribution of

entity for computation to capture the significant signal that associates to class label.

Even terms refer to the same meaning but present in different written-style (synonym),
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Table 3.4: An example of a partial narrative notes from MIMIC-III. The drug and

event entities are expressed in bold.

A bronchoscopy with the intention of coring out tumorevent was car-

ried out by Dr.[**D01-45**], but all the tumorevent was extrinsic to the

airway and he was unable to relieve the obstruction. The tumorevent

now involves the trachea as well as the right main bronchus. His major

complaint was of persistent severe coughingevent and secretions. Ulti-

mately, only codeinedrug at 30 mg q6h controlled him and this was very

affective. Inhalers provide only mild relief. He is aware of his prognosis.

The patient was also seen by Dr.[**D08-27**] of the Oncology Service

who did not feel that chemotherapy had anything of promise to offer.

it can lead to incorrect distribution. Moreover, the normalized term can support di-

agnosis and interpretation of professional clinicians. Table 3.5 expresses two narrative

notes that refer to the same clinical events of atrophoderma vermiculatum (Figure 3.32),

which is primarily presenting in children with a reticular pattern of skin atrophy on

the cheeks and may extend to the ears and forehead [120, 121]. The narrative notes

1 and 2 describe the patient’s condition using the terms honeycomb atrophy and folli-

culitis ulerythematosa reticulata respectively, however, both patients present the same

disorder of atrophoderma vermiculatum.

Fig. 3.3: The phenotype of atrophoderma vermiculatum disorder

2http://www.dermis.net/dermisroot/en/35235/image.htm
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Table 3.5: An example of partial narrative notes from MIMIC-III. The medical terms

(in bold) present the same disorder.

Partial narrative note 1:

This 8y.o. girl presented honeycomb atrophyevent on the left cheek

for the past 3 years. She states that it started from the middle of cheek

and extended to a larger area near ear. The patient denied the symptom

presents in her family.

Partial narrative note 2:

13yo. girl. On day of discharge she developed an eruption on her face,

possibly folliculitis ulerythematosa reticulataevent. She states that

the symptom had been present for the past 4 years. It began as a slight

roughness and redness on her right cheek.

The normalization intends to unify a discovered medical term into a conventional

lexicon based on an identical semantic meaning or a concept that can be referred using

concept unique identifier (CUI). There are many endeavors to deal with medical named

entity recognition and normalization in medical texts such as cTAKES3, FreeLing-Med

for Spanish and English, MetaMap4, tmChem5, DNorm6, GATE7, and self-developed

software using CRF, parse tree, or Stanford CoreNLP tool8.

Considering on narrative notes in Table 3.3, named entity recognition can retrieve

three drugs, i.e., Ibuprofen, Tylenol, Narcotics and six clinical events i.e. SOB, pleuritic

chest pain, ACS, Myocarditis, Pericarditis, Pain. Then, the normalization task replaces

a drug term or an event term with semantic concept defined by CUI. In this case, a

term Tylenol (a trade name) is replaced with C0000970, which refers to a concept

of Acetaminophen (a generic name)9, or a term pleuritic chest pain is replaced with

3http://ctakes.apache.org
4https://metamap.nlm.nih.gov
5https://www.ncbi.nlm.nih.gov/CBBresearch/Lu/Demo/tmTools/tmChem.html
6https://www.ncbi.nlm.nih.gov/CBBresearch/Lu/Demo/tmTools/DNorm.html
7https://gate.ac.uk
8http://stanfordnlp.github.io/CoreNLP
9RxNORM – https://rxnav.nlm.nih.gov
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C0008033, which refers to a concept of a disorder characterized by marked discomfort

sensation in the pleura10 etc.

In this dissertation, the notable MetaMap tool [81] is utilized to accomplish named

entity recognition. The tool recognizes a medical term from a given narrative text

and results in the standard medical term corresponding UMLS. The post-processing

is employed on results from the out-of-the-box MetaMap to overcome the ambiguously

named entities. Typically, MetaMap is able to recognize multiple semantic types, a

two-hierarchy of group and type of entity of interest. Therefore, in this dissertation,

two semantic groups of CHEM and DISO are considered for a drug and a clinical event

entities respectively. Finally, the expected result of data preparation is a normalized

named entity in the form of CUI.

The summary of the statistical number of MIMIC-III corpus after data preprocess-

ing is placed in Table 3.6. The maximum number of sentences is located in the brief

hospital course section (see also Figure 3.2). On the one hand, the history of present

illness section and the discharge medications sections contain the equal number of sen-

tences; however, contexts in the discharge medications are mostly written as a list of

drug prescription regardless entity description. Unfortunately, only some sections of

medical notes describe the purpose of drug prescription or adverse reaction from drug

usage, which can contribute to further research of drug-disease network. Therefore, this

dissertation initially investigates on the brief hospital course section and the history of

present illness section sections that their information is closely related to adverse drug

reaction and therapeutic indication.

From the Table 3.6, the brief hospital course section contains the number of sen-

tences more than the history of present illness section around 1.3 times and the average

sentences per document are 26 and 12 respectively. However, the number of drug and

event terms of the both sections exhibit as equally. It is because the history of present

illness section is permeated with clinical contents that are directly related to patient’s

clinical event and remedy, while, the brief hospital course section narrates patient

health status before, during, and after admission including treatment courses in more

details. The number of relational tuples (e1, pattern, e2) extraction by OpenIE are

10CTCAE v4.0 – https://ctep.cancer.gov
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nearly 6.4% (77,652). In contrast, the remaining (93.6%) of extracted relational tuples

contain only a drug, only a clinical event, or not related to a drug-event relation. Fi-

nally, nearly 1.7% (1,321) from 77,652 drug-event relations are corresponding known

relations from SIDER and DrugBank.

3.3 Evaluation Metrics

3.3.1 Evaluation Metric for Drug-Event Association Analysis

The performance of the proposed drug-event association method is evaluated by the

lift metric which measures the degree of association by statistical analysis. In this

dissertation, the lift metric is computed to assess the likelihood of a drug-event pair

against the co-occurrence by chance. The value of lift over than 1 implies the stronger

the association between drug and event over the chance (lift = 1).

lift(drug, event) =
P (drug, event)

P (drug)P (event)
(3.1)

3.3.2 Evaluation Metric for Drug-Event Identification

In order to estimate the performance of the proposed identification method, the hold-out

evaluation is conducted through the k -fold cross-validation whereas k = 5. Accordingly,

four parts of the data are used for training and the remaining one is the hold out

for the validation process. Subsequently, the similar manner of data partitioning is

manipulated on the next iteration with a strict rule that a validation set in the current

iteration has never been used as the validation set in the previous iteration. Each

iteration, eventually, would be divided into a different segment of the training and

validation set. The three main measures; precision, recall and F1, are used for model

evaluation (see Eq.3.2, Eq.3.3 and Eq.3.4).

• True positive (TP) is the number of a predicted outcome is positive and the

actual is positive (correctly predict)

• True negative (TN) is the number of a predicted outcome is negative and the

actual is negative (correctly predict)
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• False positive (FP) is the number of a predicted outcome is positive and the

actual is negative (Type I error)

• False positive (FN) is the number of a predicted outcome is negative and the

actual is positive (Type II error)

• Precision is the ability of model that correctly predicts. (see Eq. 3.2)

• Recall is the ability of model that is able to correctly retrieve information from

the actual positive. (see Eq. 3.3)

• F1 is the ability of model by considering the combination of precision and recall.

(see Eq. 3.4)

precision =
tp

tp+ fp
(3.2)

recall =
tp

tp+ fn
(3.3)

F1 =
2× precision× recall
precision+ recall

(3.4)
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Chapter 4

Distant Supervision-Based Pattern

Bootstrapping for Relation

Extraction

In this chapter, I present the study of relation extraction, the sub-area of information

extraction, to support Pharmacovigilance research community. I examine an adverse

drug reaction and a therapeutic indication as semantic relations between a pair of drug

and clinical event from clinical textual data in EMR as a case study. In this chapter,

I make use of distant supervision on knowledge base to guideline the initial process for

pattern bootstrapping. Moreover, I propose a key phrasal pattern generation by consid-

ering grammatical dependency through OpenIE, and scoring such key phrasal patterns

by automatic exploring semantic relation distribution. I describe how to leverage dis-

tant supervision and a bootstrapping method to identify a semantic relation of a new

pair of drug and clinical event. The content of this chapter is drawn from Taewijit, S.

and Theeramunkong, T. (2016) [98].

4.1 Introduction

A mediated link between two named entities indicates not only a relationship between

such couple entities but also their semantic relation. For example, a sentence “Propofol

caused mild hypertension to 95” contains a relationship between two named entities of

55



propofol (a drug) and hypertension (a clinical event). From the mentioned sentence,

a semantic relation between propofol and hypertension relationship is adverse drug

reaction (ADR). In other words, propofol possibly results in unintended hypertension.

Based on such knowledge, a medical doctor should consider the adverse reaction when

prescribes propofol to a patient. To achieve the relation extraction task, particularly in

the medical domain, it is essential to move beyond the simplistic bag-of-words model.

One of the promising techniques is the argument structure analysis that can provide

information to benefit to semantic comprehension or interpretation of a sentence.

There are multidisciplinary approaches have been extensively studied to detection

and identification of underlying drug-event relations. The traditional approach, sta-

tistical co-occurrence analysis is a favor for a decade [47, 46, 45] due to simplest and

less effort. The method relies on simply the counting of paired drug and event entities

within a specified boundary such as a window size, a sentence, an abstract, a para-

graph, or a document. Unfortunately, this method loosely captures the true semantic

relation such adverse drug reaction or indication.

The two complementary semantic relations; adverse drug reaction and therapeutic

indication, has been recognized as significant to the comprehensive drug-disease net-

work. Wang et al. [122] incorporate omics data, i.e., chemical structures and protein

targets, and such two complementary semantic relations. In their work, adverse drug

reaction and indication relations are interchangeable as a feature representation for

themselves predictive model, for example, adverse drug reaction with omics data as

feature representation to predict indication, and vice versa. Then two interdependent

models are constructed to estimate the probability of indication and drug reaction rela-

tions respectively using logistic regression. Recently, the preliminary study of adverse

drug reaction and therapeutic indication on social media, Segura–Bedmar et al. [123]

employs statistical co-occurrence analysis of drug-event pairs by varying n window size

from 10 to 50 on 400 Spanish user comments. Hence, a semantic relation is assigned

based on an appearance of drug-event pairs according to its sections describing (adverse

reaction or indication) that is derived from drug package leaflets.

Lately, two independent works on adverse drug reaction identification and drug

indication identification are reported by Xu et al. The former work of the authors
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[124] aims to derive new drug therapeutic indication for drug repurposing by exploring

drug-event pairs from 20 million MEDLINE abstracts. The authors deploy pattern

bootstrapping to learn a drug indication pattern from the existing data and use such

patterns to detect uncover drug-event pair. Firstly, drug-event pairs are extracted from

unstructured text located in Clinicaltrials.gov, the healthcare information web-based

that is maintained by the National Library of Medicine (NLM). Then, the authors

examine contexts between all extracted pairs to form drug indication pattern. Simi-

larly, the latter work of the same authors [125], a dependency parse tree is deployed

to retrieve adverse drug reaction specific syntactic patterns in order to discover hidden

adverse reaction from the text. A large-scale of 119 million MEDLINE sentences are

investigated, and the authors utilize information from SIDER knowledge base to ob-

tain drug-event pairs corresponding adverse reaction. Next, all extracted patterns are

ranked based on their associated pattern scores and co-occurrence frequencies. Finally,

the manual selection process is manipulated to remove irrelevance patterns and used

to retrieve unknown drug-event pairs. The example patterns from the two works of Xu

et al. are such as induced, associated, related, etc. and in, for-the-treatment-of, in-the-

management-of, etc. for adverse drug reaction and indication relations respectively.

According to the incredibly time-consuming, expensive, unavailable or infeasible to

hand-label large amounts of training data, pattern bootstrapping method is presented

as an alternative approach to learning from a few seed information and vast amounts

of easily-obtained unlabeled data. In this dissertation, I study how to leverage a boot-

strapping method for iterative phrasal pattern-based learning for relation extraction.

Pattern bootstrapping is a general framework which incorporates unlabeled data for

improving a learner. Multidisciplinary bootstrapping methods differ in how they gen-

erate a set of patterns (seed instances), represent a pattern, derive a new pattern

and quantify the efficacy of a derived new pattern. Typically, pattern bootstrapping

method for relation extraction initializes a learner using a few patterns. The method

leverages existing patterns to generate new candidate patterns. The set of candidate

patterns generated in the previous step is quantified using adjusted conditional en-

tropy and hypothesis testing. The top rank of candidate patterns will be combined

with the existing patterns and used to extract a new set of candidate patterns in the
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next iteration. Finally, the process will be terminated, if a certain stop criterion is met.

Even the bootstrapping method benefits to information extraction on a large-scale

unlabeled data, but its drawbacks still have room for improvement. Firstly, the initial

seed method usually can be derived by manually. Although a few initial seed is proved

to be successful with bootstrapping method, the bigger number of seed tends to be

better, especially, when patterns of written-style are diverse such as text from EMR

or social media. While biomedical literature has less distribution of writing patterns

because it is carefully written and offline, EMR data has more diversity of writing

pattern due to real-time records, and social media text is probably extremely various

patterns. The manual seed selection is infeasible when dealing with a large amount of

data, therefore, most work uses a small sample as an initial seed.

Another limitation, the initial pattern can be acquired by manually such as regular

expression or rule [126], or obtained by feature representation such as TF-IDF[127].

The rule-based pattern has many advantages such as declarative, support comprehen-

sion, feasible to maintain and incorporate domain knowledge, but the main disadvan-

tages are heuristic and laboring task [128]. Moreover, the manual pattern generation

sometimes leads to ambiguity of semantic relation. The evidence is found in the work

of Xu et.al.[124, 125], the term in is shown as the qualified pattern for both semantic

relation of adverse drug reaction and indication.

4.2 Idea and Contributions

In this dissertation, the initial seed selection is introduced by distant supervision and

pattern generation is benefited from Open Information Extraction. Distant supervision

has many dominant characteristics; (i) inexpensive, no require human labor, (ii) ubiq-

uitous, (iii) the precision of distant supervision depends on the source of knowledge

base, (iv) feasible for large-scale of data. Knowledge base is ubiquitous, for instance,

FreeBase and Wikipedia can benefit to person-location or person-organization relation

[129], UniProtKB database can deliver the protein-locations relation [130] etc.

Regarding adverse drug reaction and therapeutic indication, SIDER and DrugBank

databases are investigated for the knowledge base. An initial seed for bootstrapping
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method is suggested by distant supervision. The number of seed can be derived as

much as available in knowledge base, and it benefits to a size of coverage pattern.

As the iterative method, the pattern construction for deriving a new set of seed is

based on grammatical dependency rather than feature representation such as TF-IDF

or rule base such as regular expression. The constructed pattern is called the key

phrasal pattern, which is the key context around a pair of entities that can imply to

the semantic relation. The key phrasal pattern is identified through open information

extraction and distributional analysis. Therefore, a sentence can be simplified in the

form of a relational tuple (a drug, a phrasal pattern, an event) or (an event, a phrasal

pattern, a drug). Moreover, the main characteristic of a key phrasal pattern is more

abundant semantic than only a verb phrase or a preposition. For instance, a key

phrasal pattern was-held-in is more completely semantic than held, or a key phrasal

pattern well-controlled-with is also more completely semantic than with etc. However,

to reduce a specificity of the phrasal pattern, a surface lexical-based phrasal pattern is

generalized using lemmatization. For example, a sentence His outpatient ramipril was

held in the setting of acute renal insufficiency, a drug, a key phrasal pattern and an

event can be derived by named entity recognition and syntactic analysis (see section

4.3) as follows.

• Drug: ramipril

• Event: acute renal insufficiency

• Surface lexicon-based phrasal pattern: was-held-in

• Syntactically lemmatized lexicon-based phrasal pattern: be-hold-in

Different from general pattern bootstrapping method, in this dissertation, the proposed

bootstrapping method can identify multiple relation labels in the same process. The

proposed framework of phrasal pattern bootstrapping by distant supervision has six

steps as the following.

Step1 Initial seed: To initially generate seed by projecting drug and event pair

elements from SIDER and DrugBank to a set of sentences from EMR and also sentences

labeling that will be used later in Step 3.
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Step2 Construct a phrasal pattern: A phrasal pattern is derived by considering

on grammatical dependency among surrounding context, a drug and an event entities

using Open IE and it returns the lemmatization of surface lexicon-based phrasal pattern

as the final result.

Step3 Rank a phrasal pattern: A set of phrasal patterns in the previous stage are

ranked by adjusting conditional entropy to investigate the distribution of uncertainty

through semantic distribution. The qualified phrasal pattern is called a key phrasal

pattern and be stored in a pattern pool.

Step4 Derive new seed: A new set of updated key phrase patterns in a pattern

pool is used to extract a set of new drug-event pairs.

Step5 Iterative pattern bootstrapping: Repeat the process Step2 through Step5

to extract new pattern and new seed.

Step6 Stopping criteria: The process is terminated, if there is no more extracted

new drug-event pair or no more new extracted a key phrasal pattern.

The processes in bootstrapping method can be separated into two subprocesses;

relation candidate generation between a drug and an event entities and the confirmation

of relation association based on the semantic of key phrasal patterns. Whereas, the

final goal is to identify the plausible semantic relation of a pair of drug and event.

Figure. 4.1 depicts the bootstrapping method and the whole process is exhibited in

Figure.4.2.

Contribution

I introduce the utilization of a set of outputs from OpenIE, which is domain indepen-

dent information extraction, for generating a set of key phrasal patterns. Moreover,

the generated key phrasal patterns are represented by syntactically lemmatized lexicon-

based phrasal pattern that overcomes the semantic drift issue in the learning process

of a bootstrapping method. Generally speaking, the meaning between a pair of drug

and event is retrained through multiple iterations. In addition, I propose a method to

automatically quantify an efficacy of a key phrasal pattern corresponding binary label

of ADR and IND rather than human labor [124, 125]. I contribute how to leverage

a bootstrapping method to identify the semantic relation of two entities of drug and
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Fig. 4.1: The bootstrapping method for drug-event relation extraction.

event which are appeared in the same sentence as a case study.

4.3 Proposed Method

The biomedical relation extraction in text mining in this chapter involves three main

tasks; (i) initial seed generation, (ii) phrasal pattern generation, (iii) bootstrapping

and (iv) semantic relation inference. For the first task, it is related to the generating

of potential entity pair candidates that have a tendency to form a relationship that is

supervised by distant supervision. The second task is involved to automatic pattern

generation by considering grammatical dependency among drug and event entities. The

third task is an iterative process to derive new seed and pattern including confirmation

of the association between such potential drug-event candidates. The last one aims

to infer the semantic relation or assign label base on the statistical association. Algo-

rithm 1 describes pseudo-code of the proposed bootstrapping method and Figure 4.2.

illustrates the overall of the proposed method. The data preprocessing is deployed on

narrative notes in EMR using the method that is described in Section 3.2.2 and 3.2.3.
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The two knowledge bases, SIDER and DrugBank, are comparative enrichment as seed

generation instead of manual selection by a domain expert. The parsing is deployed in

order to retrieve a set of phrasal patterns for a given set of seed in the previous stage.

The distributional semantic relations across derived phrasal patterns are examined and

qualified by adjusted conditional entropy. Lastly, the inference process is employed to

derive novel semantic of a pair of drug and event.

Fig. 4.2: The proposed method for phrasal pattern bootstrapping for semantic relations

identification.

4.3.1 Distantly Supervised Initial Seed

A pair of drug and an event can be initially guided by the fact from knowledge bases.

The method is promising and feasible for large-scale of unlabeled data. This method

can be thought as manual pattern generation. Firstly, domain expert selects a set of

sentences that contain both of a drug and an event of interest, then considers on the

context around drug-event entities and generates patterns to represent the semantic

relation of drug-event pairs. Even the starting process needs data preprocessing that
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Algorithm 1: Pseudo-code for the proposed bootstrapping method

Input:

K = knowledge bases

X = a set of sentences

Sall = ∅; a set of seeds

Pbest = ∅; a set of the best patterns

Pcandidate = ∅; a set of candidate patterns

T = the maximum number of iteration

Output: Pbest

1 t← 0

2 Sall ← InitialSeed(K,X )

3 repeat

4 Pcandidate ← ExtractPattern(Sall)

5 Pbest ← Score(Pcandidate)

6 Sall ← QueryNewSeed(Pbest)

7 t← t+ 1

8 until convergence or t = T
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is involved in natural language process, the projecting process of fact from knowledge

bases to each sentence is simple.

In this process, the fact from a database will be projected to a given sentence and

also its label that corresponds to a semantic relation of the fact, and automatic pattern

generation will be described in the next section (see Section 4.3.2). For example, given a

sentence Metoprolol was discontinued due to hypotension, the algorithm looks up a pair

of drug and event of metoprolol-hypotension in SIDER database. If the fact expresses

the true relation of such drug-event pair, the ADR label is assigned into all sentences

that contain metoprolol and hypotension. Similary, given an another sentence Labetalol

was ordered for his hypertension, the algorithm looks up a pair of drug and event of

labetalol-hypertension in DrugBank database. If the relation of such drug-event pair is

found in DrugBank database, the IND label is assigned into all sentences that contain

labetalol and hypertension as well.

4.3.2 Automatic Phrasal Pattern Generation

Surrounding context among a pair of drug and event entities can imply the seman-

tic relation between such drug-event pair. The representation of such surrounding

context or pattern can be a representative feature, regular expression or rule base.

This dissertation introduces automatic pattern generation by considering syntax tree

or parse tree. The advantage of the parse tree for information extraction is well-known

as to preserve the structure of natural language and provide semantic relation for hu-

man interpretation and comprehension. However, the main weakness of traditional

information extraction is domain dependency. Recently, Open Information Extraction

(OpenIE), which is a generalization of typical information extraction, is introduced to

overcome such limitation. OpenIE provides the potential effort to deal with large-scale

corpora without manual tagging of relations [86], while the traditional IE fully requires

precisely target relation beforehand. Early of OpenIE [131, 132] aims to extract an

unknown relation in advance on highly scalable Web corpus. The evident achievements

on web mining lead to an extensive paradigm shift in medical text mining. Recently,

the Stanford CoreNLP developed OpenIE tool [92] to reduce a large pattern set for
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Table 4.1: The statistical number of extracted relations derived by OpenIE from nar-

rative notes in MIMIC-III.

MIMIC-III Knowledge base (KB)

Total BHC1 HPI2 Total BHC1 HPI2

All open relations 1,210,501 675,664 534,837 - - -

drug terms 1,142 639 977 192 168 78

event terms 3,080 2,143 2,111 190 171 78

drug-event pairs (ADR)
77,652 43,088 34,564

589 480 109

drug-event pairs (IND) 732 553 179

1 The brief hospital course

2 The history of present illness

canonical sentences and excerpt self-contained clauses from longer sentences as well.

In this research, given a set of medical textual sentences, the Stanford OpenIE is

carried out to examine the powerful on clinical text mining (Figure 5.2). The upper

block depicts the dependency parsing of two sentences (S1 and S2) and their outputs

from OpenIE. The lower table exhibits their final representations in the form of a

relational table. Generally speaking, this syntactic-based analyzer extracts a list of

domain-independent relational form (arg1, pattern, arg2) from the sentences, and a

subset of such massive numbers of domain independent relation corresponds to drug,

key phrasal pattern, event tuples (d, p, e), where drugs and events are matched with

their corresponding CUIs.

As the results, 1.2 million of the massive numbers of the domain-independent rela-

tional form (arg1, pattern, arg2) are reported. As mentioned above, the only subset of

relation outputs can represent a drug-event relationship. Hence, the post-processing

is manipulated on outputs from OpenIE. The irrelevance relation outputs which arg1

and arg2 are not represented by a named entity of a drug and an event (or an event

and a drug) are filtered out. Subsequently, 77,652 of drug-event pairs candidate are

generated. Table 4.1 describes the statistical number of relations derived by OpenIE.
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Fig. 4.3: Open Information Extraction for given two medical sentences from EMR.

4.3.3 Phrasal Pattern Scoring

Regarding phrasal pattern generation derived by considering on the context around a

pair of drug and entity in a sentence. A qualified phrasal pattern should express the

high degree of discriminative ability between such binary semantic relations. In the

other words, a qualified phrasal pattern should specific to its semantic relation (i.e.

ADR, IND). Therefore, the distribution of a candidate phrasal pattern across each

semantic relation is observed. The conditional entropy as shown in Eq.4.1 is examined

to quantify the degree of uncertainty for each phrasal pattern. After that, the phrasal

pattern strength is obtained by conditional entropy adjustment as shown in Eq.4.2. The

higher score implies the stronger phrasal pattern strength. Finally, unreliable phrasal

patterns are excluded by the hypothesis testing of association between the semantic

relation given a candidate phrasal pattern. The statistical Fisher’s exact test at 0.05

significant level is considered. The qualified phrasal pattern in this phase is so-called

a key phrasal pattern.

Given a candidate phrasal pattern xi and semantic relation yj ∈ Y whereas Y =
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{ADR, IND}, the conditional entropy and pattern strength are defined as follows:

H(Y |X = xi) = −
C∑

j=1

P (yj|xi) log2 P (yj|xi) (4.1)

Pstrength(X = xi) = (1−H(Y |X = xi))(P (yj|xi)− (1− P (yj|xi))) (4.2)

4.3.4 Iterative Seed Generation

A new set of the key phrasal patterns from the previous step is used to retrieve other

a new set of drug-event pairs. The lemmatized form of a key phrasal pattern is used

to retrieve a new seed. A new set of seed that can be mapped by a key phrasal pattern

will be repeated using Step 2 to automatically construct a phrasal pattern. Then a set

of phrasal patterns that belong to such discovered drug-event pairs will be extracted. A

new set of phrasal patterns will be pooled to Pcandidate and iterate to score and choose

the significant one. The process will be terminated if no more extracted candidate

pattern (converge) or the iteration is more than the specified maximum iteration.

In summary, 353 qualified phrasal patterns (216 for ADR and 137 for IND) are

derived. Opposition from the previous study by Xu et al. [124, 125], the proposed

method is automatic semantic relation identification, non-redundant, and feasible for

a large amount phrasal patterns extraction. The ranking of key phrasal patterns is

exhibited in Figure 4.4. A set of key phrasal patterns is ranked by the pattern strength

(gray area), the higher score, the stronger pattern strength. The frequency of drug-

event corresponding ADR and IND are exhibited with red and green lines accordingly.

Additionally, Table 4.2 illustrated the top 5 key phrasal patterns and sample sentences

of drug-event corresponding ADR and IND semantic relations.

4.3.5 Semantic Relation Inference

This phrase is to evaluate the performance of the proposed method by association

analysis. A set of key phrasal patterns corresponding ADR and IND is used to retrieve

drug-event pair from a set of MIMIC-III corpus in order to infer semantic relation or

assign relation label. A subset of drug-event pairs is randomly selected to investigate
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Fig. 4.4: Plot of discovered key phrasal patterns across frequency and pattern strength.

statistical association. Then the lift metric (see Section 3.3.1) is computed to evaluate

the likelihood of a pair of drug and event against the co-occurrence by chance. The lift

value over than 1 implies the stronger association between a drug and an event over

the chance (lift = 1). The experimental results will be discussed later in Section 4.4.3.

4.4 Evaluation

The proposed method is evaluated and reported in three parts; (i) analysis of extracted

key phrasal patterns, (ii) evaluation on the effectiveness of the key phrasal pattern and

(iii) evaluation on the discovered drug-event pair by domain experts.

4.4.1 Data

The proposed pattern bootstrapping method is involved to two datasets. As the first

dataset, the fact from knowledge bases from SIDER and DrugBank is acquired for

automatic data curation by distant supervision. While a set of pairs of drug-event

in SIDER database is used for ADR relation, a set of drug-event pairs in DrugBank

database is used for IND relation. Fortunately, both databases are publicly available at

sideeffects.embl.de and www.drugbank.ca respectively. Another dataset, the medical

text corpus, nearly 1.6 sentences 50,998 discharge summary derived by the preprocess-

ing process (see Section 3.2) is used in this experiment.
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4.4.2 Analysis of Extracted Key Phrasal Patterns

Using the iterative approach with distant supervision and grammatical dependency

analysis, 353 key phrasal patterns are generated. There are 216 and 137 key phrasal

patterns corresponding ADR and IND relations accordingly. Such discovered key

phrasal patterns are compared with the one from the two studies of Xu et al. [124, 125].

The key phrasal patterns from the proposed method in this dissertation are different

from Xu et al. due to the different writing style of two sets of the medical corpus. This

dissertation uses EMR corpus, but in the work of Xu et al. uses biomedical literature

as a corpus. Moreover, the dissimilar extracting pattern methods also result unlike

pattern outputs. From Table 4.4, the key phrasal patterns from the proposed method

benefit to ADR and IND relation extraction than the study of Xu et al. via MEDLINE

corpus in multiple aspects. The comparison of the key phrasal patterns is provided as

the followings and its summary is provided in Table 4.3.

Phrasal pattern generation method: the proposed method uses automatic depen-

dency parsing, while, the first study of Xu et al. [124] uses manual pattern generation.

The phrasal pattern construction is suggested by a domain expert, however, dealing

with a large scale of medical text is infeasible for manual process due to the limitation

of computational effort in human at a time. Another study of Xu et al. [125], they

employ the parse tree as well, but the authors do not provide the details about how to

derive their patterns.

Length vs. comprehension of key phrasal pattern: the proposed method pro-

vides longer length of a key phrasal pattern, but the studies of Xu et al. result the

shorter one. For instance, the proposed method extracts the key phrasal pattern be

in but the output from Xu et al. is in. Another example, the key phrasal pattern be

control with is reported by the proposed method while the pattern with is generated

by Xu et al. The longer length of the key phrasal pattern contains verb and follow by

preposition, the shorter one as shown in the studies of Xu et al. contains only verb

or preposition. Furthermore, the polarity of a key phrasal pattern can be found in

the proposed method such as well control with. This pattern contains the word well

that refers to the positive polar that can support the confidence of the pattern spe-
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cific semantic relation level. In this case, the phrasal phrase <event> well control with

<drug> expresses ADR semantic relation. Mostly, the extracted key phrasal patterns

of the proposed method are fully contained verb and followed by preposition, which

benefits to comprehensive meaning corresponding ADR and IND.

Redundant phrasal pattern: the proposed method reduces the variety of the

inflected forms of a word by considering on the syntactic lemmatized lexicon. Any

word in a phrasal pattern will be transformed to the base form, for example, the word

cause, causes, caused are changed to cause. This method can benefit to generalization

and supports the distributional semantic exploration. For the studies of Xu et al., the

authors construct a pattern based on surface lexicon, therefore the redundant patterns

such as induced, induces are treated as the different patterns in their work.

Discriminative ability: the first study of Xu et al. considers the binary problem of

IND as IND and non-IND and the similar manner also employs to the binary relation

problem of ADR in their second work. During the pattern extraction phrase in both

studies of Xu et al., the authors do not consider IND and ADR as the complementary

problem. Generally speaking, the authors separately extract patterns as the individual

task. Therefore, the same pattern such as after can be appeared as the key phrasal

pattern to derive both ADR and IND relation. This is the extremely equivocal pat-

tern and hazardous case because we cannot conclude the semantic relation of a derived

drug-event pair by using such kind of pattern. The uncertain pattern is well-known as

the cause of false positive. Different from the proposed method, there is no overlapped

pattern for both semantic relations because the proposed method explores the distribu-

tion of ADR and IND during the phrasal pattern generation. One phrasal pattern can

be the key pattern to represent only one semantic relation, and the degree of confidence

is expressed by adjusted conditional entropy.

4.4.3 Evaluation on the Key Phrasal Pattern VS. Semantic

Relation Specificity

The semantic relation identification of an arbitrary pair of drug and event can be

derived by the key phrasal patterns inference. All 353 extracted key phrasal pat-
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Table 4.3: The summary table of the key phrasal pattern comparison.

Key Phrasal Pattern Comparison The proposed method The studies of Xu et al.

Phrasal pattern generation method Parse tree, Distributional

relation analysis

Manual, Parse tree

Length of patterns Longer Shorter

Complete phrase More complete Less complete

Polarity expression in patterns Yes (some patterns) No

Redundant pattern Non-redundant Redundant

Discriminative ability High Low

terns are employed. The proposed method successfully identifies approximately to five

times increasing (6,347 drug-event pairs) from the known relation. Four sets of drug-

event pairs corresponding ADR and IND are randomly selected; Metoprolol–event and

drug–Hypotension for adverse drug reaction semantic relation, and Amiodarone–event

and drug–Pneumonia for indication semantic relation. Table 4.5 exhibits the discov-

ered drug-event relation of the four sets and their likelihood ratio. The KB column is

marked yes, if drug-event pair exists in the knowledge base (SIDER or DrugBank). In

the contrast, the KB column is marked new for the discovered drug-event pair by the

proposed method.

From FDA prescribing information, Metoprolol drug is indicated to treat chest pain,

hypertension, and prevents the heart attack. A key phrasal pattern relevant to ADR

semantic relation is employed to retrieve Metoprolol-event pair. The results show that

the frequent and common ADR caused by Metoprolol such as AV block, Heart block,

Hypotension has the higher lift value, while the no frequent information or rare such as

rash and tachycardia provided the small number over chance. The novel Metoprolol-

Pulmonary as a drug-event pair that is not existing in the knowledge bases, are derived

from the proposed method. The RxList1, which is the premier Internet Drug Index

resource, is used to verify the identified semantic relation. As a result, it is found that

dyspnea of pulmonary origin is reported as ADR of Metoprolol drug. Another finding,

the novel Metoprolol-Kidney failure pair is reported by Mayo Clinic2 as the possible

ADR for long-term treatment. Identically, drug-Hypotension as a drug-event pair is

1http://www.rxlist.com/
2http://www.mayoclinic.org/

72



T
ab

le
4.

4:
T

h
e

co
m

p
ar

is
on

of
th

e
ke

y
p
h
ra

sa
l

p
at

te
rn

s
b

et
w

ee
n

th
e

p
ro

p
os

ed
m

et
h
o
d

an
d

th
e

tw
o

st
u
d
ie

s
of

X
u

et
al

.

A
D

R
IN

D

d
ru

g
-e

v
e
n
t

e
v
e
n
t-

d
ru

g
d

ru
g
-e

v
e
n
t

e
v
e
n
t-

d
ru

g

T
h

e
p

ro
p

os
ed

m
et

h
o
d

be
h
o
ld

in
be

in
co

n
ti

n
u

e
be

co
n

ti
n

u
e

o
n

be
h
o
ld

im
p
ro

ve
w

it
h

be
st

a
rt

fo
r

be
co

n
tr

o
l

w
it

h

co
n

tr
ib

u
te

to
be

th
in

k
be

a
d
d

fo
r

be
o
n

be
h
o
ld

fo
r

be
a
tt

ri
bu

te
to

be
in

it
ia

te
fo

r
w

el
l

co
n

tr
o
l

w
it

h

ca
u

se
th

in
k

be
gi

ve
fo

r
co

n
ti

n
u

e
o
n

be
d
is

co
n

ti
n

u
e

fe
el

be
co

n
ti

n
u

e
fo

r
be

co
n

tr
o
l

o
n

be
h
o
ld

gi
ve

h
o
ld

fo
r

be
re

st
a
rt

fo
r

be
tr

ea
t

w
it

h

..
.

..
.

..
.

..
.

X
u

et
al

.
in

d
u

ce
d

in
d
u

ce
d

by
in

w
it

h

[1
24

,
12

5
]

in
d
u

ce
d

a
ft

er
fo

r
th

e
tr

ea
tm

en
t

o
f

w
er

e
tr

ea
te

d
w

it
h

a
ss

oc
ia

te
d

ca
u

se
d

by
tr

ea
tm

en
t

o
f

to

re
la

te
d

fo
ll

o
w

in
g

in
th

e
m

a
n

a
ge

m
en

t
o
f

a
ft

er

in
d
u

ce
s

p
ro

d
u

ce
d

by
re

si
st

a
n

t
d
u

ri
n

g

ca
u

se
d

a
ft

er
tr

ea
tm

en
t

in
a

pa
ti

en
t

w
it

h
in

d
ev

el
o
pe

d
in

pa
ti

en
ts

tr
ea

te
d

to
tr

ea
t

a
ss

oc
ia

te
w

it
h

..
.

..
.

..
.

..
.

73



examined by the proposed method. From knowledge in SIDER database, hypotension

is a common ADR of Losartan and Metoprolol drugs, and as a result shown in Table

4.5, the lift value of such drug-event pair is placed in the high order. In the contrast, the

Ciprofloxacin-Hypotensions pair has the lower lift value due to the rare and uncommon

ADR.

For therapeutic indication semantic relation, the lift value is totally different from

adverse drug reaction relation. The lift value of IND relation exhibits the bigger

number due to the drug prescribing regularly with a known indication for hospital-

ization. Considering on Amiodarone-event as a drug-event pair, all clinical events

relevant Amiodarone drug as shown in the lower left of Table 4.5 are related to heart

rhythm disorders, and such treatment indication has existed in the DrugBank knowl-

edge base; therefore, the lift value of all Amiodarone-event pairs exhibit high score.

Another one, Pneumonia clinical event, this event is an infection of the lungs, and it

can be caused by bacteria, viruses or fungi. All of the drugs relevant to Pneumonia

in the pattern event-Pneumonia as shown in the lower right of Table 4.5 are indicated

to treat bacterial infections. However, only Azithromycin and Cefepime drugs are re-

ported in DrugBank database. The proposed method can derive the alternative drug

therapy, i.e., Levofloxacin and Ceftriaxone drugs for Pneumonia with the lift score of

24.95 and 14.40 respectively.

4.4.4 Evaluation on the Discovered Drug-Event Pair by Do-

main Experts

In order to evaluate the performance of the proposed method in practical used by a pro-

fessional clinician, two domains are invited to evaluate and provide comments. The first

domain expert is a lecturer and a researcher in pharmaceutical domain, and another

one is a medical doctor and a researcher in hospital university. Sentences that contain

drug-event pairs of drugs; Metoprolol, Imdur, Levofloxacin, Amiodarone, Methotrexate,

are randomly selected. The domain experts evaluate and provide comments on each

sentence as shown in Table 4.6.

Moreover, some sentences contain multiple drugs combination and the key phrasal
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pattern might not appropriate for making a decision on the relation labels. For ex-

ample, a sentence “His pneumonia was treated with Levofloxacin and Metronidazole

and subsquently Vancomycin as well (sputum grew MSSA).”. The proposed method

can identify Levofloxacin-Pneumonia relationship as drug indication through the key

phrasal pattern be-treat-with. The domain experts provide the opinion that pneumonia

is likely treated by the combination of three medicines; Levofloxacin, Metronidazole

and Vancomycin. From the error analysis, it is found as the limitation of OpenIE that

could not retrieve the indirect patterns of Metronidazole-Pneumonia and Vancomycin-

Pneumonia. Therefore, it has a room for improvement on open information extraction

for the future work. However, the drugs combination and adverse reaction or the

drugs combination and therapeutic indication relationship can be treated as the other

problem.
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Table 4.6: The evaluation by domain experts on the randomly selected sentences.

Sentence Drug Key Phrasal Event Relation Comments by domain experts

Pattern Label

Metoprolol was discontinued be-

cause of AV block on amiodarone IV

initially.

Metoprolol be-discontinue-

because-of

AV block ADR Possibly happended.

Given her severe underlying pul-

monary disease, the patient’s meto-

prolol was changed to diltiazem.

Metoprolol be-change-give Pulmonary

disease

ADR Metoprolol is might be the cause of

pulmonary problem especially un-

derlying pulmonary disease, com-

mon symptom: shortness breath.

Losartan should be restarted once

acute renal failure is resolved, toprol

was switched to metoprolol for bet-

ter ability to titrate.

Metoprolol be-switch-to Kidney fail-

ure

ADR Possibly happened.

However, there was spontaneous

resolution of the rash, HTN: Meto-

prolol and Lisinopril continued.

Metoprolol spontaneous-

resolution-of

Rash ADR Rash is uncommon side effect but it

can be occurred.

Metoprolol was discontinued be-

cause of some intermittent hypoten-

sion.

Metoprolol be-discontinued-

because-of

Hypotension ADR Possibly happened. Hypotension is

common adverse drug reaction.

Imdur was stopped due to relative

hypotension (SBP 90s-110s).

Imdur be-stop Hypotension ADR Possibly happened. Hypotension is

common adverse drug reaction.

Continued on next page
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Table 4.6 – Continued from previous page

Sentence Drug Key Phrasal Event Relation Comments by domain experts

Pattern Label

She was empirically treated for

pneumonia with levofloxacin; al-

though there is no compelling evi-

dence of pneumonia or infiltrate on

CXR.

Levofloxacin be-with Pneumonia IND Yes. Levofloxacin is used to treat

pneumonia.

Amiodarone therapy was also ini-

tiated for episodes of paroxsymal

atrial fibrillation.

Amiodarone be-initial Atrial fibril-

lation

IND Yes. Amiodarone is used to treat

cardiac problem.

Amiodarone was started due to ven-

tricular arrythmia in the operating

room and was stopped post oper-

ative day one due to no further

rhythm issues.

Amiodarone be-start Ventricular

Arrythmia

IND Yes. Amiodarone is used to treat

ventricular arrythmia.

RHEUMATOID ARTHRITIS: The

patient is on Methotrexate at home.

Methotrexate be-on Rheumatoid

Arthritis

IND Yes. Methotrexate is used to treat

rheumatoid arthritis.
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4.5 Summary

Distant supervision and iterative pattern bootstrapping framework are proposed to

identify the semantic relations of ADR and IND from the large-scale of narrative text

from EMR. After data preprocessing, nearly 1.6 million sentences are extracted and

used in the further processes. In this chapter, the distant supervision is used to curate

drug-event relation as a set of initial seed instead of a domain expert. A collection

of phrasal patterns candidate is constructed using dependency parsing deployed by

Stanford OpenIE. The iterative bootstrapping approach is processed to make qualifi-

cation on such set of phrasal patterns candidate by exploring phrasal patterns specific

semantic relations. The adjusted conditional entropy with 0.05 significant level is pre-

sented to capture the pattern strength and automatically qualify the candidate phrasal

pattern instead of manually selection. This process results in a set of key phrasal pat-

terns. Furthermore, the key phrasal pattern inference is employed in order to identify

the hidden semantic relation of a new drug-event pair. To this end, the lift metric is

computed to measure the likelihood of semantic association of a pair of drug and event.

To derive novel drug-event pairs and their semantic relation, known drug-event pairs

that correspond to SIDER and DrugBank databases are excluded.

The proposed method has some limitations that need to be improved such as low

recall rate due to small numbers of the key phrasal pattern and the precision of a drug

and an event named entity recognition task. In addition, dependency parsing from

Stanford OpenIE can retrieve diversity of relational tuples, however, the method fails

to discover partial or incomplete sentence especially the absent of verb that can be

found in some parts of the narrative text in EMR.

From the experimental results, the proposed method is not only effective and scal-

able for semantic relation identification, less expensive for data labeling by a domain

expert, but also promising framework to discover a novel harmful and beneficial drug

therapeutic indication. This preliminary investigation of the utilization from EMR

indicates that the contribution of this work can support the further research of drug

safety surveillance and drug repurposing as a screening method by the systematic way.

As the important role of distant supervision for large-scale unlabeled data, the next
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chapter will introduce the improvement of adverse drug reaction and therapeutic in-

dication identification task by using distant supervision approach for data labeling

in supervised and semi-supervised learning process. The key phrasal patterns in this

chapter are also utilized as the feature representation of a drug-event pair in the next

chapter as well.
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Chapter 5

Distant Supervision-Based

Transductive Inference for Relation

Extraction

This chapter presents an extensive work of the previous chapter to improve the per-

formance of ADR identification. Different from the previous chapter, here, I leverage

distant supervision for ground truth construction. I propose an alternative parameters

estimation for a generative model to overcome a limitation of the traditional assump-

tion of word independence. I also perform the assessment through multiple parameters

such as feature representation, weighting models, initial weightings of relations for un-

labeled data incorporation and the comparison between a proposed method and advanced

methods. The content of this chapter is relied on Taewijit, S., Theeramunkong, T, and

Ikeda, M. (2017) [133].

5.1 Introduction

The make use of distant supervision for pattern extraction in bootstrapping process is

shown to be successful in the previous chapter. In this chapter, distant supervision will

be used for training data construction instead of manual handcrafted labeling. There

is a few work for ADR identification using distant supervision as training data con-

struction. Table 5.1 describes the summary of previous studies on ADR identification.
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Earlier research, the statistical co-occurrence method is broadly employed to quan-

tify the relationship strength between a drug-event pair. While the method is simple,

its result might present no explicit clinical relevance of a derived drug-event pair [12]

due to disregard relational context that might express an exact impressive in a clin-

ical event such as a drug treats a symptom or a drug causes a symptom. To fill in

this research gap, many researchers consider surrounding contexts around drug and

event entities within clinical texts and represent such data by either using pattern-

based method [112, 113, 115, 98, 125, 134] or features-based method [99, 135, 34].

Consequently, a potential ADR is identified by either training supervised learning or

semi-supervised learning [13] model. However, there are two main difficulties when

dealing with unstructured texts using such learning models. A rare availability of la-

beled instances derived by human annotation to form a gold-standard example is the

former problem, and intractable processing of unstructured clinical texts is the latter

one. Toward the insufficiency of labeled instances, several studies alleviate this problem

by using a sort of heuristics or rules (distant supervision [14, 15]); i.e., mapping a sen-

tence that contains entity pair (e1, e2) from knowledge base and tagging relation label

(y) to such mentioned sentence to form a training set. For the second problem, a word-

based approach [20, 136], the most commonly used method for text representation, is

introduced; however, the method ignores either grammatical or semantic dependency

among words. Therefore, pattern-based methods [112, 113, 125] are promoted to either

extensive or substitute for word-based text representation. Recently, distant supervi-

sion paradigm is introduced to overcome hand-labeled data process to obtain a label

of an instance from knowledge base [14, 15]. For example, knowledge bases consist of

the following drug-event relations; (“ramipril-allergy”, “ADR”) and (“aspirin-fever”,

“IND”), so-called entity-level relation. By distant supervision, we can derive automatic

labeled data of an associated sentence with such drug-event, e.g., “His ramipril were

discontinued due to allergy and added to list in our medical records”, “ADR”, and

known as instance-level relation. Therefore, multiple-instant learning (MIL) paradigm

[137] is introduced into the classifier builder process to handle such two-levels relations.

This chapter introduces ADR identification framework by aiming to classify an

entity-level relation of a drug-event pair. The proposed work differs from prior related
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works in the following aspects: (i) I propose key phrasal pattern-based bootstrap-

ping method for characterizing ADR and IND; (ii) I introduce alternative parameters

learning of a generative model (iii) I perform enhancement of the proposed method by

incorporate transductive learning method.
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Table 5.1: A list of previous studies on ADR identification from unstructured text

Data Literature Year Size Label Labeling NER Method

Source number Method

Supervised Learning

EMR Aramaki et al. [112] 2010 3,012

notes

A,O (2) H CRF Pattern-based

Sohn et al. [113] 2011 237 notes A,O (2) H cTAKES Pattern-based, DT C4.5

Henriksson et al. [114] 2015 400 notes A,I,O (3) H CRF Word embedding, RF

Casilas et al. [115] 2016 n/a A,O (2) H FreeLing-Med Pattern-based, SVM, RF

Literature Peng et al. [99] 2016 18,410

abstracts

A,O (2) H, DS Dictionary,

tmChem,

DNorm

Features-based, SVM

Social Media Segura-Bedmar et al. [97] 2015 84,000

messages

A,I (2) DS GATE Shallow linguistic kernel,

Distant supervision

Nikfarjam et al. [135] 2015 8,800 blog

sentences,

3,200

tweets

A,I,O (3) H CRF Word embedding, CRF

Jenhani et al. [34] 2016 80,000

tweets

A,O (2) R, ODIN Dictionary,

Stanford

CoreNLP

Rule-base,Feature-based,

DT, SVM, LR, NB

Liu et al. [138] 2016 1,800 blog

sentences,

500 tweets

A,O (2) H MetaMap Feature-based, Tree

kernel-based, Ensemble

method

Semi-Supervised Learning

Continued on next page
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Table 5.1 – Continued from previous page

Data Literature Year Size Label Labeling NER Method

Source number Method

EMR Taewijit et al. [98] 2016 1.5M

sentences

A,I (2) DS MetaMap Distant supervision,

OpenIE [87],

Pattern-based

Literature Kang et al. [139] 2014 1,644 ab-

stracts

A,O (2) H Peregrine Hierarchical graph-based,

Shortest path

Social Media Liu et al. [140] 2015 400

sentences

A,I,O (3) H Meta Map Dependency tree,

TSVM [141]

Unsupervised Learning

EMR Wang et al. [47] 2009 25,074

notes

none none MedLEE Co-occurrence

Literature Xu et al. [125] 2014 119M

sentences

none none Parse tree Pattern-based, Ranking

Social Media Feldman et al. [134] 2015 0.1∼1M

messages

none none Dictionary,

pattern

HPSG-based parser,

post-processing of

relation merging

Labels: A—ADR, I—IND, O—Other (ADR cause, ADR outcome, Non ADR, Negated ADR, Other)

Labeling Method: DS—Distant Supervision, H—Human, R—Rule-based
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5.2 Problem Formulation

Firstly, the formal definition of distant supervision is presented then follow by problem

formulation of multiple instance learning (MIL) concept.

5.2.1 Distant Supervision

Let K denote knowledge bases regarding adverse drug reaction (ADR) and therapeutic

indication (IND) that are obtained from SIDER1 and DrugBank2 databases, T be a

set of seeds, where T ⊆ K, and Y is a set of labels, where Y = {ADR, IND}, the

data set of seeds T in knowledge bases K or an entity-level set can be defined as T =

{(t1, y1), (t2, y2), . . . , (tN , yN)}, where ti = {di, ei} is a seed, ti ∈ G is 2-dimensional en-

tities space which consists of a drug entity (di) and an event entity (ei) that are defined

in K, yi ∈ Y is a label corresponding ti, and N is a total number of seeds. Therefore,

the data set of seeds can be derived as T = {(d1, e1, y1), (d2, e2, y2), . . . , (dn, en, yn)}.

For instance, the drug ramipril associates with the adverse event allergy and the

drug ibuprofen is used to treat the clinical event arthritis are supposed to exist in

K. A data set of seeds can be derived and used as a source of distant supervision

such as T = {(ramiprild, allergye, ADR), (ibuprofend, arthritise, IND)}. These seeds

are entity-level data that are used as knowledge for later processes.

Let C be a clinical-records corpus from MIMIC3, which contains a set of discharge

summary sentences S. We transform each sentence into the three key elements i.e., a

drug entity (d), a key phrasal pattern entity (p) and an event entity (e), while semantic

of such simplified texts is retrained. Given xj = {dj, pj, ej} be a tuple obtained from

an input sentence and xj ∈ H is 3-dimensional entities space, in order to automatically

generate labeled examples using distant supervision, the goal is to obtain a mapping

function f : H → Y that relates a drug-event pair of {dj, ej} to a relation label yi,

where (di, ei, yi) exists in T , dj = di, and ej = ei. Finally, we can derive a set of labeled

dataDL = {(d1, p1, e1, y1), (d2, p2, e2, y2), . . . , (dn, pn, en, yn)}, namedly an instance-level

data set, whereas n is a total number of mapped sentences.

1http://sideeffects.embl.de
2https://www.drugbank.ca
3https://mimic.physionet.org
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For example, a sentence “His ramipril were discontinued due to allergy and added

to list in our medical records.” is supposed to exist in the corpus C. Then the trans-

formed sentence x1 using a dependency tree can be simplified into the three key ele-

ments of a drug d1 = {ramiprild}, a key phrasal pattern p1 = {be-discontinue-due-top}

and an event e1 = {allergye}, where a key phrasal pattern is applied in either the

syntactically lemmatized lexicon or surface lexicon (e.g., was-discontinued-due-to),

and can be employed as either word or phrase form (discuss later in section 5.3.2).

From the mapping function f : H → Y , we can project such sentence x1 to a seed

{(ramiprild, allergye, ADR)} in T and transfer corresponding labels ADR to the sen-

tence x1. Therefore, we can derive a labeled data by distant supervision as {(ramiprild,

be-discontinue-due-top, allergye, ADR)} ∈ DL. As another example, a sentence “The

allergy improved despite ongoing treatment with ramipril.” is also supposed to exist in

the corpus C. The transformed sentence x2 is {ramiprild, improved-despitep, allergye}.

In the similar manner, we can use the mapping function f : H → Y to assign the corre-

sponding label of the entity pair ramiprild and allergye. Therefore, the derived labeled

data is {ramiprild, improved-despitep, allergye, ADR} ∈ DL. However, the sentence x2

might not express the correct clinical event of an adverse reaction. This is known as

the noisy label and needs to handle by a particular technique such as MIL.

5.2.2 Multiple Instance Learning

In MIL concept, a bag- and an instance-level relation are equivalent to the entity- and

the instance-level relation of drug-event relation derived by distant supervision respec-

tively. Regarding the definition in section 2.5, X be an instance space, Y be a set

of labels, where Y = {ADR, IND}, the labeled data set DL can be rewritten in the

form of MIL as DL = {(B1, y1), (B2, y2), . . . , (Bn, yn)}, where Bi = {xi1,xi2, . . . ,xim}

is a set of multiple sentences that all sentences in a bag Bi corresponds to the same

drug (d) and event (e), n is the number of bags, and m is the number of sentences

in a bag and can be varied across a different bag. On the one hand, unlabeled in-

stances (DU) are formed as a group of bags in the similar way but without a label as

DU = {(B1), (B2), . . . , (Bn)}. Our goal is both to train an instance classifier function
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f : X → Y in the instance–space paradigm from DL only (supervised learning) and

attempt to infer the accurate label for each instance in the DU set during the training

process (transductive learning). The bag label, eventually, can be derived from an

aggregation function of the instance level, and the model assessment is investigated

through the model performance of the entity-level. Regarding noisy data labeling from

distant supervision, the collective assumption and standard assumption with logical-

OR aggregation for the bag label judgment are rather improper. The relaxed version of

the MIL standard assumption is used in our proposed framework by assuming that the

positive and negative bags are able to contain a mixture of either positive or negative

instances, but the probability of at least one positive instance should be the maximum

for the positive bag and vice versa. Consequently, to learn bag classifier f : 2X → Y ,

the estimated bag label from an instance classifier can be computed using Eq.5.1, where

yi is a label of a bag i (the entity-level label), yij is a label of the instance-level and

possibly different for each sentence instance j within the same bag i, and n is the total

number of sentences in the bag.

p(yi|Bi) = max
j∈{1,...,n}

p(yij|xij) (5.1)

Generally, the training data are not sufficient for parameters training. In order to

learn such classifier function f : X → Y , we make use of the iterative EM technique

with transductive learning setting to estimate the posterior probability p(y|x) through

the two parameters, i.e., prior probability p(y) and class-conditional density p(x|y), of

the generative model.

5.3 Proposed Method

In this section, a framework for ADR identification from the clinical text is proposed in

order to overcome the shortcomings of the existing research; (i) the lack of domain ex-

perts for labeling examples, and (ii) intractable processing of a large-scale unstructured

clinical text. Figure 5.1 illustrates the overview of the proposed method. The proposed

adverse drug reaction identification framework consists of the three main tasks.
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1. In the relation generation, drug-event pairs (d, e)’s are extracted from a corpus

together with their patterns (p) using sentence boundary detection (see Section

3.2.2), named entity recognition (see Section 3.2.3) and parsing.

2. In the automatic data labeling (see Section 5.3.1), distant supervision assigns

a relation label (y) to each drug-event pair (d, e) obtained from the relation

generation with its pattern (p) if such relation exists in knowledge base. The

Silver-Standard data set is labeled data in the experiment. Here, two types of

output datasets are a set of labeled data (DL), composed of (d, p, e, y)’s extracted

from a MIMIC-III corpus, where the labels (y) are defined for the drug-event

pairs (d, e) in the knowledge base, and a set of unlabeled data (DU), composed of

(d, p, e)’s extracted from a corpus, where the labels do not exist for the drug-event

pairs (d, e) in the knowledge base.

3. In this relation classification, this work proposes three types of generative models

with independent/dependent expectation-maximization (EM) model (iEM/dEM);

(i) transductive learning with iEM (baseline), (ii) supervised learning with dEM,

and (iii) transductive learning with dEM.

The former issue is relevant to assign a label to unlabeled instances for training ex-

amples preparation, so-called data labeling. The distant supervision paradigm replaces

human efforts by employing the heuristics or rules through the fact from the knowledge

bases. The two sources of knowledge bases from SIDER and DrugBank are utilized in

this work, while, ADR and IND labels are considered as classification outputs. For the

reason that ADR and IND are used as the target labels because the projection from

a finite set of known facts such as ADR or IND is easier and more accurate than the

consideration from an infinite set of hidden knowledge such as non-ADR. While dis-

tant supervision can supply a label to an unlabeled instance by simply looking up from

knowledge bases, the labeled data set by this method is formed as MIL problem which

training labels are associated with sets of instance examples rather than individual

examples.

As for the latter issue, applying phrase-based method and dependency represen-

tation may improve the model performance. The main idea is that a sentence re-
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Fig. 5.1: Overview of the proposed adverse drug reaction identification framework

garding harmful from an adverse reaction or beneficial treatment can be simplified

into the three key elements, a drug, a key phrasal pattern, and an event ; and the

dependency among such three elements has significance. Such key phrasal pattern im-

plies a semantic relation between any pair of drug and event entities. A key phrasal

pattern-based method for ADR identification in Chapter 4 is employed. The method

exhibits the high precision; notwithstanding its drawback is low recall rate due to a

limit to the number of key phrasal patterns and the utilization of simple models. In

this chapter, such key phrasal pattern-based method is extended with more sophisti-

cated models, which is expected to be able to retain the high precision and improve

retrieval performance. The Expectation Maximization (EM), an iterative method, is

incorporated with Markov property assumption to draw conditional probability distri-

bution of pattern-based feature (dEM). Finally, unlabeled data is leveraged through the

transductive inference as semi-supervised learning to enhance the performance of the

proposed framework. For performance evaluation, EM with the independence assump-
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tion is constructed through näıve bayes (iEM) as the baseline. The proposed methods

is compared to multiple advanced methods; Multiple-Instance Support Vector Ma-

chine (MISVM), Multiple-Instance Näıve Bayes (MINB), Multiple-Instance Logistic

Regression (MILR) and Transductive Support Vector Machine (TSVM). The multi-

ple numbers of parameters such as pattern types, pattern-weighting models, initial

and iterative weightings relation labels for unlabeled data are investigated throughout

three alternative MIL models; iEM with transductive inference setting (baseline), dEM

supervised learning and dEM with transductive inference.

5.3.1 Distantly Supervised Ground Truth

Figure 5.2 displays information extraction from sentences in the MIMIC corpus, with

the output of drug-key phrasal pattern-event tuples as candidates of ADR or IND re-

lation. This process involves named entity recognition, sentence boundary detection

and parsing. On the left–hand side, the first block, UMLS is made use to discover

particular two semantic types; drug and symptom. Concept Unique Identifiers (CUI)

is taken place on the discovered terms for the generalization (the second block). The

fourth block, the dependency parse tree derived from OpenIE contributes to the re-

lation tuples extraction. The simplified text, relation tuple–base text encapsulation,

is considering a pair of entities (rectangle and triangle represent drug and symptom

entities respectively) and a phrase-pattern (pentagon presents the pattern) which is

implied the semantic relation between the pair. Here, the MetaMap [81] is used for

named entity recognition, the developed in-house program for sentence boundary detec-

tion, and Stanford CoreNLP’s OpenIE for parsing. After extracting relation candidate

tuples (arg1, pattern, arg2), only the tuples that include drug name and event name as

arg1 and arg2 or vice versa are selected. The output is in the form of (a drug, a key

phrasal pattern, an event).

The automatic labeling process using distant supervision is illustrated in Figure 5.3.

Block-1 expresses the data labeling using the fact from external sources (KB seeds).

The DL is a data set that a pair of drug and event entities can be mapped to a set of

KB seeds through the distant supervision. Hence, all sentences that correspond to a
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same drug-event pair are assigned to the same bag and a same label (labeled data DL)

regarding a label of such drug-event pair in a set of seeds from knowledge base. Finally,

such DL set is used as a training data. However, to reduce the ambiguity of the ground

truth from knowledge base supervision, a pair of (d, e) that is found to exhibit both

ADR and IND semantic relations is excluded. Given a set of sentences X , the training

set DL is in the form {(B1, y1), (B2, y2), . . . , (Bn, yn)}, where Bi = {xi1,xi2, . . . ,xim}.

In the Block-1 of Fig. 5.3, the first bag (Bag1) consists of two sentences that correspond

to the same entity-level of drug d1 and event e1. The second bag (Bag2) contains only

one sentence relevant to drug d2 and event e4.

Finally, all sentences that are able to be assigned a label by distant supervision are

referred as the set of labeled data DL and the remaining data that are not matched by

distant supervision is used as unlabeled data DU .

Fig. 5.2: Medical named entity recognition and relation candidate generation.

92



Fig. 5.3: Block-1 distant supervise for automatic data labeling. Block-2 depicts the

proposed MIL-dEM method.

5.3.2 Document Representation

The six pattern types as feature extraction across the three alternative pattern weight-

ing models as text representation are assessed. The Bag-of-Words (BOW) feature

extraction with iEM model is used as the based line.

Feature Extraction for Medical Textual Data

To recognize a relationship between a drug and an event, our approach generates a set

of relation candidates (drug-event pairs) from medical records in the form of (drug,

pattern, event). Table 5.2 depicts examples of multiple types of feature extraction and

drug-event candidates. Our work considers three parameters related to representing

such relation candidates. The first parameter, called relation boundary constraint,

defines the potential of using surrounding context for determining drug-event relations

while the second and third parameters, called syntactic lemmatization and pattern

granularity constraints, are related to patterns used to detect drug-event relations, as

follows.
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(i) boundary constraint : considering of surrounding contexts of relation tuples re-

garding window size w (context base C). In this work, w is a size of a sentence.

Another one is considering only relation tuples of a sentence without surrounding

context (no context N)

(ii) syntactic lemmatization: considering a canonical form of a term that appears in

a pattern within relation tuples (surface lexicon S) or considering a dictionary

form of the text (syntactically lemmatized lexicon L).

(iii) pattern granularity : treating a pattern in relation tuples as an individual term

(word form W ) or a group of words (phrase form P ).

Pattern-weighting models

(i) Bernoulli (binary) document model (B): A document (hereinafter referred to as

a sentence denoted by x) can be represented in the form of a vector each element

of which corresponds to a term (i.e., word, phrase) denoted by w with a value of

either 0 or 1 for presence or absence of such term, respectively.

xB = {B(x,w1), B(x,w2), · · · , B(x,w|W |)}, (5.2)

where xB presents a sentence x in the form of a binary vector, B(x,wi) = 1

when wi is the i-th term in the sentence x (otherwise 0), and wi is a term in the

universe W .

(ii) Multinomial (frequency) document model : A sentence is expressed by a vector of

term frequency (TF ) as

xTF = {TF(x,w1),TF(x,w2), · · · ,TF(x,w|W |)}; TF(x,wi) =
fx(wi)

|x|
, (5.3)

where xTF is a sentence x in the form of a TF vector, TF(x,wi) expresses the

normalized frequency of the i-th term wi by the sentence size |x|, and fx(wi) is

the frequency that the term wi occurs in the sentence x. As another option, a

document can also be expressed by a vector of term frequency-inverse document

94



T
ab

le
5.

2:
T

y
p

es
of

fe
at

u
re

ex
tr

ac
ti

on
fo

r
a

gi
ve

n
se

n
te

n
ce

.

S
e
n
te

n
c
e
s

T
y
p

e
s

E
x
a
m

p
le

o
f

fe
a
tu

re
re

p
re

se
n
ta

ti
o
n

O
n

a
rr

iv
a
l

h
er

e,
p

ro
p

o
fo

l
w
a
s
h
e
ld

N
–
L

–
P

C
00

33
48

7
be

-h
o
ld

-d
u

e-
to

C
0
02

06
49

d
u
e
to

h
y
p

o
te

n
si

o
n

.
N

–
L

–
W

C
00

33
48

7
be

h
o
ld

d
u

e
to

C
0
02

06
49

N
–
S

–
P

C
00

33
48

7
w

a
s-

h
el

d
-d

u
e-

to
C

0
02

06
49

N
–
S

–
W

C
00

33
48

7
w

a
s

h
el

d
d
u

e
to

C
0
02

06
49

C
–
L

–
P

O
n

ar
ri

va
l

h
er

e,
C

00
33

4
87

be
-h

o
ld

-d
u

e
to

C
0
02

06
49

C
–
L

–
W

O
n

ar
ri

va
l

h
er

e,
C

00
33

48
7

be
h
o
ld

d
u

e
to

C
0
02

06
49

C
–
S

–
P

O
n

ar
ri

va
l

h
er

e,
C

00
33

4
87

w
a
s-

h
el

d
-d

u
e

to
C

00
20

64
9

C
–
S

–
W

O
n

ar
ri

va
l

h
er

e,
C

00
33

48
7

w
a
s

h
el

d
d
u

e
to

C
00

20
64

9

B
O

W
O

n
ar

ri
va

l
h

er
e,

p
ro

p
of

o
l

w
as

h
el

d
d

u
e

to
h
y
p

o
te

n
si

on

P
h

e
n
y
le

p
h

ri
n

e
d

ri
p
w
a
s
st
a
rt
ed

fo
r

N
–
L

–
P

C
00

31
46

9
be

-s
ta

rt
-f

o
r

C
0
02

06
49

h
y
p

o
te

n
si

o
n

.
N

–
L

–
W

C
00

31
46

9
be

st
a
rt

fo
r

C
0
02

06
49

N
–
S

–
P

C
00

31
46

9
w

a
s-

st
a
rt

ed
-f

o
r

C
0
02

06
49

N
–
S

–
W

C
00

31
46

9
w

a
s

st
a
rt

ed
fo

r
C

00
20

64
9

C
–
L

–
P

C
00

31
46

9
d

ri
p

be
-s

ta
rt

-f
o
r

C
00

20
64

9

C
–
L

–
W

C
00

31
46

9
d

ri
p

be
st

a
rt

fo
r

C
00

20
64

9

C
–
S

–
P

C
00

31
46

9
d

ri
p

w
a
s-

st
a
rt

ed
-f

o
r

C
0
02

06
49

C
–
S

–
W

C
00

31
46

9
d

ri
p

w
a
s

st
a
rt

ed
fo

r
C

0
02

06
49

B
O

W
P

h
en

y
le

p
h

ri
n

e
d

ri
p

w
as

st
ar

te
d

fo
r

h
y
p

ot
en

si
o
n

T
h
e

fi
rs

t
ch

a
ra

ct
er

o
f

T
y
p

es
:
N

–
N

o
co

n
te

x
t,

C
–
C

o
n
te

x
t

T
h
e

se
co

n
d

ch
a
ra

ct
er

o
f

T
y
p

es
:
L

–
S
y
n
ta

ct
ic

a
ll
y

le
m

m
a
ti

ze
d

le
x
ic

o
n
,
S

–
S
u
rf

a
ce

le
x
ic

o
n

T
h
e

th
ir

d
ch

a
ra

ct
er

o
f

T
y
p

es
:
W

–
W

o
rd

,
P

–
P

h
ra

se

B
O

W
st

a
n
d
s

fo
r

B
a
g
-O

f-
W

o
rd

s.

C
U

I
C

0
0
3
3
4
8
7

is
a

U
M

L
S

co
n
ce

p
t

o
f

p
ro

p
o
fo

l,
C

U
I

C
0
0
3
1
4
6
9

is
a

U
M

L
S

co
n
ce

p
t

o
f

p
h
en

y
le

p
h
ri

n
e

a
n
d

C
U

I
C

0
0
2
0
6
4
9

is
a

U
M

L
S

co
n
ce

p
t

o
f

h
y
p

o
te

n
si

o
n
.

95



frequency (TFIDF) as

xTFIDF = {TF(x,w1) · IDF(w1),TF(x,w2) · IDF(w2), · · · ,TF(x,w|W |) · IDF(w|W |)};

TF(x,wi) =
fx(wi)

|x|
;

IDF(wi) = log
|X |

|{x|x ∈ X and B(x,wi) = 1}|
,

(5.4)

where xTFIDF is a sentence x ∈ X (the document universe), in the form of a

TFIDF vector, IDF(wi) expresses the inverse document frequency, corresponding

to the logarithm of the ratio of the total number of sentences in the universe |X |

to the number of sentences that contain the i-th term wi.

5.3.3 Transductive Learning for Relation Extraction

This section describes two EM-based probabilistic classification models; one with inde-

pendent assumption (iEM) and the other with dependent representation assumption

(dEM).

EM model with Näıve Bayes independent assumption (iEM)

Let X = {x1,x2, . . . ,x|X |} be a set of sentences, xi = {wi1, wi2, . . . , wi|Xi|} is a sentence

that includes |xi| terms, and C = {c1, c2, . . . , c|C|} be the set of possible classes. The

probability that the sentence xi has ck as its class (yi = ck) can be formulated as shown

in Eq.5.5.

p(yi = ck|xi) =
p(ck) p(xi|ck)

p(xi)

=
p(ck) p(xi|ck)∑|C|
k=1 p(ck)p(xi|ck)

(5.5)

While in most situations, it is possible to obtain the class p(ck) simply from the training

set, the generative probability of xi given a class ck usually suffer from insufficient

training data. As done by several works, the assumption of independence, usually called

Näıve Bayes (NB), can be applied to alleviate this sparseness problem as expressed in

Eq.5.6.
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p(xi|ck) = p(wi1, wi2, . . . wi|xi||ck)

= p(wi1|ck) · p(wi2|wi1, ck) · . . . · p(wi|xi||wi1, wi2, . . . , wi(|xi|−1), ck)

≈ p(wi1|ck) · p(wi2|ck) · . . . · p(wi|xi||ck)

= Π
|xi|
j=1p(wij|ck)

(5.6)

Therefore, the NB text classifier can be rewritten in the form as shown in Eq.5.7.

p(yi = ck|xi) =
p(ck)

∏|xi|
j=1 p(wij|ck)∑|C|

k=1 p(ck)
∏|xi|

j=1 p(wij|ck)
(5.7)

Here, it is necessary to estimate two sets of parameters, denoted by θ, of Expectation-

Maximization (EM) algorithm. The first parameter set is the class-conditional proba-

bility of any term wq ∈ W given the class ck while the other one is the probability of

the class ck. The parameter set is defined by Eq.5.8.

θ = {p(t+1)(wq|ck), p(t+1)(ck)} (5.8)

In the expectation step (E-step), for each iteration the θ parameter of the previous step

is applied to re-estimate the model probability as shown in Eq.5.9. In our experiment,

the convergence threshold is 10−7 and the maximum number of iterations is set to 50.

p(t)(yi = ck|xi) =
p(t−1)(ck)

∏|xi|
j=1 p

(t−1)(wij|ck)∑|C|
k=1 p

(t−1)(ck)
∏|xi|

j=1 p
(t−1)(wij|ck)

(5.9)

For the maximization step (M-step), with a Laplace smoothing factor λ > 0, the

(t + 1)−th-iteration probability of p(t+1)(wq|ck) and p(t+1)(ck) can be estimated from

the t−th-iteration probability. The maximum likelihood estimation for NB is simply

computed from an empirical corpus using Eq.5.10 and Eq.5.11.

p(t+1)(wq|ck) =
λ+

∑|X|
i=1N(wq,xi)p

(t)(yi = ck|xi)

λ|W |+
∑|W |

r=1

∑|X|
i=1N(wz,xi)p(t)(yi = ck|xi)

, (5.10)

whereas W is a total number of terms and any term wz ∈ W

p(t+1)(ck) =
λ+

∑|X|
i=1 p

(t)(yi = ck|xi)

λ|C|+ |X|
(5.11)

The following demonstrates an example of the applying above formulations with the

key phrasal pattern-based feature. Given the L–P feature representation of xi =
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(C0033487, be-hold-due-to,C0020649) corresponds to relation tuple (di, pi, ei) obtained

from an input sentence where the pattern pi be the phrase form, we can estimate

p(yi = ck|xi) as expressed in Eq.5.12.

p(t)(yi = ck|xi) = p(t−1)(ck)·p(t−1)(C0033487|ck)·p(t−1)(be-hold-due-to|ck)·p(t−1)(C0020649|ck)∑|C|
k=1 p

(t−1)(ck)·p(t−1)(C0033487|ck)·p(t−1)(be-hold-due-to|ck)·p(t−1)(C0020649|ck)
(5.12)

Another example, given the L–W feature representation of the same sentence xi =

{C0033487, be, hold, due, to, C0020649} corresponds to relation tuple (di, pi, ei) where

the pattern pi is in the word form. We can compute the class probability of the given

texts p(yi = ck|xi) as shown in Eq.5.13.

p(t)(yi = ck|xi) = p(t−1)(ck)·p(t−1)(C0033487|ck)·p(t−1)(be|ck)·p(t−1)(hold|ck)·p(t−1)(due|ck)·p(t−1)(to|ck)·p(t−1)(C0020649|ck)∑|C|
k=1 p

(t−1)(ck)·p(t−1)(C0033487|ck)·p(t−1)(be|ck)·p(t−1)(hold|ck)·p(t−1)(due|ck)·p(t−1)(to|ck)·p(t−1)(C0020649|ck)

(5.13)

EM model with dependency representation (dEM)

We introduce a dependency representation as an alternative model representation that

is based on the same intuitions as the NB model but less restriction regarding the

implicitly strong independence assumptions. This dependency representation is an ef-

ficient factorization of the join probability distributions over a set of three random

variables wq, wr and ws, where each variable is a domain of possible values, i.e., drug,

key phrasal pattern, event. We extend the dependency representation with iterative

learning by EM approach in order to align the model assumption to the natural lan-

guage and also figure out an unseen random variable using probability estimation

based on an existing prior knowledge. This dependency representation is also known

as Bayesian Networks (BN) and the conditional probability of independent variable

given a class probability can be derived by the chain rule as shown in Eq.5.14.

p(xi|ck) = p(wiq, wir, wis|ck)

= p(wiq|ck) · p(wir|wiq, ck) · p(wis|wiq, wir, ck)
(5.14)

Therefore, the BN text classifier can be rewritten in the form as shown in Eq.5.15.

p(yi = ck|xi) =
p(ck) · p(wiq|ck) · p(wir|wiq, ck) · p(wis|wiq, wir, ck)∑|C|
k=1 p(ck) · p(wiq|ck) · p(wir|wiq, ck) · p(wis|wiq, wir, ck)

(5.15)
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According to the core of BN representation, a random variable is represented by a

node in a directed acyclic graph, and an edge between any two nodes is presented by

an arrow line which implies a direct influence of one node on another node. Given a

sentence xi with three elements (wiq, wir, wis) in the form of a relation tuple (di, pi, ei),

there are three factorized ways (3!) as alternative model skeletons of the dependency

representation through the chain rule. We, hence, propose the linear interpolation

in order to weight and combine the probability estimation from all of the possible

dependency representations as defined by Eq.5.16.

p(xi|ck) = p(wiq, wir, wis|ck)

≈ γ1 [p(wiq|ck) · p(wir|wiq, ck) · p(wis|wiq, wir, ck)]

+ γ2 [p(wiq|ck) · p(wis|wiq, ck) · p(wir|wiq, wis, ck)]

+ γ3 [p(wir|ck) · p(wiq|wir, ck) · p(wis|wiq, wir, ck)]

+ γ4 [p(wir|ck) · p(wis|wir, ck) · p(wiq|wir, wis, ck)]

+ γ5 [p(wis|ck) · p(wiq|wis, ck) · p(wir|wiq, wis, ck)]

+ γ6 [p(wis|ck) · p(wir|wis, ck) · p(wiq|wir, wis, ck)] ,

such that the total γ is 1;
6∑

i=1

γi = 1

(5.16)

Generally, the linear interpolation method of three random variables can be estimated

from the combination of two random variables and an individual random variable.

Similarly, two random variables are able to approximate from an individual random

variable as well. For instance, given two history terms wiq and wir in a sentence xi,

the interpolation is comparatively estimated from an individual random variable and

two random variables as shown in Eq.5.17.

p(wir|wiq, ck) = β1p(wir|ck) + β2p(wir|wiq, ck),

such that the total β is 1;
2∑

i=1

βi = 1
(5.17)
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Another instance, three history terms (wiq, wir, wis) in a sentence xi are given, the

likelihood estimation as shown in Eq.5.18 can be derived similarly as the previous

estimator by interpolation of an individual random variable, two random variables and

three random variables estimators.

p(wis|wiq, wir, ck) = α1p(wis|ck) + α2p(wis|wiq, ck) + α3p(wis|wir, ck) + α4p(wis|wiq, wir, ck),

such that the total α is 1;
4∑

i=1

αi = 1

(5.18)

Finally, we compute p(wiq|wir, ck), p(wiq|wis, ck), p(wir|wis, ck), p(wis|wiq, ck) and

p(wis|wir, ck) with the similar manner as Eq.5.17, and calculate p(wiq|wir, wis, ck) and

p(wir|wiq, wis, ck) using the same way as shown in Eq.5.18.

In the same manner as the näıve bayese model, it is necessary to estimate the four

sets of parameters θ as shown in Eq.5.19 whereas any terms wq, wr, ws ∈ W .

θ = {p(t+1)(wq|ck), p(t+1)(wq|wr, ck), p(t+1)(wq|wrws, ck), p(t+1)(ck)} (5.19)

The iterative learning using EM approach is applied to estimate the parameters θ.

For the E-step, for each iteration the θ parameter is applied to re-estimate the model

probability as shown in Eq.5.20 and Eq.5.21. This process will repeat until convergence.

The same setting as iEM model, the value of 10−7 for the convergence threshold and

the value of 50 for the maximum number of iterations, is applied for dEM model as

well.

p(t−1)(xi|ck) ≈ γ1
[
p(t−1)(wiq|ck) · p(t−1)(wir|wiq, ck) · p(t−1)(wis|wiq, wir, ck)

]
+ γ2

[
p(t−1)(wiq|ck) · p(t−1)(wis|wiq, ck) · p(t−1)(wir|wiq, wis, ck)

]
+ γ3

[
p(t−1)(wir|ck) · p(t−1)(wiq|wir, ck) · p(t−1)(wis|wiq, wir, ck)

]
+ γ4

[
p(t−1)(wir|ck) · p(t−1)(wis|wir, ck) · p(t−1)(wiq|wir, wis, ck)

]
+ γ5

[
p(t−1)(wis|ck) · p(t−1)(wiq|wis, ck) · p(t−1)(wir|wiq, wis, ck)

]
+ γ6

[
p(t−1)(wis|ck) · p(t−1)(wir|wis, ck) · p(t−1)(wiq|wir, wis, ck)

]
(5.20)

p(t)(yi = ck|xi) =
p(t−1)(ck) · p(t−1)(xi|ck)∑|C|
k=1 p

(t−1)(ck) · p(t−1)(xi|ck)
(5.21)

For the M-step, the Laplace smoothing factor λ > 0 is implemented as well as in

NB model to avoid zero count issue. However, with the BN dependency representa-

tion, there are four parameters estimation of the (t + 1)−th-iteration probability of
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p(t+1)(wq|wr, ws, ck), p(t+1)(wq|wr, ck), p(t+1)(wq|ck) and p(t+1)(ck), which can be esti-

mated from t−th-iteration probability as expressed in Eq.5.22-5.25.

p(t+1)(wq|ck) =
λ+

∑|X|
i=1N(wq,xi)p

(t)(yi = ck|xi)

λ|W |+
∑|W |

z=1

∑|X|
i=1N(wz,xi)p(t)(yi = ck|xi)

, (5.22)

p(t+1)(wq|wr, ck) =
λ+

∑|X|
i=1N(wq,xi)p

(t)(yi = ck|wr,xi)

λ|W |+
∑|W |

z=1

∑|X|
i=1N(wz,xi)p(t)(yi = ck|wr,xi)

, (5.23)

p(t+1)(wq|wr, ws, ck) =
λ+

∑|X|
i=1N(wq,xi)p

(t)(yi = ck|wr, ws,xi)

λ|W |+
∑|W |

z=1

∑|X|
i=1N(wz,xi)p(t)(yi = ck|wr, ws,xi)

, (5.24)

whereas W is a total number of terms and any term wz ∈ W

p(t+1)(ck) =
λ+

∑|X|
i=1 p

(t)(yi = ck|xi)

λ|C|+ |X|
(5.25)

Then, we can derive p(t+1)(wr|ck) and p(t+1)(ws|ck) using the similar calculation

as Eq.5.22. For the dependency representations of two random variables w, i.e.,

p(t+1)(wq|ws, ck), p(t+1)(wr|wq, ck), p(t+1)(wr|ws, ck), p(t+1)(ws|wq, ck) and p(t+1)(ws|wr, ck)

can be computed by following the similar approach as Eq.5.23. Similarly, the estima-

tion of p(t+1)(wr|wq, ws, ck) and p(t+1)(ws|wq, wr, ck) can be obtained by the same way

as shown in Eq.5.24. Finally, the coefficients γ, β, α of interpolation approach are em-

ployed in order to weight the knowledge from multiple dependency representations.

The algorithm 2 explains pseudo-code for iEM model and algorithm 3 expresses the

proposed dEM method.

5.3.4 The Incorporation of Unlabeled Data

In the environment of insufficient labeled data, semi-supervised learning is one solution

that utilizes an inexpensive and ubiquitous source of data. The transductive learning

[142], one type of semi-supervised learning, begins its process with the make use of a

limited number of labeled data (DL) to build a rough model and then aggregated a large

number of unlabeled data (DU) (test set) to revise and improve the model iteratively.

In the experiment, we investigated the three alternative approaches of initialization

and iterative weighting of relation labels for unlabeled data incorporation.
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Algorithm 2: Pseudo-code for EM with NB independent assumption (iEM)

Input:

|C| = the number of labels

T = the maximum number of iteration

Output: θ parameter

1 t← 0

2 θ =
{
p(t+1)(wq, ck), p(t+1)(ck)

}
;
∑|C|

k=1 p
(t+1)(ck) = 1

3 repeat

4 for i = 1 to n do

5 E–step:

Estimate model probability : p(t)(yi = ck|xi) (Eq.5.9)

M–step:

Update class-conditional probability : p(t+1)(wq|ck) (Eq.5.10)

Update class probability : p(t+1)(ck) (Eq.5.11)

6 t← t+ 1

7 until convergence or t = T

(i) TpML
: This method is equivalent to the general transductive learning, in which

the label of the test set DU can be derived by a classifier that is trained on the

DL. Then the augmented DL with the labeled DU , so-called DL+U , is used for

the further iteration.

(ii) Tp0.5 : The class probability of the DU is equally assigned to DL and used as

an initial probability. In this approach, the DL+U can be derived earlier and

integrated into training process for the first iteration. Therefore, in the next

iteration, the DU is not strictly guided by the labeled data. The revision process

is probably the same manner to the previous method by combining the both

dataset DL+U for the further iteration.

(iii) Tprandom
: Similarly, the initial probability of DU is assigned randomly rather than

the fixed value of 0.5. The degree of likelihood for each label can be varied from

0 to 1 whereas the total probability of ADR and IND labels equals to 1.

In order to evaluate our proposed method, three types of text representation across

three parameters of unlabeled data incorporation are investigated. Finally, our pro-

posed methods and its enhancement, MIL–dEM–S–S (supervised learning) and MIL–dEM–T–S
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Algorithm 3: Pseudo-code for our proposed EM with BN dependent represen-

tation (dEM)

Input:

|C| = the number of labels

T = the maximum number of iteration

γ1, γ2, . . . , γ|xi|!;
∑|xi|!

j=1 γj = 1

β1, β2;
∑2

j=1 βj = 1

α1, α2, . . . , α4;
∑4

j=1 αj = 1

Output: θ parameter

1 t← 0

2 θ =
{
p(t+1)(wq, ck), p(t+1)(wq, wr, ck), p(t+1)(wq, wr, ws, ck), p(t)(ck)

}
;
∑|C|

k=1 p
(t)(ck) = 1

3 repeat

4 for i = 1 to n do

5 E–Step:

Estimate model probability : p(t)(yi = ck|xi) (Eq.5.21)

M–Step:

Update class-conditional probability : p(t+1)(wq|ck) (Eq.5.22)

p(t+1)(wq|wr, ck) (Eq.5.23)

p(t+1)(wq|wr, ws, ck) (Eq.5.24)

Update class probability : p(t+1)(ck) (Eq.5.25)

6 t← t+ 1

7 until convergence or t = T
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methods (transductive learning), are compared to TSVM and three MIL models,

MISVM, MINB, and MILR, which are implemented in WEKA [143].

5.4 Evaluation

In order to estimate the performance of the proposed method, the hold-out evalua-

tion is conducted through the k -fold cross-validation whereas k = 5. The three main

measures as defined by Eq.3.2-3.4 (see Section 3.3.2), i.e., precision, recall and F1,

are used for model evaluation, while the positive class in our experiments is ADR la-

bel. The MetaMap Java API for named entity recognition, Stanford CoreNLP Java

API for OpenIE, and implement Python program for EM-based methods. For model

comparison, WEKA Java-based software and SVMlight4, which is implemented in C

programming language, are executed on Mac OS with Intel Core i5 processor running

at 2.5 GHz and 8 GB of physical memory. The experiment is conducted for five main

experiments in order to evaluate the effectiveness of the proposed method; (i) the key

phrasal patterns analysis, (ii) the evaluation on the effectiveness of the key phrasal pat-

terns (iii) the effectiveness of the pattern-based feature with MIL–iEM and MIL–dEM,

(iv) the evaluation on overall performance with advanced machine learning methods

and (v) the evaluation on robustness of unlabeled data incorporation.

5.4.1 Data

The proposed framework is examined on the unstructured texts in EMR of Intensive

Care Unit which is derived from MIMIC–III [39] (see Section 3.2.1). The data is freely

available at PhysioNet5 and is accessed on Apr 25, 2016 with the version 1.3. The over

58,000 hospital admissions for 38,645 adults and 7,875 neonates are presented in the

data source with spanning up to 12 years from June 2001. A large scale of nearly 1.6

million sentences is extracted and used as the text corpus.

Consequently, the corpus is mapped to drug-event pairs that are reported in SIDER

and DrugBank databases. All drug-event pairs that are appeared in both databases

4http://svmlight.joachims.org
5https://mimic.physionet.org
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will be removed in order to avoid semantic ambiguity. Lastly, the 1,543 sentences

corresponding drug-event pairs eventually is used as the training data.

Fig. 5.4: The key phrasal pattern plot by adjusted entropy score vs. frequency.

5.4.2 Key phrasal patterns analysis

The discovered key phrasal patterns are analyzed to investigate the degree of char-

acterization of relation labels. Given a key phrasal pattern, the pattern score (S) is

computed by performing the conditional entropy (H) inversion and polarity adjust-

ment as shown in Eq.5.26 to visualize the performance of the extracted key phrasal

patterns.

H = −p(ADR | pattern) log2 p(ADR | pattern)− p(IND | pattern) log2 p(IND | pattern)

S = SIGN(0.5− p(IND | pattern))× (1−H)

(5.26)

From Figure. 5.4, the x axis exhibits the pattern score with polarity whereas the

score > 0 represents the distribution of pattern relevant ADR (blue circle marker), the

score < 0 represents the distribution of pattern relevant IND (orange square marker)

and score = 0 indicates no relevance between pattern and both labels. The y axis is

the frequency of patterns that appear in the clinical texts. A pattern that is located far
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from the middle line (score 0) and closed to the top left or the top right corners expresses

the high effectiveness of semantic discrimination ability relevant relation labels. For

example, the key phrasal patterns “be-hold-in”, “contribute-to”, “be-think”, “improve-

with” are strongly relevant to ADR label and “be-add-for”, “be-initial-for”, “be-on”

are rather associated to IND. Opposite to the key phrasal patterns “be” and “be-with”

are presented near the middle line in the graph that indicates the fuzziest patterns.

Additionally, the figure clearly illustrates that the patterns relevant ADR are more

efficient than the pattern relevant IND, the small number of ADR patterns are located

nearby the original point and the most of ADR patterns are placed with spread distance.

On the one hand, patterns relevant IND are presented to dense at the location which is

nearly zero score and zero frequency. Table 5.4 presents the example of the sentences

that are relevant to key phrasal patterns and pattern direction. Finally, the key phrasal

patterns that have their pattern score over than threshold are selected for the further

process.

5.4.3 Evaluation on the Effectiveness of the Key Phrasal Pattern-

Based Feature

The comparison of the multiple feature types across varying of initial weighting of

relation labels for unlabeled data incorporation throughout the MIL-iEM is assessed

in order to examine the effectiveness of the pattern-based feature. The experiments

are divided into two parts based on the decision methods in EM algorithm. The

former refers to soft decision making (MIL-iEM-S) that the predicted result is directly

yielded by the estimated class probability. The latter is so-called hard decision making

(MIL-iEM-H) that the predicted outcome is considered on the cut off value of the

probability and assigned class label instead of the likelihood ratio. The experimental

setting is performed on the independent assumption through MIL-iEM model.

Table 5.5 expresses an assessment of nine text representation across three alternative

document weighting model and three initial weighting method for unlabeled data DU
based on soft decision making. In the table, the proposed phrasal pattern-based feature

is expressed in the top 4 of each experimental setting, in other words, the combination
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of text feature that starts with N such as N–S–P or N–S–W etc. As the result, the

phrasal pattern-based feature has outperformed context inclusion feature (text feature

that starts with C). The highest F–score value, 0.841, is resulted by N–S–P feature

using Tp0.5 with tf document model which has outperformed the baseline BOW up to

4.4%. Moreover, BD and MD(tf ) document weighting are slightly better performance

than MD(tf–idf ) for all types of initial weighting of DU . The similar results are found

on hard decision making approach as well. From Table 5.6, the phrasal pattern-based

feature performs better performance than all context-based feature. The MD(tf–idf )

document representation with N–L–W feature using Tp0.5 obtains the highest perfor-

mance of F–score 0.807 and 3.3% improvement from the baseline. It is noticed that the

hard decision making results in poor performance when compares to the soft version.

Another finding derived by this experimental results is that the independent text

assumption is improper for relation classification problem. This is because, in general,

a guideline from the existing DL to DU should improve the model performance. In

the contrast by derived results, TpML
yielded the poor performance, particularly, in

N–S–P feature and lead to Type II error which is recognized as a significant issue,

especially, in the medical domain.

The performance comparison across the number of features is exhibited in Fig.

5.5. The top graph represents to soft decision method, MIL-iEM-S, and the bottom

graph is hard decision method, MIL-iEM-H. The number of features is ranged from

737 to 2,034 dimensions and the number of BOW feature is 1,853 dimensions. From

the graph, even though the proposed pattern-based features with MIL-iEM-Tp0.5 and

MIL-iEM-Tprandom
provide slightly different F1-score from BOW feature, their number

of dimensions is less than half of BOW, especially S–W and L–W features. Therefore,

the proposed pattern-based feature is more efficient than BOW feature due to the

small number of features but yield similar model performance.

Accordingly, the experimental results confidently support that the simplified sen-

tence using relation tuple of a drug, a key phrasal pattern, and an event is potential

feature transformation for relation classification task. Moreover, the ignoring of in-

significant contexts can reduce redundancy of feature and avoid computational time

issue that is frequently caused by the curse of dimensions.
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Fig. 5.5: The number of features for each type of pattern weighting method across F1–score.
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Table 5.5: The effectiveness comparison on 5 –fold cross validation of text representation across three types of document weighting

using MIL-iEM with soft decision making (MIL-iEM-S).

Models BD MD (tf) MD (tf–idf)

MIL-iEM-S P R F1 P R F1 P R F1

TpML

N–S–P 0.858 0.308 0.454 0.858 0.308 0.454 0.857 0.307 0.452

N–S–W 0.879 0.599 0.712 0.873 0.600 0.711 0.871 0.589 0.703

N–L–P 0.890 0.460 0.606 0.890 0.460 0.606 0.882 0.451 0.597

N–L–W 0.868 0.609 0.716 0.863 0.611 0.716 0.873 0.604 0.714

C–S–P 0.824 0.580 0.681 0.824 0.573 0.676 0.819 0.578 0.678

C–S–W 0.820 0.613 0.701 0.841 0.617 0.712 0.835 0.617 0.709

C–L–P 0.833 0.575 0.680 0.837 0.573 0.680 0.834 0.569 0.677

C–L–W 0.824 0.615 0.704 0.843 0.619 0.714 0.835 0.617 0.709

BOW 0.755 0.624 0.683 0.780 0.628 0.696 0.765 0.624 0.687

Tp0.5

N–S–P 0.845 0.836 0.840 0.844 0.838 0.841 0.846 0.830 0.838

N–S–W 0.783 0.792 0.788 0.784 0.801 0.792 0.787 0.743 0.764

N–L–P 0.840 0.816 0.828 0.840 0.816 0.828 0.836 0.799 0.817

N–L–W 0.785 0.797 0.791 0.796 0.799 0.798 0.777 0.714 0.744

C–S–P 0.719 0.931 0.811 0.774 0.896 0.831 0.766 0.896 0.826

C–S–W 0.721 0.938 0.815 0.784 0.874 0.827 0.774 0.889 0.828

C–L–P 0.726 0.936 0.818 0.782 0.891 0.833 0.765 0.901 0.827

C–L–W 0.724 0.927 0.813 0.790 0.874 0.830 0.784 0.874 0.827

BOW 0.692 0.927 0.793 0.749 0.850 0.797 0.735 0.861 0.793

Continued on next page
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Table 5.5 – Continued from previous page

Models BD MD (tf) MD (tf–idf)

MIL-iEM-S P R F1 P R F1 P R F1

Tprandom

N–S–P 0.840 0.836 0.838 0.842 0.834 0.838 0.841 0.819 0.830

N–S–W 0.773 0.790 0.782 0.782 0.792 0.787 0.782 0.732 0.756

N–L–P 0.833 0.830 0.832 0.833 0.828 0.831 0.835 0.801 0.818

N–L–W 0.783 0.796 0.789 0.799 0.805 0.802 0.778 0.710 0.742

C–S–P 0.729 0.922 0.814 0.766 0.883 0.820 0.765 0.887 0.822

C–S–W 0.724 0.927 0.813 0.787 0.863 0.823 0.778 0.874 0.823

C–L–P 0.731 0.931 0.819 0.775 0.876 0.823 0.764 0.885 0.820

C–L–W 0.724 0.925 0.813 0.786 0.867 0.825 0.784 0.863 0.822

BOW 0.691 0.900 0.782 0.748 0.834 0.789 0.734 0.841 0.784

B: binary frequency, TF: term frequency, TFIDF: term frequency-inverse document frequency.
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Table 5.6: The effectiveness comparison on 5 –fold cross validation of text representation across three types of document weighting

using MIL-iEM with hard decision making (MIL-iEM-H).

Models BD MD (tf) MD (tf–idf)

MIL-iEM-H P R F1 P R F1 P R F1

TpML

N–S–P 0.856 0.327 0.473 0.856 0.327 0.473 0.858 0.330 0.477

N–S–W 0.871 0.651 0.745 0.863 0.642 0.736 0.873 0.650 0.745

N–L–P 0.887 0.500 0.639 0.887 0.500 0.639 0.881 0.498 0.636

N–L–W 0.866 0.659 0.748 0.863 0.653 0.744 0.868 0.662 0.752

C–S–P 0.805 0.588 0.679 0.809 0.588 0.681 0.799 0.586 0.676

C–S–W 0.798 0.626 0.701 0.812 0.624 0.706 0.807 0.624 0.704

C–L–P 0.810 0.582 0.677 0.820 0.582 0.681 0.814 0.582 0.679

C–L–W 0.806 0.628 0.706 0.817 0.626 0.709 0.813 0.626 0.707

BOW 0.744 0.642 0.690 0.730 0.646 0.685 0.726 0.642 0.682

Tp0.5

N–S–P 0.620 0.985 0.761 0.620 0.985 0.761 0.621 0.985 0.762

N–S–W 0.686 0.971 0.804 0.683 0.969 0.802 0.691 0.967 0.806

N–L–P 0.651 0.974 0.781 0.652 0.974 0.781 0.651 0.973 0.780

N–L–W 0.693 0.962 0.805 0.689 0.960 0.802 0.696 0.960 0.807

C–S–P 0.630 0.984 0.768 0.641 0.973 0.772 0.643 0.974 0.775

C–S–W 0.634 0.984 0.771 0.645 0.969 0.775 0.649 0.971 0.778

C–L–P 0.632 0.982 0.769 0.639 0.971 0.771 0.646 0.973 0.776

C–L–W 0.639 0.987 0.776 0.645 0.971 0.775 0.652 0.973 0.780

BOW 0.632 0.973 0.766 0.646 0.962 0.773 0.649 0.960 0.774

Continued on next page
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Table 5.6 – Continued from previous page

Models BD MD (tf) MD (tf–idf)

MIL-iEM-H P R F1 P R F1 P R F1

Tprandom

N–L–P 0.645 0.755 0.696 0.644 0.754 0.695 0.630 0.757 0.688

N–L–W 0.666 0.825 0.737 0.649 0.834 0.730 0.640 0.856 0.732

N–S–P 0.668 0.814 0.734 0.668 0.814 0.734 0.656 0.841 0.737

N–S–W 0.657 0.827 0.732 0.642 0.823 0.722 0.641 0.863 0.736

C–L–P 0.686 0.746 0.715 0.674 0.790 0.728 0.683 0.779 0.728

C–L–W 0.681 0.757 0.717 0.666 0.790 0.723 0.680 0.790 0.731

C–S–P 0.692 0.766 0.727 0.671 0.794 0.727 0.687 0.790 0.735

C–S–W 0.687 0.755 0.719 0.666 0.779 0.718 0.676 0.785 0.726

BOW 0.655 0.746 0.698 0.666 0.801 0.727 0.675 0.794 0.730

B: binary frequency, TF: term frequency, TFIDF: term frequency-inverse document frequency.
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5.4.4 Evaluation on the Effectiveness of MIL-dEM-SL and

MIL-dEM-T

In this experiment, the comparison between the proposed method based on super-

vised learning (MIL-dEM-SL) and transductive learning (MIL-dEM-T) across varying

parameters such as feature types, pattern-weighting models, and the initial weight

methods for unlabeled data incorporation are examined. The proposed method is

based on dependency representation of texts, and the posterior estimation is based on

the interpolation of Markov property. The experiment is set up with the supervised

learning-based model, and three transductive learning-based models with different ini-

tial weight methods of DU incorporation. The two types of pattern-based features such

as surface lexicon-based (N–S–P) and syntactically lemmatized lexicon-based (N–L–P)

are used for examination. The parameter tuning is also performed for all approaches.

As the results in Table 5.7, among transductive learning models, the performance of

N–S–P feature is slightly different from N–L–P feature for all models. The simply bi-

nary (B) weighting model presents the higher F1-score over TF and TFIDF. Moreover,

MIL-dEM-S-TpML
model exhibits the higher performance than the fuzzy guideline by

MIL-dEM-S-Tp0.5 and MIL-dEM-S-Tprandom
models for all evaluation matrices.

On the other hand, the F1-score of MIL-dEM-SP-S-SL surface lexicon-based feature

is better than MIL-dEM-LP-S-SL syntactically lemmatized lexicon-based feature with

1% and 0.8% for TF and TFIDF weighting model respectively. Similarly, the F1-

score of the pattern-based feature N–S–P across the three types of pattern-weighting

model, i.e., B, TF, TFIDF, models is also slightly different; 0.928 for MIL-dEM-SP-

B-S-SL, 0.946 for MIL-dEM-SP-TF-S-SL, and 0.938 for MIL-dEM-SP-TFIDF-S-SL.

Among models within MIL-dEM-S-SL setting, the highest F1-score is presented by TF

weighting model with 0.946.

One of the interesting results shows that the unlabeled data incorporation is exhib-

ited to increase the model performance. The highest effectiveness, 0.954 of F1-score,

is presented by MIL-dEM-SP-B-S-TpML
model which is the simply binary weighting

model, and the model is shown 2.6% improvement over MIL-dEM-SP-B-S-SL, 1.6%

improvement over MIL-dEM-SP-TFIDF-S-SL and 0.8% improvement over MIL-dEM-
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SP-TF-S-SL, which is the best performance of our proposed supervised learning.

According to the result from the parameters optimization of our proposed method,

the model performance is strongly relevant to the dependency representation of random

variables as the following; (i) an event and the clinical outcome, (ii) a pattern, a drug

and the clinical outcome. In the contrast, the model is shown the less relevance between

a drug and an event, or a pattern and an event.

5.4.5 Evaluation on Overall Performance with Advanced Ma-

chine Learning Methods

The comparison of our proposed method and advanced machine learning methods is

presented in Table 5.8. The best models of each set of models are used for assess-

ment. The well-known MIL methods i.e., MISVM, MINB, MILR are executed using

WEKA. On the one hand, we customize the original TSVM using the source code from

the author and incorporate the MIL assumption as discussed in the previous section

(See section 2.5). We divide the discussion into three parts; the effectiveness of super-

vised learning model, the effectiveness of transductive learning model, and the overall

performance.

Firstly, the experimental results among baseline supervised learning methods, i.e.,

MISVM-TFIDF, MINB-B, MILR-B, show that BOW feature works well for all MIL

methods, conversely, the pattern-based feature N–S–P contributes a dramatic improve-

ment when it is combined with our proposed method MIL-dEM-TF-S-SL. The TFIDF

weighting model yields the high performance for MISVM with F1-score 0.901, while

binary weighting model (B) is exhibited to improve the performance for MINB and

MILR with F1-score 0.880 and 0.861 respectively. However, our proposed MIL-dEM-

TF-S-SL with N–S–P feature outperforms all MIL methods and 4.5% F1-score better

than the highest performance of advanced machine learning method which is resulted

by MISVM-TFIDF with BOW feature. Although the precision of MIL-dEM-TF-S-SL

with N–S–P feature is slightly lower than MISVM-TFIDF with BOW but the recall is

significantly improved. Accordingly, our proposed method contributes to reducing the

Type II error which is always considered in the medical domain.
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Secondly, the comparison among transductive learning methods, the BOW feature

with TSVM-B is shown to achieve F1-score of 0.889, while applying of the pattern-

based feature N–S–P, its performance is presented to degrade around 2%. Conversely,

the pattern-based feature N–S–P with MIL generative method is exhibits to enhance

the effectiveness of the models. The accuracy of MIL-iEM-TF-S-Tp0.5 model increases

up to 6.3% when deploys the pattern-based feature instead of BOW feature.

Lastly, the overall evaluation, the generative models with dependency represen-

tation, i.e., MIL-dEM-TF-S-SL and MIL-dEM-B-S-TpML
, outperform for all models.

The highest performance is exhibited by our transductive learning MIL-dEM-B-S-TpML

method with 0.934 precision, 0.975 recall, 0.954 F1-score and 0.949 accuracy respec-

tively. Moreover, improving the generative model by substitute assumption of word-

dependency MIL-dEM-B-S-TpML
model to word-indenpendency MIL-iEM-TF-S-Tp0.5

model is shown to dramatically improve 11.3% F1-score and 12.2% accuracy.

From multiple aspects assessment, the experimental results confidently support that

our proposed methods, MIL with the two generative models, is comparative advantage

in relation classification with the high performance. The proposed pattern-based fea-

ture contributes to reduce the curse of dimension issue and preserve texts dependency

structure. The incorporation of a generative model with proper model assumption

and transductive learning can potentially estimate the distribution of patterns rele-

vant harmful or beneficial event of drug usage with the high precision and recall. Our

proposed method can provide the supporting evidence based on the relevant clinical

sentence rather than only prediction of result which is expected to further assist a

professional medical for decision making on treatment or diagnosis process.

5.4.6 Evaluation on Effect of Unlabeled Data Incorporation

The durable of the proposed method is examined by varying the ratio of unlabeled

and labeled data. Two document representation, N–S–P and N–L–P , with three

types of document weighting model, BD, TF, TFIDF are evaluated. Such parameters

are constructed then learned on MIL-dEM-S-TPML
model. The numbers of unlabeled

data are varied from 4000, 10000 and 50000 examples. The F1-measure is used for
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comparison. Figure 5.6 exhibits the performance of the proposed method, dEM, across

numbers of unlabeled data. The experimental results show that the trends of F1 score

are slightly reduced when numbers of unlabeled data is increased. The N–S–P with

binomial distribution provides the higher performance than others representation. The

increasing of unlabeled data around 2.5 times, F1 score reduces around 0.01, and the

increasing of unlabeled data around 12.5 times, F1 score reduces around 0.02. On

the other hand, the model with N–L–P with TF is more robustness. The increasing

number of unlabeled data 12.5 times, the trend of F1 score is slightly changed around

0.005.

Fig. 5.6: F1-score vs. numbers of unlabeled data

5.5 Summary

This chapter presents a framework of distant supervision with multiple instance learn-

ing and transductive inference for detecting hidden adverse reaction in clinical texts.

The work aims to deal with two main difficulties; (i) the limitation of hand-labeled

data, and (ii) intractable processing of large-scale unstructured clinical texts.

The first issue is coped with distant supervision paradigm by knowledge bases incor-
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poration. Therefore, either ADR or IND relation label can be automatically assigned to

each drug-event pair and use as labeled examples. For the second issue, the key phrasal

pattern-based feature is investigated to present semantic comprehension of a sentence

and proposed alternative parameters learning of a generative model using dependency

representation model assumption. However, such training data set derived by distant

supervision is formed as the instance-level, while the predictive goal is focused on the

entity-level. Therefore, MIL paradigm is involved into the framework. The collected

statistics from the tagged drug-event pairs are used to examine the semantic distribu-

tion relevant to ADR and IND. Exploiting EM algorithm as the base model for our

supervised learning and transductive learning, it is helpful to estimate the probability

of an unknown relation of given drug-event pair and then classify this relation to either

ADR or IND. From the experimental results on multiple assessments, we found three

significant findings.

Firstly, the pattern-based feature contributes to improving model performance of

generative models. The MIL-iEM-SP-TF-S-Tp0.5 model is shown to achieve the high-

est performance among all MIL-iEM-based methods with 0.844 precision, 0.838 recall

and 0.841 F1-score, and the model provides the outstanding improvement over the

traditional BOW method, MIL-iEM-BOW-TF-S-Tp0.5 model, up to 4.4% F1-score.

The second potential result, the traditional assumption of word-independency is

rather improper for natural clinical texts. Therefore, we tackle such fundamental prob-

lem by integrating Markov assumption on dependency representation of texts in order

to estimate the prior probability and likelihood probability in a generative model.

Given the same set of the pattern-based input features, the performance of MIL-dEM

model is dramatically improved from MIL-iEM model. The MIL-dEM-SP-B-S-TpML

model exhibits the improvement over MIL-iEM-SP-B-S-Tp0.5 up to 8.9% precision,

13.9% recall and 11.4% F1-score.

Lastly, the incorporation of unlabeled data DU and labeled one DL using MIL-dEM-

SP-B-S-TpML
model achieves the highest efficiency with 0.954 F1-score. In addition,

our proposed MIL-dEM-SP-B-S-TpML
model also outperforms the advanced machine

learning methods by F1-score improvement up to 5.3% of MISVM-BOW-TFIDF, 7.4%

of MINB-BOW-B, 9.3% of MILR-BOW-B, 6.5% of TSVM-BOW-B and 11.3% of MIL-
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iEM-SP-TF-S-Tp0.5 .

However, our work presents some limitations that can contribute to support fur-

ther improvement of the framework. The projection from distant supervision to corpus

currently is employed by MetaMap tools and can be improved by an advanced method

such as word embedding to increase high potential entity-level relation for instance

examples. The key phrasal patterns extraction in the current work is scoped by the

sentence boundary, but a drug and an event possibly associate throughout across dif-

ferent sentences. This issue would be challenged by the co-reference problem. Even

though the discovered key phrasal patterns provides the significant role for relation

classification but the number of patterns is rather limited and probably encounters the

problem of out of vocabulary (OOV) when applies the framework with a huge unseen

data. Therefore, the semantic representation is the promising method to increase the

number of key phrasal patterns.
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Chapter 6

Conclusion

This dissertation studies on Text Mining for information extraction, more specifically,

relation extraction. The relation extraction, firstly, aims to find a candidate of entity

pairs that is possibly formed a relation, then the process of classification such relation

is probably employed. The former task is so-called relation detection, and the latter

one is namely relation classification. In other words, the relation detection targets to

identify a link (or connection) between any entity pair, and relation classification aims

to provide more information of relation type (or relation label). Such semantic relation

is very useful for comprehension, especially, in the medical domain.

To deal with relation extraction, there are multidisciplinary such as supervised

learning, unsupervised learning, and semi-supervised learning. While supervised learn-

ing achieves the high performance for classification, the drawback is relevant to the

insufficient for data training (such as a rare case for training data) or encounter a large

volume of unlabeled data for instance labeling. Particular, data labeling is recognized

as difficult, domain-dependent, expensive and time-consuming.

Therefore, this thesis addresses two fundamental problems; (i) The lack of domain

experts for labeling examples, especially, in a large volume of unlabeled data; (ii) The

intractable processing of unstructured text, particularly, clinical text. To this end,

firstly, the thesis presents the generic framework as a solution for semantic relation

extraction from text. Moreover, the framework can also be applied in any domain with

certain assumption. Secondly, the thesis introduces the efficient parameters estimation
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in a generative model that argues the traditional text assumption. This contribution

can help to dramatically improve the performance of the model. Lastly, the thesis

contributes to examine the multiple approaches of unlabeled data augmentation in

order to deal with a large-scale of data with the effectiveness.

Future works

In this thesis, there are many rooms for further improvement as the following topics:

• Relation detection: the considering only the named entity of a drug and an

event entities that are found in the same sentence is rather strict. The co-reference

extraction could be promising for making relax assumption. A drug or an event

might form a relation, even though they are found in the different sentence.

Therefore an indirect relation can be considered.

• Out of vocabulary (OOV): the extracted phrase pattern is used to bootstrap-

ping the new pattern by means of pattern matching method which is limited to

the number of discovered phrase pattern. It is also known as out of vocabulary

issue. This can be improved by novel feature representation such as word embed-

ding by considering of the generalization for pattern matching. This is expected

to improve retrieval rate.

• The complexity of parameter tuning: the proposed method MIL-dEM seems

to fall into infeasible for parameter tuning due to the number of parameters. This

issue can be improved through the coefficient learning which is dynamic weighting

based on the data distribution for each iteration.

• Extensive knowledge base: regarding the distant supervision, the quality of

model depends on the source of a knowledge base for projection. In this thesis,

the current problem is based on a binary relation classification. However, in

the real world, the pattern between two entities might represent more than two

semantic labels. It is highly recommended to integrate new sources of data in

order to improve discriminative patterns.
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