JAIST Repository

https://dspace.jaist.ac.jp/

Title A Survey On the Logical Nptions of
oonooooooal]

Author(s) oo, O

Citation

Issue Date 2018-03

Type Thesis or Dissertation

Text version aut hor

URL http:/7/7 hdl handle.net/ 101019/ 15191

Rights

e Supervisor: ggooo, gooooooog, googod

gooo

AIST

JAPAN
ADVANCED

INSTITUTE OF
SCIENCE AND TECHNOLOGY

Japan Advanced Institute of Science and Technology



A Survey On the Logical Notions of Negation

Satoru Niki s1610141
October 9, 2017



Contents
1 Introduction

2 Positive and Minimal Logic
2.1 Proof theory for Positive and Minimal Logic . . . . . . ... ...
2.2 Semantics for Positive and Minimal Logic . . . . ... ... ...

3 Proof Theory for Subminimal Logics
3.1 Subminimal and Minimal Axioms . . . . . . ... ... ... ...
3.2 The Axiom NeF . . . .. .. ... ... ... .
3.3 Superminimal Axioms . . . . ... ... Lo
3.4 Subminimal Axioms and Sequnt Calculus . . ... ... .. ...

4 Subminimal Correspondence Theory
4.1 Subminimal Semantics . . . . . . ... ..o
4.2 Subminimal Correspondence Theory for stpv Formulas . . . . . .

5 Multi-Absurdity Logic
51 MPC. and Multi-Absurdity . . . . ... ... ... ... ....
5.2 AnPC and Multi-Absurdity . . . . . . ... ... ... ... ...

6 Concluding Remarks

7 Acknowledgment

24
24
25

34
34
39

46

48



1 Introduction

When one wishes to consider the notion of negation in logic, a good strategy
would be to start from a logic with a relatively weaker negation. Thus arises as
a candidate the system of intuitionistic logic, a logic which identifies truth with
provability and first formalised by Heyting(1930) [6]. Intuitionistic logic has a
weaker negation than the more common classical logic, in that it invalidates
the inference of double negation elimination ——A — A. But one can in fact go
weaker, and if he does so soon he aquaints himself with another system called
minimal logic.

Minimal logic is first formulated by Johansson(1937) [7]. It is born out of
his dissatisfaction with Heyting’s acceptance of the law of ez falso quodlibet in
his formulation of intuitionistic logic [8]. Informally, this law states that every
proposition is inferable from a contradiction. Formally, we can express this as
(An-A) = B.

The validity of ex falso has been questioned by various people, and many
alternative logics have been proposed to overcome this. Minimal logic is one
such logic. It is obtained simply by dropping ez falso from intuitionistic logic.
This gives minimal logic a flavour very similar to intuitionistic logic, but there
are a few significant differences. The most notable amongst them is the loss of
disjunctive syllogism: [(AA B) A—=A] — B. On the other hand, a fragment of ez
falso still remain in minimal logic; the negation of any proposition is inferable
from a contradiction, viz. (AA—-A) — —B.

This last feature is controversial still, as it makes negations trivial once a
contradiction is obtained. Odintsov(2008) [9] attempted to avoid this negative
ex falso, by restricting one of the formulas used to derive it, (A — B) A (A —
—-B) — —A. In order to achieve this, He weakenend the negation by splitting
up the contradiction L into contradiction operators C(A) for each formula A.
The negation —A is then defined as A — C(A).

In minimal logic, there are two ways to define negation. One is to take —
as primitive. The other is to take | as primitive, and define A asin A — 1.
In the former case, it turns out that the formula (A — B) A (A — =B) — —A
above defines the negation of minimal logic, whereas in the latter case, no ax-
iom for L exists. It thus becomes apparent, that by weakening this axiom we
can also obtain logics weaker than minimal logic. This is exactly the direction
taken in A. Colacito(2016) [2] and A. Colacito et al.(2017) [3]. There, such
subsystems are named subminimal logics, and the weaker negations subminimal
negations. They took as the basic system IPC" + N, where IPC™ is the pos-
itive fragment of intuitionistic logic and N is the subminimal negation axiom
(A ¢ B) = (mA < =B). On this basis proof systems and semantics for some
subminimal systems are given, as well as metalogical results like completeness
and cut-elimination.

Subminimal logic is a relatively unstudied area of mathematical logic. It
however has a huge potential in facilitating our understanding of negation. By
not altering the behaviour of other connectives, it allows us to investigate nega-
tion in isolation. This enables us to see more finely the relationship among vari-
ous inferences concerning negation. It is therefore of interest to mathematicians
and philosophers alike. In addition, it is also conceivable that the logics shed
light on the nature of negative expressions in natural language. Furthermore, it
can contribute to the enhancement of our understanding of logical paradoxes, as



negation plays a significant role in many paradoxes, including the liar paradox.
Paradoxes are one of the sources for the popular appreciation of logic, so this is
potentially an important application.

In this paper, we shall begin with providing some preliminary information
about propositional minimal logic and its fragment, positive logic. Then we
move on to investigate properties of subminimal logics. Our investigation is
threefold. In the first part, the relationship among subminimal axioms are
studied, using proof-theoretic approach. In the second part, the correspondence
between subminimal axioms and kripke frames is studied. In the third part,
the relationship between subminimal logic and Odintsov’s logics with multiple
contradictions is studied. Finally, we conclude with remarks on possible future
directions.



2 Positive and Minimal Logic

In this section, we shall provide some basic information about the syntax and
semantics of a formalisation of propositional minimal logic, MPC_, (PC stands
for Propositional Calculus), formulated in [2] and [3]. Along with it, we shall
also introduce a simpler system called PPC, which is a formalisation of the
negation-less fragment of minimal logic(positive logic).

2.1 Proof theory for Positive and Minimal Logic

Let us start with specifying the language. We specify the symbols (vocabulary)
to use, and declare what concatenations of them (formulas) we shall deem well-
formed.

Definition 2.1.1 (vocabulary of PPC/MPC.,).
The vocabulary of PPC consists of the following symbols.

- Countable number of propositional variables pgy, p1,p2, - - ..
- Connectives \,V,—.
- Parentheses (, ).

MPC., in addition contains an additional connective —.

Definition 2.1.2 (formulas of PPC/MPC.).
We inductively define the formulas of PPC/MPC., as follows.

- Each propositional variable is a formula.
- If A, B are formulas, then (A A B), (AV B). (A — B) are formulas.
- If A is a formula, then =4 is a formula. [MPC_, only]

We shall use the abbreviation A <+ B for (A — B) A (B — A).

As for proof system, we shall employ Hilbert-type systems. A proof of a
formula A from a set of formulas(assumptions) I' is a finite sequence A4y,... A,
of formulas, where A, = A. Each A; is either an axiom, an assumption or
obtained from previous terms by a deduction rule. We denote I' - A if such a
sequence exists.

Definition 2.1.3 (Hilbert-type system for PPC/MPC.,).
The proof system for positive logic contains the following axioms and a deduc-
tion rule.

Axioms

A= (B—A);(A—-(B—C))—((A—B)— (A—0))

A— (AVB); B— (AVB);(A=>C)—=(B—=C)— (AVB—0));
ANB —- A; ANB — B; A— (B— (AAB)).

Rule
MP: fTTHAand T'H A — B, deduce I' + B.



The system for MPC., is identical, except that we have an additional axiom
called M: (A — B)A (A — —B) — —A.

Henceforth, we shall denote these systems as hPPC and hMPC_. When it
needs differentiating, we shall denote Fp, Fng_ etc.. The same convention ap-
plies to other consequence relations as well.

It is also worth mentioning a few things about classical/intuitionistic logic. They
have the same language as MPC_, (when — is primitive). In Hilbert-type proof
system, intuitionistic logic has an additional axiom (AA—-A4) — B, and classical
logic further has -—A — A.

2.2 Semantics for Positive and Minimal Logic

Let us now turn our attention to the semantics for these logics.

Definition 2.2.1 (Kripke frame for PPC).
Let W be an inhabited set, and < be a partially ordered set on W. We shall
call (W, <) a Kripke frame for PPC.

Definition 2.2.2 (Kripke model for PPC).

Let F = (W, <) be a kripke frame, and let V be a mapping(valuation) from the
propositional variables of PPC to the subsets of W, satisfying what is called
the persistency of valuation:

- for all w,w’ € W, if w € V(p) and w < w’ then w' € V(p).

We shall write w € V(p) also as w IFp p (or more explicitly, (F,V),w IFp p).
We now extend V to non-atomic formulas by setting:
(F,V),wlkp ANB < (F,V),w lFp A and (F,V),w IFp B.
(FV),wlFp AV B < (F,V),wlp Aor (F,V),wlFp B.
(F,V),wlkp A — B & for all w’ > w, if (F,V),w’ IFp A then (F,V),w’ IFp B.
We call the pair (F,V) a Kripke model for PPC.
Definition 2.2.3 (validity for PPC).
We write (F,V) Ep A if (F,V),wlFp A for all w € W.
We write F Ep A if (F,V) Ep A for all V.

We write I' Fp A if (F,V) is such that (F,V) Ep B for all B € T, then
(F,V) Ep A. In particular, if T = @) we write F A.

Definition 2.2.4 (Kripke frame for MPC.,).
A Kripke frame for MPC_ is a triple (W, <, F'), where (W, <) are as in PPC,
and F' is an upward closed subset of W.

Definition 2.2.5 (Kripke model for MPC.).
A Kripke model for MPC_ is a pair (F,V), where:

- F is a Kripke frame for MPC_.
-V is defined like PPC, but with the following valuation for negation:

(F,V),wlkpm. ~A & for all w' > w, if (F,V),w’ IFp. A then w’ € F.



The validity for MPC., is defined analogously to that of PPC. To understand
how this semantics works, let us see an example.

Example 2.2.1 (validity of M).
Fm_ (A— B)A(A— -B) —»-A

Proof.

Let (F,V) be a model and w € W. Suppose (F,V),w’ Ikp. (A — B) A
(A — —-B) for w' > w. Then if (F,V),w” Fm. A, (F,V),w” Fm_ B and
(F,V),w” kv —=B. So w” € F. Thus (F,V),w’" IFpm_ —A, and consequently
(F.V),wlkm. (A— B)A(A— -B) — —A. As (F,V) and w are arbitrary, we
conclude Fpp (A — B)A(A— —-B) —» A O

The following theorem provides the necessary connection between the semantics
and the proof theory.

Theorem 2.2.1 (Soundness and Completeness of PPC/MPC., [3]).
(l) Fl—pA<=>F':pA

Proof.

The left-to-right directions (soundness) are demonstrable by induction on the
depth of deduction of T' = A. The right-to-left directions (completeness) are
slight variations of the proof for AnPC presented in Chapter 5. We postpone
the details until then. The proof there is smoothly transferable to the present
cases once we tweak the canonical models: For (i) simply omit ® from the model,
and for (ii) use F':= {A]A € A and —A € A for some A} instead of ®. O

The semantics for intuitionistic logic is obtained from the one for MPC_, by
imposing F' = (). The one for classical logic is then obtained by restricting W
to singletons.

3 Proof Theory for Subminimal Logics

In this section, we consider some properties of subminimal axioms, and sub-
minimal logics employing (combinations of) such axioms. We take PPC as
the basic system when we consider the inter-deducibility of subminimal axioms.
For the sake of simplicity, whenever we add subminimal axioms to PPC, we
assume that the language is implicitly expanded by the negation symbol. For
example, Given an axiom containing negation symbol, Ax, the language of the
system PPC+Ax is the language of PPC plus —, and -A — —A is among the
derivable formulas of the system, while not in PPC.

The structure of this section is as follows. In 3.1, we introduce subminimal
axioms from the previous research [2] and [3], and then introduce consider some
combinations of subminimal axioms which are equivalent to the negation axiom
of MPC,, [(A — B)A(A — —-B)] — —A. In 3.2, We concentrate on the axiom
NeF (negative ez falso), and see how this axiom relates to other axioms. In 3.3.,
We turn our eyes on negation axioms for classical/intuitionistic logic (which we
shall call superminimal negation axioms), and see their connection with sub-
minimal axioms. In 3.4, we change our proof system to sequent calculus, and
give some separation results among others.



Because proofs in Hilbert-type systems are rather tedious, the proofs here-
after are given in sketches. They are given in tree-form, and the basic unit of
these sketch-proofs are consequences of the form I' H A. Whenever clarifica-
tion is needed in the deduction, we show the main axiom/rule used in square
brackets. We use double lines to indicate abbreviations of deduction.

3.1 Subminimal and Minimal Axioms

Definition 3.1.1 (known subminimal axioms [3]).
The following subminimal axioms are considered in [3].

An: (A——-A) - -A Co: (A— B) = (-B — —A)
NeF: (AAN-A) — -B N: (A<« B) — (mA < —-B)
DN: (A — ﬁﬁA)

Among these axioms, the following relations are known to hold.

Proposition 3.1.1 (Known relations among subminimal axioms [2], [3]).
(i) Co=NeF, Co=N, Co= ———A4 — -4
(ii) N+Ane M

Proof.
(i)

"Co=NeF’

AN-AFp (B— A)N-A
[Co
AN-Alp —-B
Fp (A AN —|A) — B
"Co=N’

A< BtFp A— B [Co] A< BFpB— A
A+ BFp -B — —A A« BFp -A— —-B
A+ BbFp -A+ —B
Fp (A< B) —» (A« —B)

'Co=s ~——A — A’

[Co]

A -AFp oA [NeF, deducible from Co by above]

AFp -A— A
Afp —A— —A
———A I—P A— A

———AkFp A — A

Fp A — —A

(ii) We show the right implication.

[Co]

[Co]

A,(A-B)AN(A—-B)Fp A+ B

N

A, (A— B)AN(A— -B)Fp =B — -A N
A, (A= B)AN(A— —-B)Fp -A
(A B)AN(A—-B)Fp A—-A

[An]

(A= B)A(A— —-B)Fp A
Fp(A— B)A(A— —-B) —» -A




O

Let us observing some other axioms and combinations, which are equivalent to
M. But before that, let us see that the axiom DN can be strengthened while
remaining subminimal.

Definition 3.1.2 (axioms wM, IDN).
wM: (—\A — B) A (ﬂA — —\B) — ——A
IDN: (mA — A) —» -4

Proposition 3.1.2 (wM and IDN are subminimal).
(i) M = wM, M = IDN.

(ii) IDN= DN

Proof.

(i) wM is an instance of M, and IDN is obtained from wM by taking B := A.
(ii) If A, then =A — A. So by IDN, =—A. hence A — -—A. 0

Proposition 3.1.3 (axioms equivalent to M).
(i) (A— -B) » (B ——-A) & M.
(ii)) (A= B)A (B — —-B) » =A< M.
(iii) NeF + An < M.
(iv) DN + Co < M.
Proof. We shall give proof sketches.
(i) <"
Btrm. B
A— -BbFyny_o A— B Btm_ A— B
A—-B,Btm_. (A— -B)A(A— B)
A— —\B7 B FMﬁ —-A
Fv. (A — -B) = (B — -A)

'=": Note that (A — -B) — (B — —A) = NeF. Thus:

[M]

A—B,A—-BFp A— (BAN-B) [NeF]
A— B/A—-Btp A— (A — B) Fp (A— —-(4A— B)) = ((A— B) = —A)
A—B,A—-Btp(A——-(A—= B)A(A— B) Fp[(A—= (A= B)A(A— B)] > -A
A— B,A— -BFp-A
Fp (A= B)A(A— —-B)— -4

[MP]

[
=
~—

)

b

: Immediate since from A — B and B — =B we obtain A — —B.
: It suffices to show (A — B) — (B — —-B) - -A = Co + An.

‘c'v
o

(A= B)A-BFp (A— B)A—-B
(A= B)A-Btp (A— B)A (B — —B) Fp (A— B)A(B—-B) —-A
(A—>B)/\—|B|—p—u4
Fp (A— B)A—-B — —A

[MP]




Take B := A
(A A A(AD A) 5 o ke }

Fp (A— —A) > -A

(iii) It suffices to show the right direction.
7:>7:

AoB)AAs B rpAs BAB)  To(BAB) oA N

(A B)A(A—-B)Fp A— -4 Fp(A——-A) = -A
(A= B)AN(A— —-B)Fp A
Fp (A— B)AN(A— -B) = -4

[An]
[MP]

(iv) It suffices to show the right direction.
'=": It suffices to show DN + Co = An

A—)ﬁA,A}—P (A%ﬁA)%ﬁA

[Co]

A—-AAbp = —A — —(A = —A) DN]
A—-Atp A— (A — —-A) ol
A Afp (A -A) = -A .
[DN]

A— -Abp A
Fp (A— ~A) = -A

3.2 The Axiom NeF

As we have mentioned in the introduction, NeF stands out among the sub-
minimal axioms introduced in [3] for its counter-intuitivity. We can partially
illuminate the nature of this axiom by observing some related axioms.

Definition 3.2.1 (axioms related to NeF).
We define the following axioms:

EC: (A« -A) —»-B

D: (AAN-A) - (B — —B)

Note that we can think of EC as an instance of the liar paradox, if we regard
the equivalence of A as giving the definition of its meaning. Then EC says that
if any A is defined by its negation —A (i.e. this sentence is false), we can deduce
any —B, which immediately implies contradiction, and in particular A A —A.

Proposition 3.2.1 (deducibility for EC and D).
(i) NeF = D,N=D,D+ An= M.
(ii) M = EC, EC = NeF.

10



Proof.

NeF = D
NeF
o (An-A) =B Nef]
Fp (AN—-A) = (B — —B)
N=D
AANBFp A< B Fp (A« B) —» (mA — —B) IN]
[MP]

AANBtFp -A— —-B
AN-Atp B— —-B
Fp (AA-A) = (B — —B)
D + An = M: It suffices to show D + An = NeF, for NeF + An = M.

AN-Atp B— -B %g]n]
AN—-Atp —B
Fp (A/\‘!A)-)‘\B

(i)

M= EC

A At oA N o o A

Ao —Aby. AN A
Ao Alm B Nef]
Fm_ (A« —A) —» -B
EC = NeF
[EC]
AN-Atp A -A  Fp (Ao —A) — B
pA+s p(Ae—A) — P

AN—-Atp -B
Fp (A/\ﬁA)*)—\B

O

This result shows that among negative inferences, NeF is situated below the
liar paradox EC. It also shows that D is derivable from N, which does not ex-
press a particularly negative meaning; it merely states that the unary operator
is extensional. D, however, appears as problematic an axiom as NeF; if we allow
ourselves a natural reading, the principle says that a single contradictory propo-
sition turns all true propositions into false ones. This suggests that the root of
counter-intuitivity of NeF does not specifically lie in the negative meaning we
assign to '=’. Further, we cannot eliminate all counterintuitive inferences in
minimal logic by merely removing NeF.

It has been pointed out by authors like Dosen [5], that it is possible to think
- as a modal operator. If we couple this reading with the above, we informally
observe the following.

11



Observation

Let P be a property for propositions that is faithfully expressible by means of an
extensional modal operator 0. Then If there exists a true proposition satisfying
the property P, (i.e.. ANOA), then all true proposition have that property, (i.e.
B — OB).

It would be a matter of debate how logically acceptable this principle is. How-
ever it is prima facie unclear, at least, why this must hold for any such P.

3.3 Superminimal Axioms

Let us now move attention to negation axioms that are classically /intuitionistically
valid, but not derivable in minimal logic. Let us call them superminimal axioms,
and investigate their relationship with minimal and subminimal axioms.

Definition 3.3.1 (superminimal axioms).
We introduce the following axiom.

DNE: --A— A LEM: AV -A

CM: (nA—A4)— A EFQ: (AN—-A) —» B

As already mentioned, M+EFQ defines the negation of intuitionistic logic, and
M+EFQ+DNE (or M+EFQ+LEM) defines the negation for classical logic.

It is known that DNE = LEM, EFQ; LEM+EFQ = DNE; and LEM< CM;
all over minimal logic [4]. But it is not guaranteed these relations still hold
without minimal negation (i.e. axiom M). In what follows, we shall investigate
deducibility over PPC, so without assuming M.

Lemma 3.3.1 (deducibility for CM+EFQ).
(i) CM+EFQ=DNE
(i) CM+EFQ=LEM

Proof.
(i)

—\A, ——AFp "AN—-—-A Fp (—\A A —\_‘A) — A [EFQ}
[MP]
—A,——AfFp A M)
——AbFp A= A Fp (mA—A)— A P
——AFp A
l—p -—A = A
(i)
ey [DNE (by (i))]
~(AV-A)Fp =(AV-4) ——Abp AV-A EFQ]
——A, -(AV-A)bp (AV—A)A=(AV —-A) Fp [(AV-A)A—=(AV-A)] = —-A MP)

——A,-(AV -A) Fp A
~(AV -A)Fp A — ~A - (a)

12



vy ey preny L s ey gy purgy E\s]]

“(AV-A)Fp A
“(AV-A)Fp AV -A
Fp ~(AV—A) > AV A - (b)

fpo(Avod) AV oA Y [~(AV =A) = (AV =A)] = (AV -A) {1(\3/11\;’[]]

Fp Av-A

O

Lemma 3.3.2 (deducibility of subminimal axioms from LEM, CM+EFQ).
(i) LEM=An
(ii) CM+EFQ=M

Proof.
(i)

Atp A A—-AFp A—-A -AbFp —-A
A A — -Abp -A A, A— —AFp A
Al—p(A—>ﬁA)—>ﬁA ﬁAFP(A%ﬁA)—)ﬁA
AV-Atp (A—-A)— —A
—  _[LEM]
Fp AV-A— [(A— —A) = —A] Fp AV -A AP
Fp (A— —A) - -A

[MP]

(i) This follows from (i), CM+EFQ = LEM, EFQ = NeF and An+NeF = M.
O

Using these lemmas, we obtain the following theorem about the relationship
among super/subminimal axioms.

Theorem 3.3.1 (hierarchy of super/subminimal axioms).

(i) EFQ+An defines the intuitionistic negation.

(ii) CM+EFQ defines the classical negation.

(iii) C: (mA — B) A (mA — —B) — A also defines the classical negation

Proof.

(i) We have seen that NeF+Ans M. NeF is clearly and instance of EFQ.
(ii) This follows from (i) and the above lemma.

(iii) =’ We show C&CM+EFQ.

‘o
S

€]

Fp (FA = AAN(-A——-A)— A
Fp (mA— A)—> A

BA-BFp (WA — B)A (A — —-B)
BA-BlFp A
Fp (BA-B) — A

€]

13



(-A— B)A(=A— =B)Fp -A— (BA-B)
("A%B)/\(—\A*)—!B)FpﬁA*)A
(-A— B)A(mA—-B)Fp A
Fp (A —> B)A(mA— -B)— A

[EFQ)]
o]

O

This result hints that CM, EFQ(NeF) and An play a substantial role in
defining negation. We see that NeF is a weaker version of EFQ, and paired
with An, which seems to constitute a couple with CM (though the conclusion
is weaker), to define the minimal negation. Thus it appears that the pairs of
axioms allow us to naturally descend to weaker negations. But it is not clear
if we can consider the minimal negation the bottom of this descent. After all,
EFQ can be weakened still by adding more negations to the conclusion. It is
a natural question then, to ask if we can climb down this ladder of classical-
intuitionistic-minimal negation any further. The below result shows that this is
possible: we can generalise CM, EFQ and An so that we can indefinitely obtain
weaker negations.

Definition 3.3.2 (generalisation of CM, EFQ and An).
Let (CM;)ien, (EFQ,)ien, (An;);en be as follows.

CM,L (—\(2i+1)A — —,(Qi)A) — _|(2i)A
EFQ;: (AN—-A) —» =B
Ang: (22D A — 226D 4) — S(2i41) 4

For instance, CMy =CM, EFQ,=EFQ, EFQ,;=NeF and Any=An.

Lemma 3.3.3 (generalised double negation elimination).
(i) CM; 4+ EFQ,; = (2112 4 — —(2) 4

(i) An; + EFQy;,; = -V A — ~(2i42) 4

(i) An; + EFQy;,q = ~H394 — G+ 4

Proof.
(i)

EFQ,;
Fp =20 A A =(2i42) 4 5 (20) 4 [EFQy;]
—(2i42) 4 Fp —@i+1) 4 o (20 4 Fp (ﬁ(2¢+1)A N _\(2i)A) (20 4
—(2i+2) 4 Fp —(24) 4
Fp _|(2i+2)A N _|(2¢)A

[CM]
[MP]

(i)

EFQ,,
Fp (DA A -G+ 4) -5 (2142 4 [EFQy;44]
—(2) A Fp -2+ 4 5 (2i42) 4 Fp (_|(2¢+1)A N _‘(2i+2)A) Ly (2642) 4
—\(2i)A Fp _|(2i+2)A
Fp —\(2i)A N _|(2i+2)A

[An,]
P

14



(iii)

“@iH8) 4 @D A fp G2 4 5 (2iF3) 4 [(i1)]
; ; . [EFQQZ‘H]
_|(21+3)A’ _|(21)A l_P _|(21+1)A
—(2i+3) 4 Fp 20 4 _y S(2i+1) 4
Ani]

—(2i43) 4 Fp —(2i+1) 4
Fp —(2i43) 4y —(2i1) 4

Proposition 3.3.1 (deducibility of CM;, An; via EFQ;).
(i) CM; + EFQ,; = An;
(i) An; + EFQg;q = CM;44

Proof.
(i)

i), 1
Fp i) 4, (i) 4 [(), lemmal L@ Ay 4@ A p (204 1y 4241 4

(20 4y S(2it1) g p o(2042) 4 _y (2i41) 4

ﬁ(Zi)A — ﬁ(2i+1)A }_P ﬁ(2i+1)14 [CMl]
Fp (ﬁ(2i)A — _|(2i+1)A) — _|(2i+1)A
(i)
4 , 4 , , : [(ii), lemma)]
—(2i43) 4y (2i42) 4 Fp —(2i43) _y (2i42) 4 Fp —(2i4+2) 4 _y (2i4+4) 4
(@i43) 4y S(2i42) A |p —(2i43) 4y —(2i4) 4 Ang
n;

S@i3) 4y Q42 g Fp 22t 4 . (q)

[(iii), lemma]

—(2i43) 4 —y —(242) 4 Fp —(2i+4) 4 (a) Fp —(2i+4) g4 y (2042) 4

(2i43) 4y (2142) g |p (2142) 4
Fp (_|(2¢+3)A N _|(2i+2)A) _y (2i+2) 4

O

Hence CM; + EFQ,; and An; + EFQ,, ,; defines weaker versions of classical
and minimal negation, with An; + EFQ,, in between defining weaker intuition-
istic negations. If we write them as C;, I; and M,;, then the negations are
weakening in the order:

Co=Iy=My=Ci=1I,=M;=0C,...

15



3.4 Subminimal Axioms and Sequnt Calculus

In what follows, we shall investigate some axioms with the tool of sequent calcu-
lus. Sequent calculus is a proof system wherein a logical consequence (a sequent)
is taken to be the basic unit of deduction. This is different from Hilbert-type
system, which takes a formula as the basic unit of deduction. We begin with
an observation on the provable sequents in classical logic. (with L taken as
primitive: CPC).

Definition 3.4.1 (sCPC_, sequent calculus for CPC, (Glcp in [11])). A
proof in sCPC is a labeled finite tree with a single node, such that the top
nodes are instances of axioms, and other nodes are suitable instances of one of
the rules.

Axioms:

Ax A=A Ll 1=

Structural rules:

I'=A I'=A
WT1=2a RWT—AA
LA A= A = A AA
e a=A RC—F24A
Rules for connectives:
A = A , = AA I'= B,A
INT g nd, oA GEeiol) RA T= AABA
A=A I''B=A = A;,,A )
T AVB = A RV =4 vaa G0t
'=AA I''B=A I'NA= B,A
L= A B=A R T aA5BA

(T", A finite multisets of formulas)

We now divide the formulas into two classes, the class of positive formulas and
negative formulas.

Definition 3.4.2 (positive/negative formulas). We define the class of posi-
tive/negative formulas F* and F~ as follows

Ft u=p|/PL A\ PPV AJAV P|[A— P|N — A
F~ = 1|NANAJAAN|NLV N3|P - N
(PeFt,NeF)

Note that FtNF~ =0, FtUF~ = FORM(CPC,).

The proposition below shows that there exists a constraint for deducing
negative formulas. This means that we cannot allow a negation axiom that
defies this constraint.

16



Proposition 3.4.1 (derivability of negative formulas in sCPC ).
IfFc T'= A, and all the formulas in A are negative, then there exists a negative
formula in T.

Proof.
We prove by induction on the depth of deduction.

Basis:
Ax Suppose the deduction ends with an instance of Ax:

A=A

Then if A is negative in the consequent, so it is in the antecedent.
L The statement vacuously holds.
Inductive step:

LW Suppose the deduction ends with an instance of LW:

I'=A
A=A

If all formulas in A are negative, then by I.LH. T' contains a negative formula.
So {A} UT contains a negative formula.

Lw

RW Suppose the deduction ends with an instance of RW:

I'= A
I'= A A

Then if all formulas in AU {A} are negative, all formulas in A are negative. So
by L.H., I" contains a negative formula.

RW

LC Suppose the deduction ends with an instance of LC:
INAJA= A
A=A

Then if all formulas in A are negative, by IL.H. I' U {A, A} contains a negative
formula. So I' U {A} contains a negative formula.

LC

RC Suppose the deduction ends with an instance of RC:
I's A A A
= AA

Then if all formulas in A U {A} are negative, A U {A, A} contains a negative
formula. So by I.H., I" contains a negative formula.

LA Suppose the deduction ends with an instance of LA:

F,A1:>A

N T ad, oA et

17



Then if all formulas in A are negative, by I.LH., either A; is negative, or I" con-
tains a negative formula. If the former, Ag A A; is also negative.

RA Suppose the deduction ends with an instance of RA:

' AA I'= B,A
I'=>AANB,A

Then if all formulas in A U {A A B} are negative, A A B is negative; so either
A is negative or B is negative. Either way, by I.H. I" contains a negative formula.

LV Suppose the deduction ends with an instance of LV:
ATl= A I'B=A
INMAvB=A

Then if all formulas in A are negative, by I.LH. either I contains a negative
formula, or A, B are both negative. If the latter, AV B is also negative.

RV Suppose the deduction ends with an instance of RV:
I'= Ai, A .
T= Aoy A, A (S0

Then if all formulas in AU{AyV A1} are negative, Ay V A; is negative. So both
Ap and A; are negative. Hence by I.H., I" contains a negative formula.

RV

L— Suppose the deduction ends with an instance of L—-:

'=A4A I'B=A
INNA—-B=A

Then if all formulas in A are negative, by I.H. either B is negative, or I" contains
a negative formula. If the former, then if A is positive, A — B is negative. On
the other hand, if A is negative, A U {A} are all negative. So I' contains a
negative formula by I.H..

R— Suppose the deduction ends with an instance of R—:

R I'NA= B,A
T T=A4-BA
Then if all formulas in A U {A — B} are negative, A is positive and B is
negative. So by I.H., I' contains a negative formula. O

To see that this proposition holds for MPC_,, we must check that the prop-
erty holds for the rules N and An, devised in [2]. Also note that the result holds
for the Cut rule

'=A ", A= B

Cut T = B

even in subminimal systems where it is not admissible; if it does not, we can
derive a sequent (in CPC ) whose consequents only contain negative formulas,
while the antecedent containing only positive formulas, contradicting the last
proposition.

18



Definition 3.4.3 (sPPC, a sequent calculus for PPC).
Axioms:

Ax: A=A

Structural rules:

r=«=C rNAA=C

Wit a=¢ LC—r =@

Rules for connectives:

N4, =C . I'=A =B
T aa, oo Gl RAT—E7g
A==C I'B=C I'= A; )
: T AVB=C RV: 7=y, i1
L .]_“:>A IB=C _ I'A=15B
e I''A—-B=C R—: '=A—-1B

(T" a finite multiset of formulas)

In [2], there is an additional axiom RT: = T. T is only required in proving
the base case for the interpolation theorem, in place of L — 1. For our purpose
the presence of this axiom is negligible, so it is dropped. Also, the formulation
of LA is slightly different, but each formulation is easily shown to be admissible
under the presence of the other.

It is easily shown by induction on the depth of deduction, that:

Fsp I'= A if and only if ' Fp,p A

and so the two systems are equivalent.

The Sequent calculus sMPC_ for MPC_ is sPPC plus rules N and An below.
Definition 3.4.4 (N, An).

N, An refer to the following rules.
NA=1-B LB=A A= -A
I,-A=-B T

The equivalence of these rules to the corresponding axioms (over the systems
for PPC) has been shown in [2]. In general, establishing the correspondence
between a Hilbert-type axiom Ax and a sequent calcural rule Ru is straight-
forward: From Ax to Ru, we show - = Ax is deriveble with the presence of
Ru; from Ru to Ax, we show that given the premises of Ru, the conclusion of
Ru is derivable with the presence of Ax. (Strictly speaking, we need to prove
I' Fripert A if and only if Fgeq.caie. I' = A by induction, and the above consti-
tutes a part of this).

Now as claimed earlier, we shall show the above result about negative for-
mulas hold for sMPC_, as well.

Definition 3.4.5 (positive/negative formulas for MPC._).
We define the class of positive/negative formulas F* and F~ in MPC. as:
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Ft = p|-N|P, A P,|PV AJAV P|A — P|N — A
F~ :=-P|N AA|AAN|N;V Ny|P — N
(PeFt,NeF)

Proposition 3.4.2 (derivability of negative formulas in sMPC.,).
If -T'= A, and A is negative, then there exists a negative formula in I'.

Proof.
It suffices to check the cases for N and An.

N Suppose the deduction ends with an instance of N:

A= 1B ''B=A
I''-A= -B
Then if =B is negative, B is positive, so by I.H. either I contains a negative
formula, or A is negative. If the latter, by I.LH. I has to contain a negative
formula, as B is positive.

An Suppose the deduction ends with an instance of An:

T, A= -A
'=-4
Then if —A is negative, A is positive, so by I.LH. I" has to contain a negative
formula.

An

O

As explained earlier, any subminimal axiom has to observe this condition.
Note however that this condition is not sufficient, as —p = —q is not valid.

We can also obtain some separation results for subminimal axioms, by slightly
adjusting the notion of positive/negative formulas.

Definition 3.4.6 (formally positive/negative formulas).
We define the class of formally positive/negative formulas F'™ and F~ in MPC_
as follows

Ftu=p|/PL A PPV AJAV P|[A— P|N — A
F~ = —-AINAAJAAN|N,V No|P — N
(Pe F* N eF)

Definition 3.4.7 (An™).

We define the following axiom:
- INA=-A4
Al T B S A

Let us call An™ + N + sPPC as sAn~ PC. In the corresponding Hilbert-type
system, An~ can be expressed as (A — —A) — (=B — —A). As usual, it is
straightforward to show the equivalence between the two versions.
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Proposition 3.4.3 (formal negativity and An~PC).
If An"PCFT = A, where A is formally negative, then I" contains a formally
negative formula.

Proof. We prove by induction on the depth of deduction. Most of the cases
proceed as in the previous proposition. N is treated slightly differently, and
An~ needs to be checked upon.

N Suppose the deduction ends with an instance of N:

I'A= 1B I''B=A
F,—\Ai—\B

Then —B is formally negative, but so is —A.

An~ Suppose the deduction ends with an instance of An™:

- TINA=-A4
AnT T
Then —A is formally negative, but so is = B. O

Corollary 3.4.1 (relationship between An and An™).
(i) An+ PPC derives An™.
(ii) An~PC does not derive An.

Proof.
INA=-A

i) T=-4 [Ain]
I-B=-A [LW]

(ii) If An~PC derives An, then An~PC is equivalent to MPC_. But then
An~PCtF = —(pA-p), where the consequent is formally negative but with-
out formally negative antecedent. This contradicts the previous proposition. [

Let us now observe how An~ relates to other subminimal axioms.
We start with axioms Co and NeF. In sequent calculus, they are each realised
as follows [2].

I'A=15B r=4
Cor B A Nl T 4= -5

Proposition 3.4.4 (An~ and Co).

(i) An~PC derives Co.

(ii) An~ + NeF + PPC derives Co.

Proof.

(i)

I'A=B A=A
I''AA=1B [LW] I'NA,B= A {N] ]
I'A,—-B = -A An—
[,-B,~B = -A {Lé] ]
I'-B=-A
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ILB=A

I,B,-A= -B [ifFl
T,-A, A= B {L& )
T, -A= -B

O
Hence we see that An"PC = An~ + NeF + PPC, as Co derives NeF and N.

Next we consider the axiom DN. It is easy to see that the axiom DN is realised
in sequent calculus as:

I'= A
DN I'=-—--4

Proposition 3.4.5 (An~ and DN).
An~PC does not derive DN.

Proof.
If An~PC derives DN, then:

=>p— A= -A
— ZP7P _ pN] [An]
= =(p = p) I, o=(p—p) = -4 (Cut]
'=-4
And so An becomes admissible in An~PC, a contradiction. O

Thus in particular, we see that Co does not derive DN, as we saw An~"PC
derives Co.

We now move on to another topic. In [9], an operator C(¢) satisfying the axiom
C(¢) — ¢ over positive logic is considered. There it is shown that if negation
is defined as —¢ := ¢ — C(¢), then

C(p) <> pA—p

is provable, and
(»—q) = ((p = ~q) = —p)

is provable if and only if
Clpng) < Clp)Ng, CpAg) < pACla)
are provable.
Using the first equivalence, we can translate the last two formulas into:

(A A=(pAg) < (PA-DP)AG), (A A=(PAG) < (pA(gA—g))

These are then (over positive logic) equivalent to:

(pAg) = (mp =(pAq), ((PAg) = (mg < ~(pAq))
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When expressed as sequent-calculal rules, these axioms become:

) = AAB . = AAB
(RCN) F,ﬁA:>ﬁ(A/\B) ’ F,ﬁB:>ﬁ(A/\B>
(LCN): I'=AAB . I'=AAB

I''~(AAB)=-A " TI,-(AAB)=-B
Let us call these rules collectively as CN. The question to ask now is where these

rules lie compared with other subminimal axioms.

Proposition 3.4.6 (deducibility of CN).
(i) CN 4+ PPC derives D
(ii) NeF + PPC derives CN

Proof.
(i) Note that the axiom D is equivalent to (AA B) — (mA — —B). So as a rule,
we can express D as:

[D]F:>A I'= B

I''-A= -B

Then:

I'= A I'=18B I'= A I'=28B

I'=AAB [gé‘]N} I'=AAB [fé’]N]
I'-A=-(AAB) I''~(AAB)= -B
[Cut,LC
I''-A= -B
(ii)
I'=AAB

(RCN) T 4 (LON) — L= AAB (N

[NeF) T,~(AAB) = —A

I'-A=-(AAB)
and analogous for the other cases.

O

Thus it is revealed that CN lies between NeF and D. As D4+An < M, we
expect that C(¢) version of D,

C(p) = (¢ = C(q))
also proves equivalent to
(p—q) = ((p = —q) = —p)

Proposition 3.4.7 (D and Odintsov’s system).
C(p) = (¢ — C(q)) holds if and only if (p — ¢) = ((p — —¢) — —p) holds.

Proof.
7:> )
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p—=q,p—qtp p— [pA(gA—q)]
p—q,p——qFpp—[pAC(q)]
p—¢p—-qFpp— C(p)
Fp(p—=> @) AN (p——g) = —p

lq N =g < C(q)]
[C(q) — (p— C(p))]
[-p:=p— C(p)]

Clp),qFppA-p
C(p),qtp (¢ = p) A(qg— —p)
Cp),qFp ~q
Fp C(p) = (¢ = —q)

(g = p) A (g — —p) = —q)]

4 Subminimal Correspondence Theory

In this section, we shall turn our attention to the semantic side of subminimal
logics. In terms of semantics, [2] and [3] take the basic subminimal system
to be N+PPC (hereafter called NPC). A key element in the semantics of
NPC and its extensions is a mapping between the set of upward closed sets of
worlds, N. Given the set of worlds in which a proposition is true, N returns the
set of worlds in which the megation of that proposition is true. Moreover, by
giving adequate restrictions on N, we can validate corresponding subminimal
axioms. This means we can ask the question of what characterisations for
Kripke frames correspond to the validity of subminimal axioms. We shall call
this enquiry subminimal correspondence theory, after similar frameworks for
modal&intermediate logics.

In what follows, we first describe the semantics for NPC. After that, we
investigate subminimal corresponding theory, restricting our attention to axioms
containing a single type of propositional variables. We abbreviate this and call
them as stpv formulas. So for instance, p — (=p A p) is a stpv formulas because
it contains only one type (albeit three tokens) of propositional variable, p. On
the other hand, p V —q is not a stpv formula, because it contains two types
(albeit one token each) of propositional variables, p and g.

4.1 Subminimal Semantics

We start with describing the Kripke semantics for NPC.

Definition 4.1.1 (Kripke frame for NPC).

A Kripke frame for NPC is a triple (W, <, N), where(W, <) is as in PPC, and
N is a mapping from the set U(W) of all upward closed subsets of W to itself.
Additionally, N satisfies the restriction:

~weNU)eweNUNR(w)) for all w e W
(where R(w) := {w’ € W|w’ > w} is the upward closed subset generated by w.)

Kripke models for NPC is a slight modification from that of MPC. The valu-
ation for negation is now defined as:
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- (F,V),wlkny —A < w e N(V(A)).
(where V(A) := {w € W|(F,V),w lFn A})

The soundness and completeness of NPC is verified in [3]. It is appropriate
here to give an example of how this semantics works.

Example 4.1.1 (Validity of D).
Fn (AAN-A) —» (B — —B)

Proof.

Let (F,V) and w € W be given. Suppose (F, V), w’ lFny AA—A for w' > w. We
wish to show (F,V),w’ Ik B — =B, so assume (F, V), w” |-y B for w” > w'.
Note that w” € V(=A) = N(V(A)) and V(B) NR(w") = V(A) NR(w").

We then observe:

and so (F,V),w"” Ik ~B. Therefore (F,V),w' IFy B — —Band so (F, V), w kN
(AAN-A) - (B — —B). Since (F,V) and w are arbitrary, we conclude
Fn (AA-A) — (B — —B). O

4.2 Subminimal Correspondence Theory for stpv Formu-
las

Now we are going to investigate the correspondence between axioms and re-
strictions on frames. As discussed earlier, given such a restriction for a formula,
a frame validates the formula if and only if the frame satisfies the condition
specified by the formula. We shall restrict ourselves to formulas containing a
single type of variable, p.

Before moving on to our analysis, we mention known correspondences veri-
fied in [2].

Proposition 4.2.1 (known correspondences [2]).
The following conditions correspond to the axioms NeF and Co!.

(i) FEn (pA=p) = =g = YU, U € R(W)[UNN(U) C N(U")]
(i) F En (p — q) = (g — —p) & YU,U' € R(W)[U CU’ = N(U') C N(U)]

Proof.

(i) 7:>7

Let U, U’ € R(W) and suppose w € UN N(U). Choose V s.t. V(p) = U and
V(q) =U’. Then V(-p) = N(U), and (F,V),w IFN p A =p. So by assumption,
(F,V),w N —q. Hence w € N(U’)

7<:7
Let V be a valuation and w € W. Suppose (F, V), w’ kN pA—p for w’ > w. Then

1Here given in terms of propositional variables.
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w' € V(p)AN(V(p)). Hence by assumption w’ € N(V(q)), i.e. (F,V),w FN —q.
So (F,V),w Fx (p A =p) — —q. Since V, w are arbitrary, we conclude
FEN (pA—p) — —q.

(i) =’

Let U, U’ € R(W) and suppose U C U’. Choose V s.t. V(p) = U and V(q) = U’.
Then if w € N(U’), we see (F,V),w kN p — q and (F,V),w IFN —q. So by
assumption, (F,V),w kN —p. Thus w € N (U).

7@7

Let V be a valuation and w € W. Suppose (F,V),w’ IFn p — ¢ for v’ > w.
Then V(p) N R(w') € V(q). So by assumption N(V(q)) € N(V(p) N R(w'))
Now if (F,V),w"” IFn —g for w” > w', w” € N(V(q)) € N(V(p) " R(w')). By
restriction on N,

w” € NV(p) NR(w')) & w” € N([V(p) N R(w")] N R(w"))
s w" e NV(p)n[Rw') NRw")])
s w” e NV(p) NR(w'"))
s w” € N(V(p))

hence (F,V),w” Ikny —p. So (F,V),w’ IFn ~¢ = —p and (F,V),w kN (p —
q) = (=g — —p). Since V, w are arbitrary, we conclude F Fn (p — q¢) — (—g —
-p). O

We shall try now to define frame conditions for stpv formulas inductively.
To achieve this, we shall begin with defining some classes for the formulas.

Definition 4.2.1 (B,£,Z,L).
We define the following four classes of formulas.

B::=p|B1 ANB3]BANE|EANB|BAI|IANB|BAL|LAB|B;V By

& = =B|~E|~I|-L|Ey A EyJEANI|IANE|L ALIEANL|ILAE
|I AL|LAI|Ly A Ly| BV E|EV B|E, V Eo|BVI|IV B|E, V E,
|IVE|LVI|BVLILVB|EVLILVE[IVL|LVI|L V Ly

T := By = Bs|B— E|E — B|E; — F»

L:=B—II— B|E—I|I—E|l, »1B—LIL—B|E—L
|L — E|I — LIL — I|Ly — Lo

(BeB,Ee& I, Lel)

Each stpv formula belongs to one of the classes. We shall establish the
correspondence for the last three classes of formula, £,Z,L£. (The validity of
formulas in the class B essentially depends on the valuation, so no meaningful
correspondences can be established.)

In the remainder of this section, we aim to is to prove the following theorem
giving the general correspondence for stpv formulas.

Theorem 4.2.1 (correspondence for stpv formulas).
Let F = (W, <,N) be a frame.
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Let A be a formula with a single type of propositional variable, p.

(i) If A€ BUE, then for each U € U(W), there exists X4 € U(W), such that:
- (a) If V is a valuation s.t. V(p) = U, then (F,V),w lkny A & w € Y.

- (b) Further, if A € £, F En A & VU[EY = W].

(i) f A= Ay — Ay € T (where A; € BUE), then:

- (a) If Vis a valuation s.t. V(p) = U, then (F,V),w IFny A & R(w)NXY, C XY
-(b) FEn A& VUISY, X4

(iii) If A € L, then there exists a proposition A;U’w) such that:
- (a) If V is a valuation s.t. V(p) = U, then (F,V),w lFrny A & Vu' > w[)\fL‘U’w )].
- (b) FEn A < VUVw[AY™)].

The proof of this theorem is done by induction on the complexity of A. We
shall split it into several lemmas.

Firstly, we shall consider the case for the class 5. Note that throughout
the following lemmas, we are assuming the inductive hypothesis of the main
theorem.

Lemma 4.2.1 (B).
Let F = (W, <, N) be a frame and let B € 5.
Then there exists ¥4 € U(W) such that V(p) = U = V(B) = £4.

Proof. We consider by cases.

B=p
Let XY := U. Then V(B) = V(p) =U = %Y4.

B = B; A By

Let X3 np, = 2%, NXE..

(Recall that upward closed sets are closed under union and intersection.)
Then if V(p) = U,

V(B1 A Bg) =V(B1) N V(B2) = Zgl N 2%2 [I.H.].

B=B ANE,EAB

Let Z%AE,Z%AB, =% n Z%.

Then if V(p) = U,
V(B'ANE)=V(EAB)=V(B)NV(E)=%Y% NxY [LH].

B=B ANI,INDB' (where I = A} — Ay for Ay, Ay € BUE)

Let %, 7, X, := E% N{w|R(w) N XY, €Y }.

(Notice that {w|R(w) N XY C XY } is an upward closed set.)

Then if V(p) = U,

V(B'AT)=V(I AB)=V(B)nV(I) =34 n{w|Rw)nsY Y} [LH].

B=B AL, LAB’
Let 25 nps 2P ppr i= S5 N {w|vw' > wA Ny,
(Notice that {w|vw' > w(/\(LU’w ))} is an upward closed set.)
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Then if V(p) = U,
V(B'AL) = V(LA B)=V(B)NV(L) =Y N {wyw > wi)} [LH).

B=B;V B,

Let 2%1\/32 = Zgl U Z%Z.

Then if V(p) = U,

V(Bl \Y Bg) = V(Bl) U V(Bg) = 2%1 U Egz [IH]

Next, we consider the cases for £.

Lemma 4.2.2 (&).

Let F = (W, <, N) be a frame and let F € £.

Then there exists ©% € (W), such that:

- (a) If V is a valuation such that V(p) = U, then V(E) = 2Y.
- (b) FEN E & VU[SY = W].

Proof. We consider by cases.

EF =-B

Let XY, := N(ZY).
(a) If V(p) = U, then by LH, V(B) = 2Y. So V(-B) = N(V(B)) = N(Y).

(b) 7:>7
Let U e U(W) and w € W. Let V be s.t. V(p) =U.
Then (F,V),w IFn —B by assumption. Also by LH, V(B) = Y.
To show VU[N(2Y) = W], it suffices to show w € N(ZY).
(F,V),wltNn =B & we NV(B))
sweNZXY) [I.H]
7@7
Let V be a valuation and w € W. Then ng) = W by assumption.
Sow € Efg). As Ezg}) = N(Eg(p)), we see:
we NEYP) = NV(B)) [1.H)]
=V(-B)
Hence (F,V),w IFny —B. As V,w are arbitrary, F Fn —B.

EE—|E/

Let EHE/ = N(E%/)
(a) If V(p) = U, then by LH. V(E') = 2Y,. So V(-=E') = N(V(E")) = N(2%,).

(b) 7:>7
Let U e U(W) and w € W. Let V be s.t. V(p) =U.
Then (F,V),w IFn —E’ by assumption. Also by LH, V(E') = ¥Y,.
To show VU[N (2Y,) = W], it suffices to show w € N(XY,).
(F,V),wlkNn ~E' < w e NV(E")
sweNZXY) [[L.H]
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7¢7
Let V be a valuation and w € W. Then ZE(EP,) W by assumption.

Sow e £V As £V0) .= N(£VP) we see:
we NEW) = N(V(E))1.H)
= V(=E")

Hence (F,V),w Iy —E’. As V, w are arbitrary, F Fn —E'.

E = —I(where I = A; — Ay for A1, As € BUE)
Let ¥Y; := N{w/R(w)NXg S X4 }).

(a) If V(p) = U, then by LH, V(4;) = ¥4 forie {1,2}.
So V(=I) = N(V(I)) = N(V(A1 — Az)) = N({w|R(w) UV(A1) C V(A2)}) =
N({w|R(w)UsY C Y 1.

(b) 7:>7
Let U e U(W) and u € W. Let V be s.t. V(p) =U.
Then (F,V),u b =1 by assumption. Also by LH, V(4;) = XY for i € {1,2}.
To show N ({w|R(w)NXY C EY }) = W, it suffices to show u e N({w|R(w)n
=g 4, €% 2})
(.7:, V), ulbny I & u e V(ﬁ(Al — AQ))
S u e N(V(Al — Az))
sue N{wRw)nEY, €Y HI.H]
7@7
Let V be a valuation and v € W.
Then Zl)gp) W by assumption. So u € Ev(p)

As SV = N({w|R(w) n=h) C z"g“}) we see:
ue N{w[Rw)Nnsh® C £1P1) = N(V(A;, = Ay))
= N(V(I)) [I.H]
=V(=I)

Hence (F,V),ulFn —I. As V,u are arbitrary, F En —1.

E=-L
Let ¥V, := N({w|Vu' > w(A(LU’w ))})

(a) If V(p) = U, then by LH, V(L) = {w|Vw' > w(A""))}.
So V(=L) = N(V(L)) = N({w|ve' > w(A*)}).
(b) 7:>7
Let U e U(W) and u € W. Let V be s.t. V(p) =U.
Then (F, V), u lFn =L by assumption. Also by LH, V(L) = {w|vVw' > w()\(U’w ))}
To show VU [N ({w|Vw' > w()\(Uw ))}) W, it suffices to show u € N ({w|vw’ >
w AT,

(F,V),ulrbn ~L & ue NV(L))

s ue N{wvw > w\V)ILH)
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7¢7
Let V be a valuation and v € W.
Then E‘:(Lp) = W by assumption. So u € EE(LP).

As EE(LZ)) = N{w|Vw' > w(/\(Lv(p)M/))}), we see:

ue N({wvw > w\YPN) = N(V(L)[ILH]
=V(~L)

Hence (F,V),ulbn =L. As V,u are arbitrary, F Fn —L.

E = A; AN As(where A; e EUT U L).
Let X4 .4, =Y NIY . where:

L if C e BUE,
Y = {wRw)NsY, €Y} ifC=0 —Cyel,
{w|Vw' > w()\(CU’w,))} if CelL.

By inductive hypothesis, V(p) = U = V(4;) = 11} .
(a) Suppose V(p) = U. Then V(A; A Ay) = V(A1) NV(Az) =TI NIIY .

(b) =’

Let U e U(W) and w € W. Let V be s.t. V(p) =U.

Then (F,V),w lFn A1 A As by assumption.

So (F,V),w lFn A1 and (F, V), w - As.

< w e V(A4;) and w € V(A,).

s welly andwe Y . [LH]

& wellfy NI .

Hence ITY N4, = W. Since U, w are arbitrary, we conclude VU[IIY NIY =

7¢7

Let V be a valuation, and w € W.

Then Hz(lp) N Hxip) = W by assumption.

So V(A1) NV(A4y) =W by LH..

= w € V(41)NV(Ag)

< w e V(A A A)

= (f,V),w N Al A Ag

Since V, w are arbitrary, we conclude F En A; A As.

E = A; V As(where not both of A; and Ay are in B).
Let 2%1\/142 = H%l U H%2.

(a) Suppose V(p) = U. Then V(A; V Ay) = V(A1) UV(Ap) =114 UTIY .
(b) 7:>7
Let U e U(W) and w € W. Let V be s.t. V(p) =U.

Then (F,V),w lkn A1 V As by assumption.
So (F,V),w kN Ay or (F,V),wlFN As.
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& w e V(Ap) or w e V(Az).

S well§ orwelly,. [LH]

S welly Uy, .

Hence 11 UIIY = W. Since U, w are arbitrary, we conclude YU[IIY UIIY =

7<:7

Let V be a valuation, and w € W.

Then Hz(lp U Hzgp N by assumption.

= W E V(Al) U V(AQ)

S w e V(Al V Ag)

<~ (f,V),w IFn Ap V Ag

Since V,w are arbitrary, we conclude F Fn A1 V As.

O

These lemmas establish (i) of the theorem. We shall now move on to (ii),
namely the cases for 7.

Lemma 4.2.3 (7).

Let F = (W,<,N) be a frame. Let A = A; — A,, where A; € BUE. Then:
(a) If V(p) = U, then (F,V),wlFrn A1 = Ay & R(w) NS4 C XY,

(b) FEN AL — Ay & VU[ZXI - Zgz]

Proof.

(a) ):>7

Let u € R(w) N XY, . Then u € R(w) NV(A;) by LH.. So (F,V),ul-n Ay and
therefore (F,V),u lFn Az by assumption. Thus u € V(Az) = XY .

7<:’
Let w’' > wbes.t. (F,V),w’ IFn A;. Then w’ € R(w)NV(A;) = R(w)NEY, So
by assumption, w’ € XY = V(A;). Hence (F,V),w' IFn Az, s0 (F,V),wlbn 1.

(b) '=’

Let U € U(W). Choose V s.t. V(p) =U.

Now for any w € W, w € E%l

< w e V(A;) [LH.]

= (.F, V),U) IFn Aq

= (F,V),w IFN Az [by assumption, (F,V),w kN A1 — As]

W e V(AQ)

swexy [LH]

Hence XY C ¥4 . As U is arbitrary, we conclude VU[EY C 29 ]

7¢’

Let V be a valuation, and w € W. Let w’ > w.
Then (F,V),w' IFn Ay

= V(Al)

s exh” [LH]
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=uw € E [Assumptlon]

sSw e V(Ag)

(F,V),w IFN A

Hence (F,V),w' IkFn A — As.

As V,w are arbitrary, F Fn A1 — As. O]

This lemmas establishes (ii) of the theorem. Now we move on to the last
part of the theorem.

Lemma 4.2.4 (£). If L € L, then there exists a proposition )\(LU’w) such that:
- (a) If V is a valuation s.t. V(p) = U, then (F,V),w IFn L < Vu' > w[)\g]’w )].
- (b) FEn L & VUYWAY

Proof.
We deﬁne(where I,Il = A1 — AQ, 12 = A3 — A4)I
NG = [R(w) € 2] = [R(w) N2y, € =4

N
A0 = Rw)neY, € 2Y ] = [R(w) € £Y)]
A = [R(w) € BY] = [R(w) N =Y, € TY ]
A = [Rw)nxY, €Y ] = [R(w) C 50

AT = [Rw)NsY, €24 )= [R(w) N8y, € 2]

I —1Is

A = [R(w) € 2Y] = Vu' > wAP")]
AT = P’ > w(A))] = [R(w) € £Y]
A = [R(w) € £Y] = Vo' > wA ™))

AT = v > wA )] = [R(w) € £Y
AW = [Rw) NSy, € Y] = V' > wA))]
Nt > W) S (R 157, € 57

w
U,w U, U,w’
AV = ' > w(A )] = e > w(a )]

We shall treat the cases E — I and Ly — L. the arguments for the other cases
are analogous.

L=F — I(where I = A — Aj)

(a) '=’

Let w' > w and suppose R(w') C ¥%. Let u € R(w')NV(A;). By LH., V(p) = U
implies ¥ = V(E), so (F,V),w’ IFn E. Thus (F,V),w’ IFn I by assumption,
and consequently (F,V),u lbn I. As (F,V),u lbn A1, (F,V),u lFn A2, So
u e V(AQ) =3U

7@7

Let w' > w be s.t. (F,V),w’' Ikx E. Then R(w') C V(E). So R(w') N V(A1) C
V(As) by assumption. This is equivalent to (F,V),w’ IFny A1 — As. Hence
(F.V),wlkn E — 1.

(b) "=

Let U € U(W) and w € W. Suppose R(w) C XY. Let u € R(w) N V(A;).
Choose V s.t. V(p) = U. Then by assumption, (F,V),w IFny E — I. Also,
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by LH. £¥ = V(E). So u € V(E). Hence u € V(I), and consequently
u € V(A2). By LH. again, u € 2%2. As U,w are arbitrary, we conclude
VUVz[R(w) C Y = R(w) N LY, € BY ]

7@7

Let V be a valuation and w € W. Let w’ > w be s.t. (F,V),w’ IFn E. Then
R(w') CV(E) = Z;(p) by I.H.. So by assumption, R(w’)ﬁEz(lp) C EZip). Thus
by LH., R(w') N V(A1) C V(As). So (F,V),w' lFn I. Therefore (F,V),w lFNn
E — 1. AsV,w are arbitrary, F En E — 1.

L=Li— Ly

(a) We need to show: If V(p) = U,

(F V), wlkw Ly — Ly & Vo' > wlvw” > o' (A7) = v’ > w/ (A0)]
7:>’ .

Let w’ > w and suppose Yw'" > w’(Ag{’w )). Then by LH., (F,V),w’ Fn L.

So (F,V),w kN Lo by assumption. Hence by I.H. again, Vw” > w’()\g’w”)).

?<:7

Let w' > w be s.t. (F,V),w IFn L. Then by LH., Yu” > w' (A7), So
Yw'” > w’()\g’w”)) by assumption. Hence by L.H. again, (F,V),w’ IFn Lo.
Therefore (F,V),w Ik L1 — Lo.

(b) We need to show:
FEn Ly Ly & VOVule' > w(A[") = Vo' > wAp ™))

7:>7
Let U e U(W) and w € W. Let V be s.t. V(p) = U. Suppose Vw' > w()\(L(f’w )).
Then by LH., (F,V),w IFn L1 So by assumption, (F,V),w IFn Le. By LH.
(Uw")
L, )

again, Yw' > w(\ . Since U,w are arbitrary, we conclude YUVw[Vw' >

W) = v = w(A )

7@7

Let V be a valuation and w € W. Suppose for w’ > w, (F,V),w’ FNn Ly. then
by L.H., Vw" > w’()\(L]i(p)’w )). so by assumption, Vw” > w’()\(Li(p)’w )). By
LH. again, (F,V),w’ Ikn La. Hence (F,V),w IFn Ly — Lo. Since V,w are
arbitrary, F E L1 — L. O

This completes the whole proof. It is now possible to calculate the frame
properties corresponding to stpv formulas.
For instance to the axiom (p — —p) — —p € L corresponds the property

VUYWAY )]s where:
NG sy = [Rw) NSy €39 ] = [R(w) € 2]
= [R(w)NU C N(U)] = [R(w) € N(U)]
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5 Multi-Absurdity Logic

In this section, we shall consider logical systems where each formula A has its
own absurdity/contradiction operator L 4. As we briefly mentioned in section
3.4, Odintsov [9] has already treated such a logic. He in fact had two operators
C(¢) and A(¢), where C(¢) satisfies the formula C(¢) — ¢, while A(¢) does
not. His motive in splitting contradiction was to identify the condition it has
to satisfy in order to validate the negative ex falso. Along this enquiry he
discovered the results discussed in 3.4, and as a corollary

¢, ~¢ Fr = if and only if C(pAq) <> C(p)ANq,C(pAq) < C(p)Aq€ L.

for such logic L and —¢ := ¢ — C(¢).

The aim of this section is to investigate how logics with multiple contradic-
tions correspond to subminimal logics. Let us call them multi-absurdity logics.
We begin with considering multi-absurdity version of MPC_,. After that, We
look for the multi-absurdity version of the logic AnPC defined as An+PPC.

5.1 MPC_ and Multi-Absurdity

We shall now explain how to split | into | 4 for each A. This is achieved by
expanding the language of PPC with the clause:

-If A is a formula, then 1 4 is a formula.

—A is now defined as A — L 4. If we add the axiom 1 4 — A, this definition of
1 4 becomes identical to Odintsov’s C(¢) we discussed earlier.

Odintsov mentions that minimal negation can be defined by setting —¢ :=
¢ — C(¢) (p.108, [9]), although no proof is given. He however proves that if M
holds with this definition of negation, then C' is extensional (p.110, ibid.), i.e.

R
C(¢) < C(¥)

Let us begin with checking the converse, namely that extensional 1 4 defines
minimal negation. For this, we need to see that the logic with multiple absurdi-
ties is equivalent to the minimal logic. So let us introduce a logical system with
multiple contradictions.

Definition 5.1.1 (MPC, ).

We introduce the following rules:
NA=1-B I''B=A
. . Ll, L A
N. T .= s A=

Wecall N, +L, +PPC as MPC ..

The next proposition shows that if we read A A=A as 14 in MPC_, and
A— 1y as -Ain MPC, , then we can interpret =A and L 4 as equivalent to
A — 1 4 and A A=A, respectively.

Proposition 5.1.1 (equivalence for =A and L 4).
(i) Fm. =A< [A—= (AAN-A4)
(i) Fm,. =lae[AN(A—= Ly)
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7%’
A=A -A— A
A-Aoa W Ao E;LVX]]
A-A= AN-A [R*)]
~AsAS(An=A) DT
= -A = [A— (AN-A))
,H,
-A=-A
A=A A AN—-A=—A L]
A—)(A/\ﬂA),Aé—\A [A]
A (AN-A)= A [R:]
=[A—-(AN-A4)] - -4
(i)
7%’
la= 14 [LW]
A,J_AéJ_A [R—ﬁ 7[LL]
J_AéA%J_A J_AéA [R/\}*
LA:>A/\(A—>LA)
[R—]
= 14— [AN(A— Ly)]
7%7
la=_1g
A=A A,J_A:>J_A %EX]}
A,A—)LA:>LA
[LA]
A,A/\(A—)J_A)=>J_A L/\]
A/\(A—>J_A),A/\(A—>J_A)=>J_A [LC]

AA(A—>LA):>LA
:>[A/\(A—>J_A)]—>J_A

[R—]

O

From here we study the relationship between MPC_ and MPC,, . To
prepare fore this, we must introduce some definitions.

Definition 5.1.2 (faithful embedding).
Let Ly and Ly be two logical systems in languages £ and £,. We say L, is
faithfully embeddable into Lo, if there exists a mapping(translation) t : L1 — Lo
such that for all £; formula A,

Fr, ' = Aif and only if Fp, It = At

(where I't = {G'|G € T'})

35



Definition 5.1.3 (definition equivalence).

Let L; and Lo be two logical systems in languages £1 and £1. We say L is def-
inition equivalent to Lo, if there exist translations ¢ : £1 — Lo and s: L9 — L4
such that:

(i) Ly is faithfully embeddable into Lo via t.

(ii) Lo is faithfully embeddable into L; via s.

(iii) Fp, = A <> A" and b, = B < B*' for all £1 formula A and £, formula
B.

We are going to prove the definition equivalence between MPC_, and MPC | _,
via translations T and * described below. We first give the embeddability of each
logic to the other.

Lemma 5.1.1 (embedding of MPC | into MPC.).
Fnv,, I'= A implies Fyp I't = Af, where:

pl=p
(J_A)T = At A —AT
(AoB) = Ato Bt o € {A,V =}

Proof. We prove by induction on the depth of deduction.

Base
Ax: Immediate.

L.1.: Assume the deduction ends with an instance of L_L,.
la= A
We need to show by AT A AT = AT

Al = At
At A — At = At

[LA]

Inductive step
LW, LC, LRA, LRV, LR—: Immediate.

N : Assume the deduction ends with an instance of N .

I'A=1B I'B=A
F,J_A:>J_B

We need to show Fyp T'f, AT A —AT = BT A =BT, By LH., we know Fpp_
I't, At = Bf by T, Bf = At

N,

rt, At = Bt r't, Bt = At
't At = Bt LAl r't,—At = =Bt
rt, At A At = Bt r't, At A=At = - Bf
I't, AT A=A = Bt A =Bt

[N]

[LA]
[RA]
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Lemma 5.1.2 (embedding of MPC_, into MPC | ).
Fam_ I' = A implies iy, I'* = A%, where:

(_\ ) EA**)J_A*
(Ao B)*=A*oB*, o {A,V =}

Proof.
We prove by induction on the depth of deduction.

Base
Ax: Immediate.

Inductive step
LW, LC, LRA, LRV, LR—: Immediate.

N: Assume that the deduction ends with an instance of N.
INA=10B IB=A
I'-A= -B

We need to show kg, ' A* - 14« = B* — 1pg+. By LLH., we know
v, I, A= B* v, I, B* = A

', A* = B* I'*, B* = A*
', Lax = Lp«
I*, B* = A* T*,B*, Li = Lp
T* B* A* & La = Lp
I' A*— 1L« = B*— 1p-
An: Assume that the deduction ends with an instance of An.
NA=-A
I'=-A
We need to show np, '™ = A* — L4+, By LH., we know | I, A" =
A* — 1 g+

[N.]

[L—]

[R—]

J—A* = LA*
A* = A* A*,J_A* = LA« {EV_VJ]
F*,A*iA*—)J_A* A*,A*%J_A*éJ_A*
[Cut]
T* A%, A* = L.
I A= 1 [LC]
) A* [R*)}

F*:>A*—)LA*
O

We have to prove the other directions to establish faithful embeddings; these
are obtainable once we show that the last condition of definition equivalence hold
with respect to t and *.

Lemma 5.1.3 (f and x).
(i) Fm,, A< (AT)*
(ii) Fm. A & (A%)F
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Proof.

We prove by induction on the complexity of formula.

(i) If A = p, then (AT)* = A. If A = BoC, o € {AV —}, then by LH.
FB < (BN and F C & (C1)*. Also, (AT)* = (BT)* o (CT)*. We consider by

cases.

A
i i
B:>—B* [L/\ C:>—C* L/\]
BAC = Bf BAC = Cf RA]
BAC = B" ACt
The other direction is similar.
V
T* T*
B:>*B _ [RV] C:>*O . [ v

BvC= B"vcl
The other direction is similar.
-

B = B Bt ¢ = ct o)
B— C,Bf" = ¢t
! . — [R—]
B—C=Bl" -5t
The other direction is similar.

*

If A= Lp, then AT" = (BtA=Bt)* = B A(BT" — Lz:+). ByLH.,F B < B,
We have:

i i
B =B B" = B [N.]

LB = J—B’r*
o5 M gl LB s L W
5 s [Cut] e | B
Lp= B Lp= B = Lgp RA
1lp= BT* A (BT* — J—BT*)
B = B’ B" = B N ]
1l = 1B W] +
Bi* = Bi* BT*’J_Bf* =1z o)
BB = Lpi+ = Lp
[LA,LC]

BYA(B = L) = L1p

(i) If A = p, A=A IfA=BoC: o€ {A,V, =1}, then A =B oC*'. The
statement can be shown by the same argument as (i).

If A= -B, then A* = (B* > 1)t = B - (B~ A-B*'). By LH.
- B*' < B. We have:
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B=DB* B"' =3B
N T [N]
B* = B* -B = -B*
-B,B* = B* -B,B* = -B*
-B,B*' = B*' A =B
-B= B* = (B* A-B*")

[LW]

[LW]
[RA]

[R—]

B = B*' B = B
[N]

%1
B,-B* = —-B
T BT 2B
B = B* B,B* A-B* = -B
i i i [L_>]
B,B* —>B* /\“B* :ﬁB
[An]

B* - B A-B*' = -B

Theorem 5.1.1 (faithful embeddings for MPC_ and MPC | ).
(l) l_ML* I'=A iﬁ'l—Mﬁ I'f = At
(II)FMﬁ I'= Aiff }_ML* '™ = A*

Proof. The left-to-right directions are already established. For the other direc-
tion, in (i), Fnv. T'f = AT then Fyp,. TV = AT so by, T' = A by the
preceding lemma. Similarly for (ii). O

This establishes faithful embeddings, and so the definition equivalence be-
tween MPC_, and MPC .

5.2 AnPC and Multi-Absurdity

We shall now consider the system obtained from MPC , by dropping N ;. We
claim that this system is equivalent to AnPC:=An+PPC, albeit in a weaker
sense than the equivalence between MPC,;  and MPC_. They are faithfully
embeddable to each other, but not definition equivalent. We shall call this non-
extensional system as AnPC . To establish the equivalence, we have to make
use of semantic tools.

We start by outlining the semantics for each logic. In addition, we go back
to Hilbert-type proof systems for the sake of convenience in proving soundness
and completeness.

The following gives the Kripke semantics for AnPC.

Definition 5.2.1 (Kripke frame for AnPC).

A Kripke frame for AnPC is a triple (W, <, ®), where (W, <) is a partially
ordered set and ® is a mapping & : FORM — U(W). (recall that U(W) is the
set of all upward closed sets of W)

Definition 5.2.2 (Kripke model for AnPC).

Let F be a frame. Then a Kripke model is a pair (V, F), where V is a persistent
valuation for the propositional variables. The valuation for negation is defined
as:
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(F,V),wlFan —A if and only if V' > w[w' IFan A implies w’ € ®(A)].
We check that some desired properties hold with this semantics.

Proposition 5.2.1 (persistence).
wlkan A and w < w’ implies w' IFa, A

Proof.
We prove by induction on the complexity of formula. We only need to check
the case for negation.

w ‘FAn —-A

< Vw'” > ww” IFan A implies w” € &(A)]

= Vw” > w'[w” Fan A implies w” € ®(A)]

S w' Fan A |

Lemma 5.2.1 (validity of An).
Fan (A — -4) —» -A

Proof. Let (F,V) be given, and w € W. Suppose for w’ > w, w' lFan A —
—A.Then for any w” > w’, w” |- an A implies w” IFan —A. So for any w'”’ > w”,
w” Ik A implies w”" € ®(A). Thus in particular, w” IFa, A implies that
w' lFan A = w” € ®(4). So w” lFan A implies w” € ®(A). Therefore
w' lFan 7A, and so w lFay (A — —A) — —A. O

Now we are going to check the soundness and completeness.

Proposition 5.2.2 (soundness).
Fan A=Fan A

Proof.

We need to prove that:

(i) the axioms of AnPC are valid.
(ii) MP preserves validity.

(i) That the positive axioms are valid is readily checked. By the previous lemma,
An is valid.

(ii) Suppose I' Fap A and T Fo, A — B. Let M be s.t. M Ea, G for all
G €T, and w € W be arbitrary. Then M,w lFaon A and M,w lFan, A — B.
So M,wlFan B. Thus I' Fa, B. O

Definition 5.2.3 (saturation).

Let T be a set of formulas. T is called saturated, if:
i)THFA=AeT

(i) TFAVB=TFAorT'FB

Lemma 5.2.2 (Lindenbaum lemma).
Suppose I' ¥aApn A. Then there is a saturated I'Y D T s.t. 'Y Fapn A.

Proof.
We define (I') ¢y, and set T :=J, . T

ncw - n°
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Let (B; V C;)ie, be an enumeration of all disjunctions with infinite repetitions.
Then:

FO =T
=T u{C;} ifIMFan B VC;and T U {C;} Fan A.
I otherwise.

We confirm that ' satisfies (i), (ii) and T* ¥a, A.

(i) Suppose I'Y Fa, B. Then (as proofs are finite objects), there is k € w
s.t. T'¥ A, B. Since disjunctions are infinitely repeated, there is k' > k s.t.
By VCiw = BV B. AsT* Fan BV B, we have B € TF+1 C v,

(ii) If I'“ Fan BV C, then for some k, IT* o, BV C. So there must be &' > k
st. BeTF+L or C € TF+1. Hence I'Y Fap B or I bap C.

T%Fan A
Assume I'Y Fa, A. Then I'* Fan A for some k, which is impossible by our
choice of (I'),c.- O

Definition 5.2.4 (canonical model for AnPC).
A canonical model for AnPC is (W, <, ®.V), where:

W = {A]A is saturated }
<:=C

o — {(A4,{A]A € A and -4 € A})}
Vi={(p.{Alp€A})}

Theorem 5.2.1. (completeness for AnPC)
I'Fan A=T FAn A

Proof.
We prove the contraposition. Assume I' ¥a, A. Then by Lindenbaum lemma,
there exists a saturated I'o D I" s.t. T'g Fan A.

We construct a canonical model w.r.t. ', as M,, = (W, <,®,V), where
W := {A D T|A is saturated}. Then for all B € T"and A € W, B € A. As-
suming B € A iff A lFa, B (CLAIM), it follows M,, Ean B. Now, 'y € W,
but A ¢ T'y. So T'g ¥an A by CLAIM. Hence M,, #an A. Therefore T' Ea, A.

proof of CLAIM
We prove by induction on the complexity of B.

'p’: When B = p,

pe€A & AeV(p) [definition of V]
S A Fan p
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'N’: When B = B1 A Bs,

BiNBye A Aoy Bi A By [A is saturated]
< Aban By and AF By
& BpeAand By e A [A is saturated]

& AlFan By and A Fan By [LH]
& Alban Br A By

V': When B = Bl \Y BQ,

BiVBs €A Aban BV B [
< Aban By or Abay, Be [A is saturated]
& By eAor ByeA [A is saturated]
< Alban By or Albay, By [LH]
< Alban B1V By

A is saturated]

7%7:
'=’ Suppose B = By — By € A. Then A Fa, B1 — Bs. Now, if A’ lFan By
for A’ > A, then B; € A’ by LH.. Thus A’ Fa, By and so A’ Fay, By by MP.

This means By € A/, so by LH. A’ ko, Bs. Hence A lka, B1 — Bo.

7<:7

Suppose A IFan B; — By and assume B; — By ¢ A. Since A is saturated,
A ¥an By — By. Then AU {B1} ¥an Ba, so by Lindenbaum lemma there ex-
ists a saturated Ag D AU{B;} s.t. Ag ¥an B2. As Ag is saturated, this means
By € Ag but By ¢ Ag. by LH., Ag lFan By but Ag Wan Be, contradicting
A lFan B1 — By. Therefore By — By € A.

9.
-

'=’ Suppose B = —B; and assume —-B; € A. Then A Fa, —B;. Now
if A" lkan By for AY > A, by LH. By € A’. Also, A Fa, —Bj means
-B; € A C A’. Adding the two, we see A’ € ®(By) if A’ lFan By. Thus
AlFan ~B;

<<’ Suppose A lFan, —B; and assume —B; ¢ A. Then A Fa, =By as A is
saturated. Since A Fan (B1 — —B1) — —Bj, we have A Fa, B — B
and so AU {B;1} #an —B;. By Lindenbaum lemma, there exists a saturated
Ao D AU {Bl} s.t. Ag ¥an —B1. Because B; € Ay, by I.H. Ag lFan By. Also,
Ay ¥an —B; implies =By ¢ Ag. Hence by definition of ®, Ay ¢ ®(B;). Thus
A Fan — B, a contradiction. Hence =B € A. O

We shall now turn our attention to AnPC | .

Definition 5.2.5 (Kripke frame/model for AnPC ).
A Kripke frame for AnPC | is identical to that of AnPC, and a Kripke model
has a valuation V, where the valuation for contradiction is defined as:

wlkan, La if and only if w € ®(A) and w lFan, A

As with AnPC, we need to check that various properties hold.
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Proposition 5.2.3 (persistence).
wlkan, A and w < w' implies w’ IFay,, A.

Proof.
We shall only check the case for contradiction.
wlF 1y e wed(A) and wlkan, A [dfn]
& V' > ww” € P(A) and w” IFan, A] [LH.]
= “_AHL 1a

O]
Lemma 5.2.3 (validity of L ).
':AnL J_A — A
Proof.
Let (F,V) and w € W be given. Suppose for w’ > w, w’ lFan, La. Then by
definition, w’ lFan, A. So wlFan, L4 — A. O

The proofs of soundness and completeness are largely analogous to those of
AnPC.

Proposition 5.2.4 (soundness).
FAnJ_ A :>':AHJ_ A

Proof.
That the axioms of AnPC are valid follows from the previous lemma. That
MP preserves validity is checkable as in AnPC. O

Definition 5.2.6 (canonical model).
The canonical model for AnPC is the same as that of AnPC, except that ®
is defined as:

D= {(A, {A|Ls € A})}

Theorem 5.2.2 (completeness for AnPC ).
F':AnJ_ AéFFAnL A

Proof.
The proof proceeds as in AnPC. The only difference is to establish A € A
AlFan, Afor A= 1p.

=’ Suppose 1p € A. Then A |_AnJ_ 1. As A l_AnL 1lp — B, A l_AHL B.
As A is saturated, B € A and thus by LH. A lFa,, B. Also, L € A implies
A € ®(B). Hence A € ®(B) and Alran, B. So AlFan, Lp.

<’ Suppose A lFan, Lp. Then A € ®(B) and A |Fa,, B. So in particular
1 g € A from the definition of ®. O

Now we are ready to check the faithful embedding. We mainly rely on
semantic argument, and so the statements take the following form.

Theorem 5.2.3 (faithful embedding between AnPC; and AnPC).
() T Fan, A THEa, A

(ii)) TFan A& T" Fan, A*

(T, * as before.)
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Proof.

(l) ?<:7

Given an AnPC, model (F,V), we define an AnPC model (F',V’) s.t.:
W< =W,9)
P'(AT) = D(A)
Vilp)  =V(p)

Assume I'f Fp,, AT, Let (F,V) be an AnPC, frame s.t. (F,V) Fan, G for all
G € T'. We shall prove by induction on the complexity of A, that
(FV),wlkan, A (F,V),wlFan AT.(CLAIM)
Then,
(F,2V)Ean, Gforall GeT < (F',V') Ean G for all G e T'f
= (F,V') Fan A
< (F,V)Ean, A

and so ' Fapn, A, as required.

proof of CLAIM

- When A =p, AT =p. As V and V' coincide in the valuation of propositional
variables,
(F,V),wlkan, pe (F V), wlbanp

- When A = Ay A Ay, AT = AT A AL

(FV),wlkan, A1 NAs < (F,V),wlkan, Ay and (F,V),wlFan, As
& (F V), wikan Al and (F, V'), w lFan Al [LH]
& (FV),wlkan AL A Al

- When A = A, V Ay, AT = Al v Al

(F,V),wlkan, A1V Ay & (F,V),wlkan, A1 or (F,V),wlFan, Az
& (F V), wlkan Al or (F',V'),wlFan AL [LH]
S (FV),wlkan Al v Al

-When A= A; — Ay, AT = Al — Al

(F,V),wlkan, A1 = Ay & V' > w|[(F,V),w" lFan, A1 implies (F,V),w’ lFan, As]
& V' > w[(F,V'),w IFan Al implies (F/,V'), 0’ IFan A}] [LH]
S (F V), wlkan Al — Al
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- When A= 1p, A" = Bt A=Bt.

(F,V),wlFan, LB F,V),wlFan, B and w e ®(B) [dfn]
FV),wlkan, Band Vo' > w|[(F,V),w IFan, B implies w’ € ®(B)]

F' V), wlkan BY and Yo' > w|(F, V'), w’ Fan BY implies v’ € ®(B")] [L.H]
F' V), wlkan BT A Bt

7:>7

Given soundness and completeness of the systems, we can give a proof-theoretic

proof. Then it turns out that this direction is materially contained in the proof

of embeddability of MPC, . to MPC_,. (Notice that there in the cases other

than N, we did not appeal to the now omitted rule N; so the same derivations

are available in establishing embeddability for the present case.)

(i) "<’

For any AnPC model (F,V), define an AnPC, model (F',V’) s.t.
W< =W 9)
P'(A*) = D(A)
V'(p) = V(p)

Assume T'* [Fay,, A* and let (F,V) be an AnPC model s.t. (F,V) Fan G for
all G € T'. We shall show (F,V) Fan A.

As in (i), it suffices to prove

(FV),wlkan A e (F,V),wlkan, A forall w € W
The cases for A =p and Ay 0 Ay, 0 € {A,V,—} are similar to (i).
- When A =-B, A*=B* — lp-.

(F,V),wlFan =B & Vw' > w[(F,V),w IFan B implies w’ € ®(B)] [dfn]
< V' > w|(F,V),w" IFan B implies (F,V),w’ IFan B and v’ € ®(B)]
& V' > w[(F, V'), w' IFan, B* implies (F',V'),w’ IFan, B* and v’ € ®'(B*)| [LH.]
< (FV),wlkan, B*— Lp- [dfn]

7:>7

This direction is materially contained in the proof of embbedability of MPC_,

to MPC . (there in the cases other than N, we did not appeal to the now

omitted rule of N, so again the same derivations are available for establishing

embeddability for the present case).
O

Lastly we show that 1 and x do not define definitional equivalence between
the two systems.
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Proposition 5.2.5 (AnPC,; and AnPC are not definition equivalent via f,
*).

()Fan A < (AT

(ii)Fan, A+ (AT)*

Proof.
(i) We shall show Eap ——p — (ﬁﬁp)*f_

(==p)* =p—= (pA-p) = [p—= (pA-D)A=(p— (p A-p))]

Let M be a model s.t.

w ={w,w'}

< = {(w, w), (w, w,)v (wlv wl)}
®(p) = {w'}

®(-p) = {w,w'}

o(p— (pA-p) =10

V(p) = {w'}

Then w' lFap p and w’ € ®(p). So w lFan —p. As w € ®(—p), this implies
w lFan 7. Now, as w’ lFa, p and w' € ®(—p), w Fan p = (p A —p). But
w ¢ ®(p — (pA-p)). Hence w¥anp— (pA-p) = [p— (pPA-p)A(p—
(p A —p))]. Therefore w ¥ an =—p — (—\—\p)*T.

(i) we shall show Wan, L1, — (L)

(LLP)T* =pAp—=>L)APpA— L) — Lp/\(pﬁlp)]

Let M be a model s.t.

w ={w}
®(p) = {w}
(Ly) = {w}
pA(p—Ly) =0

V(p) = {w}

Then w lFan, p and w € ®(p), so w lFan, L,. In addition, w € ®(L,), so
w lFan, Li,. Further, it is easily seen than w IFan, pA(p — L,). But
w g P(pA(p— L) . SowWan, Lprp—s,) Therefore w ¥an, L, —

(L)t O

6 Concluding Remarks

Let us briefly look back what we have discussed in the last three sections.
In section 3, we mainly considered various subminimal axioms. As a result,
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M=D+An=DN+Co

wM EC Co An

]

IDN NeF N An

DN CN

N

D

Figure 1: deducibility of subminimal axioms

we have obtained the above map of the deducibility relations among them
(including the known ones). We also dealt with superminimal axioms, and found
that An+EFQ, CM+EFQ each defines intuitionistic/classical negation.

In section 4, we considered subminimal correspondence theory. This was the
enquiry of the correspondence between subminimal axioms and Kripke frames.
We obtained a general method to give frame property for formulas with single
type of propositional variables.

In section 5, We looked at another way of getting logic weaker tha mini-
mal logic, by splitting up contradictions. We studied the relationship between
subminimal logics and multi-absurdity logics. We established the definition
equivalence between MPC_ and MPC, . We also showed the mutual faithful
embedding between AnPC and An  PC.

Given these results, we can raise several candidates for possible future research
directions.

One is to investigate the inter-derivability of subminimal axioms further. An
important task in this is to give separation results for the axioms. In 3.4 we gave
some such results by defining certain classes of formulas. It is worth considering
whether this approach can be generalised. We can also take a more standard,
semantic approach for giving separability. This makes it more reasonable to
study logics above NPC, because the current semantics assume the presence of
N. Alternatively, we can try to generalise the current semantics, so that more
axioms can be treated.

As to subminimal correspondence theory, we did not touch upon axioms with
more than two types of propositional variables. These axioms are obviously in
need of examination. In addition, we can turn our attention to the condition
N imposes, w € N{U) & w € N({U N R(w)). This condition is the very
thing that makes the investigation of the current subminimal semantics difficult
(and interesting). Hence a closer study of it has potentially huge implication
for our understanding of the semantics. For example it is examined in[3] how
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this condition is affected inside a linear frame. It is of interest, among others,
to see how in general the condition is influenced by the shape of the frame
(corresponding to a certain subminimal axiom).

With regards to multi-absurdity logics, it is desirable to general the achieved
result, and clarify to what extent we can establish the correspondence between
subminimal logics, in terms of definition equivalence/faithful embedding and
other related conditions. Another, but related task would be to formulate a
general method for giving semantics to multi-absurdity logics, so as to enable
the semantic approach to the first task easier.
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