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Abstract

Nowadays, accompanying with prolonged life expectancy, there is an increase of chronic
diseases which include obesity, diabetes, cardiovascular diseases, cancer, osteoporosis and
dental diseases at the global level. As a result, the task of supporting, enhancing and
improving upon the existing healthcare services poses a wide range of challenges. Accord-
ingly, the utilization of sophisticated technologies in the healthcare field, which is called
“smart health”, is not an optional value, but a requirement. It is accepted that the In-
ternet of Things (IoT) is the core technology of smart health. The adoption of advanced
technology, particularly Internet of Things (IoT), in the field of medicine and healthcare,
benefits patients with better medical assistance, reduce a treatment time, lower medical
costs and more satisfying healthcare services.

Many efforts have been made and a large body of research regarding the potential and
implementation of IoT in healthcare already existed. The main problem, however, is the
need for a comprehensive literature review which states the extensive overview of the field
and advances in IoT-based healthcare technologies in the aspect of system architecture.
This study aims to state the comprehensive overview of the field and advances in IoT-
based healthcare technologies in the aspect of system architecture. The research survey
investigates and summarizes the existing knowledge, state-of-the-art technologies of each
aspect in the field. Further, this research provides an exhaustive understanding of the
successful case studies on the IoT in the healthcare context which is expected to be useful
for further research. Following the structure of standard IoT-based healthcare system
architecture, the summary of our project paper is given as follows.

First of all, we identify physiological information, the environmental aspects, as well as
indoor location information. They are the necessary data that needs to be collected in
order to ensure the quality of life, safety, and well-being. Vital signs, which primary are
temperature, pulse rate (heart rate), respiration rate (breathing rate) and blood pressure,
are essentially physiological signs to indicate the status of the body. Besides, several extra
medical signs for example muscle activity level, blood glucose level, gaseous carbon dioxide
levels (CO2), electrical activity in the brain are all essential to track down the healthcare
status. Since an abnormal change of indoor environment may cause dangerous situations
and result in undesired consequences of directly or indirectly harming occupants, environ-
mental aspect is another relevant information. Moreover, based on the advantages of the
information, the demand for indoor localization especially in healthcare area is increased
recently. The specific normal range, effectiveness, and typical application of each type of
data are sufficiently discussed.
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Secondly, we discuss and investigate between recent advances in sensor technology, mi-
croelectronics, and telecommunication which applied to collect and monitor healthcare
data. The environmental sensors can be used to capture environmental parameters. For
instance, accelerometer and compass sensors are applied in location monitoring applica-
tion while the biomedical sensors such as electrocardiogram (ECG) and photoplethys-
mography (PPG) sensors can be used to monitor the health figure of the human. The
collected data can be analyzed and sent to the server through communication technolo-
gies. Wildly known technologies in smart health field are RFID, NFC, Wifi, 6LowPAN,
Bluetooth, ZigBee. Advantages of in sensor technology and common sensor devices are
defined. The flexibility, communication efficiency and cost-effective of using Body Area
Networks Architecture in healthcare are also presented. Furthermore, we compare among
IEEE 802.15.1 (Bluetooth), 802.15.4 (the basis for Zigbee) and 802.15 (standard for wire-
less personal area network - WPAN), these are the most commonly employed wireless
communication standards in BANs.

In the healthcare field, especially in healthcare monitoring system, the reliability of
input data is extremely important. Accurate healthcare decisions can only be obtained
with accurate input data. However, it is possible to have noise and outliers in sensor
data. It is caused by (1) low quality sensors or errors of the sensors and (2) occurrence of
noise or motion artifacts in all sensor networks. Consequently, these might lead to faults
in reading and giving alarm for patient and healthcare provider deliveries. In other to
control data quality, the collected data need to go through preprocessing steps before being
analyzed by algorithms. We employ several criteria including usage, referable, possibility,
popularity, standardization and intelligence to evaluate the impact of algorithms. The
most critical data preprocessing algorithms in the healthcare system can be classified
into two categories: imperfect data and imbalanced data preprocessing methods. The
chart is used to demonstrate the evolution of academic publications concerning the data
preprocessing algorithms from 1990 to 2016 while constructing tables thoroughly reviews
the detailed figure of them from 2010 to 2016. Publication statistics are acquired from
Google Scholar; the search query is defined as the subfield name of algorithms and at least
one term of medical or health appearing, for example, “‘support vector machine’ AND
medical OR health”.

IoT-based healthcare systems can be utilized to a diverse array of fields, including care
for pediatric and elderly patients, the supervision of chronic diseases, and the management
of private health and fitness, among others. Starting from the most successful support vec-
tor machine algorithm, we identify plausible architectures in the healthcare domain. The
research trends in algorithms applied for healthcare decision support systems as well as
the number of publication referring to several algorithms are analyzed. Among abundant
IoT-based healthcare applications, we can classify them into two main categories: perva-
sive monitoring and medical informatics applications. In order to provide the overview,
we summarize the feature IoT-based healthcare applications.

Sensor data issues, the accuracy of indoor location monitoring system and system design
are emerging as the principal challenges and limitations in the IoT-based healthcare area.
We briefly clarify these issues and through the final discussions, further areas that would
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benefit from the introduction of IoT technologies will be identified.
As a second study, based on the general system architecture we conduct the implemen-

tation of the smart healthcare system. The system applied modern technologies to solve
the current problem in smart healthcare. Besides, the implemented system is expected to
be useful for further research.

Regarding future works, we propose an Integrated Home-Based Healthcare Monitoring
System ensuring wellness for each individual lives in the house. In this system, the
data collected by health sensors, environment sensors, and location sensors will be pre-
processed and sent to the Smart Health Platform through the IoT gateway. The Smart
Health Platform not only stores the data but also controls the connectivity of devices and
provides the APIs for the third-party application. The Smart Health Applications can
provide several safety applications such as fall detection and emergency assistance.

Through the survey, researchers can get enough understanding, save their time in
searching articles and reduce repetitious work for supporting the task of designing and
developing the smart healthcare system. Besides, stakeholders, healthcare manufacturers,
family members and especially patients will get benefit from our research.

Keywords. Internet of things, healthcare, technologies, smart health, applications,
networks, sensors
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Chapter 1

Introduction

1.1 Research Motivation

Figure 1.1: Applications of the Internet of Things by the year 2025

Nowadays, quality of life improves in advanced societies, life expectancy and the pro-
portion of elderly citizens is projected to increase globally. In particularly, the proportion
of Japanese population is above age 65 in 2015 is 26%. This proportion is estimated to
reach one-third of the total population in 2050 according to United Nations Population
Information Network [1]. Along with this prolonged life expectancy, there is an increasing
of chronic diseases which include obesity, diabetes, cardiovascular diseases, cancer, osteo-
porosis and dental diseases at the global level; as reported by World Health Organization
(WHO) [2]. As a result, the task of supporting, enhancing and improving upon the ex-
isting health care services poses a wide range of challenges. Therefore, the utilization of
sophisticated technologies in healthcare field, which is called “smart health”, is not an

1



optional choice, but a requirement [3]. The concept of smart health is defined by the
technology which must satisfy two main conditions. The first one is the achievement of
better diagnostic tools and better treatment for patients. The second condition is iden-
tified through the improvement of life quality. The Internet of Things (IoT) is generally
accepted not only as a connected set of anyone, anything, anytime, anyplace, any service
and any network but also as the core technology of smart health. The use of modern
technology, particularly Internet of Things (IoT) in the field of medicine and healthcare
will benefit patients with better medical assistance, shorten treatment time, lower medical
costs and more satisfying health care services [4]. Moreover, health care applications and
related IoT-based services are expected to be about 40% of the whole annual economic
impact caused by the IoT. While the IoT is estimated to be in range of $2.7 trillion to $6.2
trillion by the year 2025 [5], the IoT-based services can possibly contribute $1.08 trillion
to 2.48 trillion. Fig 1.1 presents the projected market share of dominant IoT applications
by the year 2025.

1.2 Research Background

Many efforts have been made as well as a large body of research regarding the potential
of IoT and its applications in healthcare have already existed. Besides, there are several
published survey papers that explore different aspects of the IoT technology in the field.

• López in [6] conducted a literature review of the IoT for specific clinical wireless de-
vices using 6LoWPAN/IEEE 802.15.4, Bluetooth and NFC for mHealth and eHealth
applications.

• The research survey at [7] focused on the development of pervasive healthcare from
its origination for activity recognition using wearable sensors to the future of sens-
ing implant deployment and data processing. The possibilities of the combination
between pervasive health monitoring through data linkages and other health in-
formatics systems including the mining of health records, clinical trial databases,
multiomics data integration, and social media was also discussed in this survey.

• Regarding the smart health monitoring systems, over fifty different systems were
selected, categorized, classified and compared in [8] to make an extensive review
of smart health monitoring systems and an overview of their design and modeling.
In addition, a critical analysis of the efficiency, clinical acceptability, strategies and
recommendations on improving current health monitoring systems were presented.

• For the algorithms, the author of [9] reviewed models based on deep learning ap-
proach including Recurrent Neural Network, Deep Boltzmann Machine, Deep Belief
Network, Convolutional Neural Network, Deep Autoencoder and Deep Neural Net-
work in the broad context of health informatics applications. Ranging from genomic
analysis to biomedical image analysis, the research was focused exclusively on deep
learning techniques tailored to Electronic Health Record data.

However, the IoT still remains its infancy in the health care field.
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1.3 Research Objective

There is a need for a comprehensive literature review which states the extensive overview
of the field, advances in IoT-based health care technologies in the aspect of system archi-
tecture. Objectives of this research are clearly given by:

• Investigating and summarizing the existing knowledge and state-of-the-
art technologies in the field. There are a lot of fundamental definitions and terms
in healthcare research terms. Besides, multiple researchers have been studied for
decays. They proposed a lot of problems and their own solutions with limitations.
In addition, advanced techniques have developed through time and challenged new
researchers. There may be a case that a problem was solved by multiple techniques;
however, none of proposed manners gave a perfect solution. Researchers can waste
years to study and understand identified problems and proposed solutions while
they have to spend time on finding a new solution with updated technologies.

• Provide an exhaustive understanding of the successful case studies on the
IoT in the healthcare context which is expected to be useful for further
research. There are several of of the smart healthcare systems and applications
which have been proposed with a lot of advantages of humans. However, each system
and application have their own strength and weakness. It is necessarily to classify
them into separated categories based on their purposes, applied manners and used
techniques. It will help researchers to have deeper interpretation about systems in
the same category to find a general solution dealing subproblems of each systems.

• Identify the current problems of smart healthcare systems based on the
view of general system architecture. Besides, we will implement a smart health
care system which applies methodologies to solve the current issues of the field. The
implemented system is supposed to be useful for the smart healthcare research in
the future.

Therefore, through the survey, researchers can get enough understanding, save their
time in searching articles and reducing repetitious work for supporting the task of design-
ing and developing the smart healthcare system.

In order to accomplish our objectives, we have conducted this literature review. In this
research, we focus on the following aspects of the healthcare system.

• First of all, we identify all necessary data which is essential collected for providing
health care services.

• Secondly, it is important to consider network connectivity technologies supported
for collecting and monitoring the data. In oder to control the quality of data, the
collected data needs to go through the data preprocessing step before being analyzed
by algorithms. Data preprocessing techniques and smart health algorithms will be
discovered. Moreover, we identify some specific applications in smart health area.
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Figure 1.2: The process of literature review based on the general smart healthcare system
architecture.

• Finally, we will study the system architecture design of smart health technologies.
Through these discussions, further areas that would benefit from the introduction of
IoT technologies will be identified. Moreover, based on this study, we will implement
a smart healthcare system as a demo solution for the current problems of the field.

Fig 1.2 visualizes the process of literature review following the smart health care system
architecture.

1.4 Research Outline

This report consists of eight chapters: Introduction, Data Collected by Sensors, Sensor
and Communication Technology, Data Preprocessing, Health Care Application, Open
Challenges and Issuses, Implementation, Discussion and Concluding Remarks. Besides,
the Appendix which is a further detailed for the finding will be attached at the end of
this report research. The remained sections of this research are organized as follows:

• The necessary data in smart health including physiological information, the envi-
ronmental aspects, indoor location information are introduced in Section II.

• Sensors and their communication technologies in the smart health care field are
represented in Section III.

• Data preprocessing and health care applications along with their algorithms and
methods are reviewed in Section IV and V.

• Later, opportunities for research and development will be identified in Section VI.

• Chapter VII will be the implementation of smart healthcare system.

• Section VIII will be the discussion and concluding remarks of our research survey.
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Chapter 2

Sensor Data

2.1 Introduction

Physiological information, the environmental aspects, indoor location information are
certainly collected in order to ensure the quality of life, safety and well-being. Physiolog-
ical information can reflex the health of humans while environmental aspects and indoor
location information helps to identify the current position of an individual and warn the
individual if the current state is dangerous because of unexpected objects or situations.
Regarding details of mentioned information and aspects, following sections are presented.

2.2 Physiological information

2.2.1 Vital signs

Vital signs which primary are temperature, pulse rate (heart rate), respiration rate
(breathing rate) and blood pressure, are the most important physiological signs that
indicate the status of the body. They are often the fundamental information requested
for during emergencies and required in any healthcare system. Vital signs can be used to
measure the body’s most basic functions for effectively identifying or monitoring health
problems. Either rapid changes or gradual differences in vital signs have been proven
to be a significant predictor of life-threatening health events. The normal ranges for a
person’s vital signs vary with patient demographics, age, gender, weight, overall physical
conditions, and with environment variations, diet, uid status, stresses, and time of day
[10]. Table 2.1 depicts the 4 basic vital signs.

Although individual body temperature fuctuation depends upon age, gender, exertion,
time of day, food and fluid consumption, and the stage of the menstrual cycle of women,
it has a range of 97.8 degrees F, or Fahrenheit to 99 degrees F (equivalent to 36.5 degrees
C, or Celsius to 37.2 degrees C) for a healthy adult. The abnormal body temperature can
be a sign of various health problems such as infection, heatstroke, faltering neurological
heat regulation centers or sweat production mechanisms, malignant hyperthermia, side
effects of certain medications or illicit drugs, vasodilatory malfunction, and some toxins.
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The abnormal temperature can be classified into two types: fever (abnormally high body
temperature) or hypothermia (abnormally low temperature).

• Fever is the stage that body temperature rises above the normal temperature of
98.6◦F(37◦C) with one degree or more. The body temperatures higher than 104◦F
(40◦C) becomes a medical emergency requiring urgent treatment to avoid potentially
disability or death.

• In contrast, hypothermia is a seriously low body temperature indicated when the
body loses heat faster than it can produce. The body temperature drops below 95◦F
(35◦C) when hypothermia occurs.

Pulse rate or heart rate is the speed of the heartbeat determined by the number of times
a minute that human’s heart contracts or beats. Although the typical fluctuation of pulse
rate are provoked by physical exercise, smoking, caffeine, illness, injury, mood changes
and ingestion of drugs, the accepted normal resting adult human pulse rate are from 60
to 100 beats per minute (bpm). An irregular heartbeat or an arrhythmia is a symptom of
basic fitness level, cardiovascular health such as the risk of a heart attack, hypertension
and atherosclerosis. Based on not only origination (atria or ventricles) but also the speed
of heart rate, arrhythmias can be classified into two typical types: tachycardia (fast
heartbeat) and bradycardia (low heartbeat). Both tachycardia and bradycardia are not
abnormal and often self recovery unless they become symptomatic arrhythmias.

• Tachycardia: a resting heart rate greater than 100 bpm (beats a minute).

• Bradycardia: a resting heart rate less than 60 bpm (beats a minute).

Respiration rate (breathing rate) is the rate at which breathing occurs which is measured
by the number of breaths a person takes per minute. The regular range of respiration rate
for a healthy mature at rest is accepted as 12 to 18 breaths per minute. However, some
research denote this range as high as 24 breaths per minute for matures. There is a wide
range of variability in children commonly higher than matures from 17 to 40 breaths per
minute [11]. Due to fever, illness, or other medical conditions, the normal respiration rates
may change. There are also two types of abnormal respiration rate: tachypnea (rapid,
abnormal breathing) and hypopnea (abnormally low respiratory rate). This abnormal
respiration rate is an indicator of increasing nervousnessstar, exercise, infection, or stress
and can be reversible by either calming measures or removing the infection.

Blood pressure is the force of circulating blood against the walls of blood vessels in-
cluding both venous and arterial. When conducting blood pressure measurement, two
numbers are captured: a systolic pressure and a diastolic pressure. A systolic pressure,
the higher number, indicates the pressure strength (mm/Hg) inside the artery when the
heart contracts and pumps blood through the body. A diastolic pressure, the lower num-
ber, indicates to the pressure inside the artery when the heart is at rest and is filling with
blood. Blood pressure is affected by cardiac output, total peripheral resistance and blood
vessel stiffness and varies depending on situation, stress, exercise, and related medical
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problems. 140 mm/Hg or higher systolic pressure or 90 mm/Hg and higher diastolic pres-
sure is defined as high blood pressure. The normal range of blood pressure for healthy
adult are 119 mm/Hg or less systolic and 79 mm/Hg or less diastolic.

Table 2.1: The basic vital signs.

Vital Sign Description Normal Range
Temperature Depending on gender, recent activity, food

and fluid consumption, time of day, and, in
women, the stage of the menstrual cycle.

97.8◦F to 99.1◦F
(36.5◦C to
37.3◦C) with
an average of
98.6◦F (37◦C).

Pulse (Heart)
Rate

A measurement of the heart rate, or
the number of times the heart beats per
minute. Tachycardia is the heart rate that
higher than 100 bpm while the heart rate
that lower than 60 bpm is called Bradycar-
dia.

60 to 100 beats
per minute
(bpm).

Respiration
Rate

The number of breaths a person takes per
minute.

12 to 18 breaths
per minute for
an adult person,
children’s ranges
as high as 24
breaths per
minute.

Blood Pres-
sure

The pressure of circulating blood on the
walls of blood vessels. BP is composed of 3
pressures: systolic pressure, diastolic pres-
sure.

119 mm/Hg or
less systolic and
79 mm/Hg or
less diastolic.

2.2.2 The Extra Medical Signs

Several other parameters such as muscle activity level, blood glucose level, gaseous
carbon dioxide levels (CO2), electrical activity in brain, etc. are all very important to
track down the healthcare status [12], [13], [14], [15].

Blood glucose or blood sugar [16] is the amount of glucose circulating in the blood of hu-
mans and other animals. Although blood glucose level fluctuates throughout the day, the
accepted normal range for non-diabetics is from 3.9 to 5.5 millimoles per litre (mmol/L)
(or 70 to 100 milligrams per deciliter - mg/dL) while the mean normal blood glucose
level in humans is about 5.5 mmol/L (100 mg/dL). There are two types of abnormality
in blood sugar levels: hyperglycemia and hypoglycemia.
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• Hyperglycemia or high blood sugar is a condition in which blood sugar increases
to higher than normal levels due to an excessive amount of glucose circulates in
the blood plasma. The short-term hyperglycemia can make the body suppress
appetite while the long-term high blood sugar is the reason of many the medical
problems including heart disease, eye, kidney, and nerve damage. Moreover, high
blood sugar is an indicator of prediabetes and diabetes (both type 1 diabetes and
type 2 diabetes). Therefore, blood glucose monitoring is an essential part of diabetes
control. Patients with type 2 diabetes must test their blood sugar concentrations at
least once a day. Those who need to take insulin that consists of all type 1 diabetes
and some with type 2 ones, have to test their blood several times a day.

• Hypoglycemia or low blood sugar is a condition in which blood sugar drops to
lower than normal levels. Hypoglycemia tends to occur on quickly and can vary
from person to person with a feeling of hunger, sweating, shakiness, and weakness.
Hypoglycemia is a potentially fatal condition which causes many health problems
including uncoordinated, trouble talking, confusion, unconsciousness, convulsions,
or even death. Glucose plays an important part of metabolism and nutrition, which
is the suitable functioning of the body’s organs. Consequently, hypoglycemia is
more dangerous than hyperglycemia.

The muscle activity level at rest and during contraction is another important infor-
mation which can be analyzed to identify medical abnormalities, neuromuscular diseases,
assessing low-back pain or activation level. The muscle activity level can aslo be used as
a control signal for prosthetic devices such as prosthetic hands, arms, and lower limbs.

Gaseous carbon dioxide levels [17] is the amount of carbon dioxide (CO2) in the blood
serum. There are two major forms of CO2 in the human body with more than 90% in
the form of bicarbonate (HCO3) and nearly 10% in the form of carbon dioxide (PCO2).
The normal range for CO2 in the human blood is around 23 to 29 mEq/L (milliequivalent
units per liter of blood). The imbalance between the oxygen and carbon dioxide in human
blood is the indications of a kidney, respiratory, or metabolic disorder. Shortness of
breath, breathing difficulties, nausea or vomiting are the common signs of an imbalance
of oxygen and carbon dioxide in blood. The abnormality blood carbon dioxide levels
condition includes low bicarbonate and high bicarbonate combined with high blood pH
and low blood pH.

• Metabolic acidosis is a condition of low bicarbonate and low blood pH (less than
7.35) because the body produces excessive quantities of acid or when the kidneys
are not able to remove enough acid from the body. Kidney failure, severe diarrhea,
lactic acidosis, seizures, cancer, prolonged lack of oxygen from severe anemia, heart,
failure, or shock, diabetic ketoacidosis are the common reasons of metabolic acidosis,
which can lead to serious consequences including coma and death.
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• Respiratory alkalosis is a condition of low bicarbonate and high blood pH (more
than 7.45) because the levels of carbon dioxide and oxygen in the blood are not
balanced. Hyperventilation, fever, pain and anxiety are the common reasons of
respiratory alkalosis

• Respiratory acidosis is a condition of abnormally increasing carbon dioxide levels
in the blood, the blood pH is low (less than 7.35). It occurs when the lungs can
not remove enough of the carbon dioxide produced by the body. There are various
reasons for respiratory acidosis ranging from pneumonia, chronic obstructive pul-
monary disease, asthma, pulmonary fibrosis, exposure to toxic chemicals, drugs that
suppress breathing, tuberculosis, lung cancer, pulmonary hypertension and severe
obesity.

• Metabolic alkalosis is a condition of both bicarbonate and pH level in blood are
higher than normal. The pH figure is more than 7.45. The common reasons of
metabolic alkalosis are chronic vomiting, low potassium levels, hypoventilation, and
decreased CO2 elimination.

Electrical activity in brain is caused by the communication activity of neurons across
short and long ranges in the human brain. The abnormal change in electrical activity
can lead to seizures, especially epilepsy. Moreover, the information is applied to identify
mental health problems and physical problems such as problems in the brain, spinal cord,
or nervous system of the patients.

Electrodermal Activity (EDA) or Galvanic Skin Response (GSR) refers to electrical
properties of the human body captured at the surface of the skin that arise when the
skin receives innervating signals from the brain. When individuals encounters nervous,
emotional activation, increase cognitive workload or physical exertion, the brain sends
signals to the skin to increase sweat gland activity. The result of these actions is the
increasing of skin conductance. Consequently, skin conductance can be applied to measure
emotional and sympathetic responses such as relaxation or distress biofeedback, emotional
mapping, the polygraph test of an individual.

2.3 The Environmental Aspects and Indoor Location

Information

Since people spend about 80-90% of their time indoor, the research at [18] indicated
that indoor environmental quality can impact on the comfort, health and productivity of
the individual who lives inside the house. Abnormal change of indoor environment may
cause dangerous situations and result in undesired consequences of directly or indirectly
harming occupants [19]. A range of indoor factors such as acoustic, thermal, lighting
aspects, moisture, mould, noise and vibration, visual, radiation, chemical compounds
and particulates are the examples of many indoor stressors. Sleep and the life quality
can be affected and reduced by high or low thermal condition. High temperature and
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humidity can not only cause heat diseases but also result in slow to react or inappropriate
judgement that indirectly cause harm with respect to nursing or taking care of young
children. These indoor stressors can exert their effects additively or through complex
interactions (synergistic or antagonistic) [20]. These relationships can have both short-
term and long-term impact on the wellbeing of the occupants. The recent researches
have specified that there is a link between indoor building conditions and mental health;
cardiovascular diseases, asthma-related issues and obesity which are not easily detectable
in the short term, however can be considerable problems in the long term [21]. Therefore,
along with human’s health-related information, the environmental aspects as gas, smoke,
light, temperature, sound, oxygen and humidity also have their roles to determine the
environmental health and safety of an indoor space .

Indoor location is another neccesary information. In recent years, there is an increasing
demand for indoor localisation, especially in healthcare area.

The indoor location information is useful for positioning people within buildings such
as hospitals and nursing homes to track patients, either for their safety or their care. For
specific mental disease like Alzheimer disease, there is the problem of lossing or forgetting
patients around the hospital. For emergency response such as when a patient has suddenly
fallen down or has not moved for a period of time, he or she may require a prompt assis-
tance from doctors or other healthcare providers to avoid additional injuries, the location
information can help to determine where in the facility a patient is located. Furthermore,
a health facility also need location information for tracking expensive equipment, pre-
venting theft, and precise locating for robotic assistants during surgeries [23].Therefore,
observation of the precise position of a person inside a medical facility at any time is a
significant problem inside indoor localization research area.

For senior citizens living alone, indoor location information can be used to monitor
their daily activities and ensure the safety. Besides, daily movement patterns are effective
for detection of early indications of new or deteriorating health issues [24].
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Chapter 3

Supporting Infrastructure and
Technology

3.1 Introduction

Recent advances in sensor technology, microelectronics, and telecommunication, both
physiological, environmental and location information can be easy collected and mon-
itored. The environmental sensors can be used to capture environmental parameters.
Accelerometer and compass sensors are applied in location monitoring application while
the biomedical sensors such as Electrocardiogram (ECG), Electrodermal Activity (EDA)
and Photoplethysmography (PPG) sensors can be used to monitor the health figure of
the human [25]. The collected data can be analyzed and sent to the server by applying
communication technologies. There is a wide range of communication technologies in
smart health field which is well known such as RFID, NFC, WiFi, 6LowPAN, Bluetooth,
ZigBee and 2G/3G/4G cellular.

3.2 Sensor Technology

3.2.1 The Advance in Sensor Technology

Sensors which is the bridge between the physical world and electronic system, play a
critical role in IoT healthcare fields. The analog signals corresponding to body’s physio-
logical actions, human activities, location and environmental aspect are collected and then
forwarded to the radio receivers. Commonly, there are three main building blocks in a
wireless sensing node including sensors, processing, and wireless electronics. These blocks
are embedded on printed circuit boards (PCBs) made of the glass-refined epoxy laminate
(FR4) while the flexible material such as polyimide has been applied in the field recently
[7]. Because these sensors directly communicate with human or are even implanted, size
of sensors and front-end electronics has become one of the significant difficulties to the
adoption of sensing technology for many years. Since Moore’s law [26] is also applicable
for sensors which become smaller and smaller, sensors will be embedded in more devices
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than the imagine of a human.
Traditionally, textitinvasive sensors [27], in which the probe must enter the human body

through the natural cavities (nostrils, throat, ears, skin), are widely used in healthcare
applications. Due to the enormous potential of continuously monitoring physical and
chemical parameters of the patient, optical becomes the key technology of invasive sen-
sors. Besides, the possibility of accurate measurements improves thanks to this direct
connection. Moreover, invasive sensors become small enough to fit in the tissue with min-
imal damage, either as a part of a catheter or some other probe. However, the limitation
of invasive sensors is in where and when they can be applied and the comfort of a human.

The miniaturization of electronic circuits based on the use of microelectronics has taken
an essential part in the advancement of sensor technology [24]. Moreover, the development
of signal processing and especially Micro-Electro Mechanical Systems (MEMS), sensory
data can be monitored in a non-invasive fashion. MEMS is an advanced technology
for sensors design based on miniaturized mechanical and electro-mechanical components
(i.e., devices and structures) that are made utilizing the techniques of micro-fabrication.
Accordingly, sensors progressively tinier in the scope of 1 to 100 micrometers. As a re-
sult, a new chance of ubiquitous healthcare applications has been created with the low
medical cost, independence, more comfortable and high quality of healthcare services.
MEMS technology has been applied to the design of different kinds of sensors such as
an accelerometer, blood glucose, blood pressure, carbon dioxide (CO2) gas sensor, ECG,
EEG, EMG, gyroscope, pulse oximetry, as well as some sensors typically used in WSNs
recently. However, there is an increasing failure of electrical contacts along with skin
irritation problems due to the long-term utilization of these types of electrodes. Fortu-
nately, this issue can be alleviated by applying the textile structured electrodes of MEMS
technology. These textile-structure electrodes or smart textiles contain pressure, chem-
ical, humidity and temperature sensors in clothes fabrics which will not cause any skin
irritation, adaptable shape to human activity. Therefore, smart textiles are comfortable,
flexible, and advisable for long-term monitoring.

3.2.2 Some Common Sensor Devices

In this section, we introduce some commonly available sensor devices for the smart
healthcare system. These sensors can be classified into two main categories: (1) contex-
tual sensors and (2) physiological sensors. Contextual sensors are the embedded sensors
in the environment around patients such as temperature sensors, weather sensors, motion
detection sensors, audio, video sensors, location sensors to measure various contextual
properties. Physiological sensors capture patient vital signs or physiological statistics
such as temperature, pulse rate (heart rate), respiration rate (breathing rate) and blood
pressure or Electrocardiography (ECG), blood glucose sensor, etc. These two main cat-
egories are summarized in table 3.1 The feature applications in the summarization are
based on the technological readiness levels (TRL) with TRL = 4 indicating in-lab com-
ponent validation through to TRL = 9 where technology is in its final form, being used
under operational conditions.
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Table 3.1: Some common sensor devices in healthcare applications.

Sensor Measurement TRL Clinical Focus

Environmental Sensors and Location Sensors

Pressure Sensor Pressure on mat, chair, etc. 6
Human detection and
tracking [31]

Humidity Sensor
Temperature Sensor

Water in air
Temperature

9
Indoor abnormality detection
(SensorconR©) [37]

Accelerometer
Gyroscope

Direction
Orientation

6
Indoor location monitoring
[113]

Physiological Sensors
Electrocardiography
(ECG)
Photoplethysmogram
(PPG)

Pulse rate and variability

Pulse rate and
blood variability

6 Cardiac arrhythmia [30]

Electroencephalogram
(EEG)

Brain activity 7 Epilepsy (NeuroProR©)[32]

Electromyography
(EMG)

Muscle activity 6
Neonatal intensive care
unit [33]

Thermal Body temperature 6 Infection [34]

Glucometer Blood glucose 9 Diabetes (DexcomR©) [36]

Blood Pressure (BP) Oscillometric 9 Hypertension (iHealthR©) [35]

Humidity and temperature sensor: measuring the temperature of the human body and
the humidity of the immediate environment around a person.

Electrocardiography (ECG) sensor: ECG is a process of amplifying and recording the
heart’s electrical activity that controls the expansion and contraction of heart chambers.
ECG provides graphic information about the part of the heart that triggers each heartbeat,
the nerve conduction pathways, the rate and rhythm of the heart. This information is
used to help healthcare provider analyze a cardiovascular disease.

Blood glucose sensor: Measuring the amount of glucose circulating in the blood. Com-
monly, blood glucose-level measurement requires taking a blood sample by pricking a
finger which causes pain or trauma. A blood sample is placed and reacted on a test
strip that changes color when reduced. An optical meter is used to analyze the blood
sample and gives a numerical glucose reading. Recently, through infrared technology and
optical sensing, the techniques that do not require drawing blood or noninvasive glucose
monitoring has become available [28].
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Figure 3.1: The standard process for capturing PPG signal and example of PPG signal
[29].

Electroencephalography (EEG) sensor: measure the electrical activity of the brain by
placing small electrodes on the scalp. EEG measures voltage fluctuations resulting from
ionic current within the neurons of the brain. The brain’s electrical activities data sensed
by the electrodes is sent to an amplifier for generating a pattern of tracings. Synchronous
electrical activities in different brain regions are generally assumed to imply functional
relationships between these regions.

Electromyography (EMG) sensor: measure the electrical activity of muscles during
contractions or at rest. The more body fat an individual has, the weaker the EMG signal.
Since nerves control the muscles in the body by electrical signals, nerve conduction studies
are often done together while measuring the electrical activity in muscles. The ideal
location for placing the EMG sensor is the longitudinal midline.

Photoplethysmogram (PPG) or scientifically called Blood Volume Pulse (BVP) use a
light-based technology to detect the rate of blood flow as controlled by the heart’s pumping
activity. PPG makes uses of low-intensity infrared (IR) light. When light travels through
biological tissues, it is absorbed by bones, skin pigments and both venous and arterial
blood. Since light is more strongly absorbed by blood than the surrounding tissues,
the changes in blood flow can be detected by PPG sensors as changes in the intensity
of light. The voltage signal from PPG is proportional to the quantity of blood flowing
through the blood vessels. Even small changes in blood volume can be detected using
this method, though it cannot be used to quantify the amount of blood. Figure 3.1
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illustrates the standard process for capturing PPG signal proposed based on the research
of Bonhomme [29] and example of PPG signal. The derived unit of measurement for PPG
is nanoWatt(nW ). From PPG data, researcher can apply several algorithms to extract
the interbeat interval (IBI) or well-known as heart beat interval (HBI) data, which is the
time interval between individual beats of human. The derived unit of measurement for IBI
is second(s). Heart rate (HR) can be simply calculated by 60/IBI(bpm−beatperminute).

Electrodermal Activity (EDA): There are various of methodologies to measure EDA for
example admittance, conductance, impedance, resistance and skin potential. Measuring
electrical conductance across the skin is one of the popular methods to capture EDA
figure. By passing a minuscule amount of current between two electrodes in contact with
the skin, the information can be achieved. MicroSiemens (µS) is the derived unit of
measurement for conductance. The example of EDA signal is shown in Figure 3.2

Thanks to technological advances as mentioned in Section 3.2.1, invasive and non-
invasive sensors can be placed in any part of the body to collect not only physiological
data but also contextual data. For example, sensors placed on the brain can capture
glucose level, ECC, PPG signal while wearable sensors on the wrist can measure skin
conductance level (EDA), the activity level of an individual. Figure 3.3 depicts a graphical
demonstration of physiological sensor placement on the human body.
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3.3 Communication Technology

The sensors and equipment are connected through a communication network to share
and exchange data. There are three purposes for the transmission of measured data in the
overall context of smart healthcare needs. Firstly, for retrieving sensory data from human
body and environment. Secondly, for transmitting the collected physiological signals
from that biosensors to the system’s central node. Finally, for sending the aggregated
measurements from the local system to remote medical stations.

The communication between sensors and system’s central node can be handled either
by wires or by multiple wireless networks. In the past, the utilizing of wires not only
severely hindered the user’s mobility and comfort but also increased the risk of system
failure [38]. Many advanced technologies have been applied to overcome this problem.
For example, conductive yarns have been used to transfer the collected data from sensors
integrated into some flexible smart-textile clothing [39].

Currently, autonomous sensor nodes can construct a body area networks (BANs) or
body sensor network (BSN).

3.3.1 Body Area Networks Architecture

The development of BANs has been empowered by the extensive use of wireless net-
works and the constant miniaturization of electrical devices. There are several benefits
introduced by using wireless BANs in healthcare application, mainly, flexibility, communi-
cation efficiency and cost-effective. Positively, non-invasive sensors can be used to flexibly
monitor and transmit physiological data to the central node of BAN, then forward to
nearby devices based on the application needs. Moreover, the signals that body sensors
provide can be efficiently processed to obtain reliable and accurate physiological estima-
tions. Besides, the ultra-low power consumption of such sensors makes their batteries
long lasting. Furthermore, more sensors, especially for healthcare purposes, will be mass-
produced at a relatively low-cost thanks to the increasing demand of body sensors in the
consumer electronics market. BANs may interface with other wireless technologies, such
as WSNs, radio frequency identification (RFID) technology, Bluetooth, Zigbee, Bluetooth
Low Energy, video surveillance systems, wireless personal area network (WPAN), wireless
local area networks (WLAN), internet, and cellular networks.

Figure 3.4 depicts the research by M. Chen [40] which clearly separated the BAN
communications system into three-tier architecture. The three different layers are tier 1 or
intra-BSN communication, tier 2 or inter-BSN communication, and tier 3 or beyond-BSN
communication. These three architectural layers cover various aspects of communication,
from low-level to high-level design problems, assist the progress of a component-based,
efficient BAN system for multiple healthcare service provisionings.

The terminology “intra-BAN communications” known as tier-1 refers to the wireless
communication that directly connects to a human body with the coverage of about 2
meters. The construction of intra-BAN is essential because of this direct relationship
with body sensors. The paradigms of the layer can be further subcategorized as: (1) the
communication between body sensors, which are strategically attached or implanted on
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Figure 3.4: A three-tier architecture based on a BAN communication system [40]

the patient’s body, as well as deployed within the human’s clothing; (2) the communication
between the body sensors and the portable Personal Server (PS).

The “inter-BSN communication” known as tier-2 refers to the communication between
the PS and one or multiple access points (APs). These APs can be deployed as a part
of the system’s component or strategically placed in dynamic environment to handle
emergencies. According to the terminology of “inter-BSN”, the tier-2 has capability to
interconnect BSNs with various networks ranging from internet to cellular networks. The
paradigms of inter-BAN communications are devided into two categories, infrastructure-
based architecture, and ad hoc-based architecture. The benefit of infrastructure-based
architecture is the ability to provide larger bandwidth with concentrated control and flex-
ibility while the ad hoc-based architecture can be deployed faster in a dynamic situation,
for example in medical emergency response, or at a disaster area [41]

Tier-3 or the “beyond-BSN communication” is designed for streaming collected data to
the remote healthcare applications and systems utilizing cellular network or the Internet.
A gateway device, such as a personal digital assistant (PDA), is usually employed to
create a wireless link between inter-BAN and beyond-BSN communications. Depending
on the specificity of services and the requirement of user-specific applications, there is
the proper design of beyond-BSN communication.nding on the specific characteristics of
services and the requirement of user-specific applications; there is the appropriate design
of beyond-BSN communication.
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Figure 3.5: Complete MICS communication network. [48]

3.3.2 Wireless Communication Technology

IEEE 802.15.1 (Bluetooth), 802.15.4 (the basis for Zigbee) and 802.15 (standard for
wireless personal area network - WPAN), presented in table 3.2, are the most commonly
employed wireless communication standards in BANs.

The Zigbee standard [42] is refers to a low-cost, low data-rate, low complexity however
long battery life solutions along with a set of globally accepted specifications for wireless
sensor networks. The radio design utilized by Zigbee has been strategically optimized in
order to archive low cost in large scale production. This standard specifies operation in 16
channels in the 2.4 GHz industrial, scientific, and medical (ISM) band (250 kb/s, OQPSK
modulation), in 10 channels in the 915 MHz band (40 kbps, BPSK modulation) and in
one channel in the 868 MHz band (20 kb/s, BPSK modulation). Zigbee supports various
network architectures including star, tree cluster, and mesh topologies with the maximum
transmission range is about 75 meters. There is an extensive potential of ZigBee standards
in healthcare area. These standards have been applied in a wide range of applications
including healthy and independent living support for the disabled or elderly, foster safe,
wellness and fitness [43].

Bluetooth [44] is a low power and linexpensive wireless technology standard for short-
range radio frequency connectivity not only between fixed but also mobile devices. This
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Table 3.2: Wireless communication protocols in BANs.

Technique/Parameters Range (typical) Data Rate (max) Frequency

Zigbee 10–75 m
20 Kbps
40 Kbps
250 Kbps

868 MHz
915 MHz
2.4 GHz

Bluetooth 10–100 m 1–3 Mbps 2.4 GHz

Ultra wideband 2 m 500 kbps 400 MHz

Infrared 1 m 16 Mbps -

MICS 2 m 500 kbps 402-405 MHz

standard operates in the unlicensed 2.4 GHz spectrum. After breaking transmitted data
into packets, bluetooth transmits each of these packet on one of 79 designated Bluetooth
channels with the bandwidth of each channel is 1 MHz. Consequently, Bluetooth is able to
transfer moderate amounts of data over a versatile, robust and secure wireless connection.
Although the common transmission distance is around 10 meters, the maximum figure
can reach to 100 meters. Piconet is the basic configuration of Bluetooth. It is an ad
hoc network with one master interconnect with up to seven slaves, whereby the master
provides the synchronization reference (common clock and frequency hopping pattern).

Introduced under the Bluetooth 4.0 specification by Bluetooth Special Interest Group
(SIG) since 2004, Bluetooth Low Energy (BLE) or also called Bluetooth Smart is a wireless
personal area network technology. BLE has shown great promise in the development
of applications not only in the health monitoring and fitness but also in smart home
industries. In spite of the similarity in some regards, BLE is not backward compatible
with Classic Bluetooth protocols as a consequence of applying a different controller, for
example, physical and link layer. The key difference between BLE and previous Bluetooth
protocols is low power consumption. Thanks to the applying of BLE, with just a small
battery can let applications run on for years. It is ideal choice for healthcare applications,
which only need to exchange small amounts of data periodically. In 2018, SIG believe that
BLE will be supported by 90 percent of Bluetooth-enabled smartphones in the market
[45]. The comparison of classic Bluetooth and BLE is shown in Table 3.3.

Along with Zigbee and Bluetooth, the medical implant communication service (MICS)
and ultra wideband (UWB) are emerging technologies applied in short-range intra-BAN
communication which have many potential applications to be researched.

Due to their size, power consumption and strong interference from other devices, Zigbee
or Bluetooth do not comply with the medical standard. Therefore, a new band Medical
Implant Communication Service band (MICS) has recently allocated to deliver high level
of satisfaction, flexibility and superior healthcare services by the USA (Federal Commu-
nications Commission) and other countries communication authorities. It is a low power,
unlicensed, short-range (2 meters) mobile radio service which has been accepted world-
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Table 3.3: Comparison of Classic Bluetooth and Bluetooth Low Energy (BLE) [46]

Specifications Classic Bluetooth Bluetooth Low Energy

Range 100 m Greater than 100 m

Data rate 1–3 Mbps 125 kbitps – 1 Mbps – 2 Mbps

Application throughput 0.7–2.1 Mbps 0.27 Mbps

Active slaves 7 Not defined

Frequency 2.4 GHz 2.4 GHz

Security 56/128-bit
128-bit AES with
Counter Mode CBC-MAC

Robustness
Adaptive fast frequency
hopping, FEC, fast ACK

24-bit CRC, 32-bit
Message Integrity Check

Latency 100 ms 6 ms

Time Lag 100 ms 3 ms

Voice capable Yes No

Network topology Star Star

Power consumption 1 W 0.01 - 0.50 W

Peak current consumption less than 30mA less than 15mA

wide for transmitting high data rate to support of diagnostic or therapeutic functions
associated with medical devices [47]. The universal radio frequency band of 402–405 MHz
with 300 kHz channels is proposed in MICS. Effective isotropic rediated power (EIRP) is
limited to 25 µW and targets mostly devices such as cardiac pacemakers and defibrilla-
tors, without causing interference to other users of the electromagnetic radio spectrum.
Figure 3.5 present a high-level summary of the MICS band. Despite its beneficial ele-
ment, because of the lack of commercially available solutions, MICS has not been utilized
generally by scientists.

Ultra-wideband (UWB) radio is a technology that can use a very low energy level for
short-range, high-bandwidth communications over a large portion of the radio spectrum
[49]. UWB operates in the frequency range from 3.1GHz to 10.6GHz in America. However,
the frequencies have been devided into two parts from 3.4 GHz to 4.8 GHz and 6 GHz to
8.5 GHz in Europe.
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Chapter 4

Data Preprocessing

4.1 Introduction

In the healthcare field, especially in healthcare monitoring system, the reliability of
input data is of extremely importance. Accurate health care decisions can only be made
with accurate input data. However, sensor data is possible to contain noise and outliers
due to the low quality or errors of the sensors, occurrence of noise, motion artifacts in
any sensor networks. Consequently, these might lead to false readings, false alarms to be
delivered to patients or healthcare providers. Therefore, a preprocessing of the raw sensor
data is necessary.

Preprocessing in the healthcare domain involves filter imperfect data to remove arti-
facts or high-frequency noise; fill in missing values and imbalanced data preprocessing
[50]. Many researchers have proposed various cleaning algorithms in order to increase
the reliability of sensor data [51] - [52]. As an illustration, for filtering artifacts, designed
modules have usually applied threshold-based methods to filter sensor data [53] or used
statistical tools to interpolate the missing data points [54]. To remove frequency noise,
the other methods in the frequency domain such as power spectral density (PSD) fast
Fourier transforms (FFT), and low-pass/high-pass filtering tools are standard to remove
the fluctuations in sensor signals [55]. For the missing data imputation, there are sev-
eral methods such as Mean, K-nearest neighbors (KNN), fuzzy K-means (FKM), singular
value decomposition (SVD), Bayesian principal component analysis (bPCA) and multiple
imputations by chained equations (MICE) [56].

Among abundant technologies for data preprocessing, several algorithms emerge in
popularity. In this section, we tackle the most important data preprocessing algorithms
in health care system, which is presented in figure 4.1, based on the criteria proposed in
[57]. They are:

• Usage: the algorithm is frequently used in a previous step of a DM process, or it is
included in DM software packages.

• Referable: it must be described in a publication in the specialized literature.

23



Most influential
data preprocessing

algorithms

Imperfect data

Missing values
imputation

Expectation-
Maximization (EM)

Multiple
Imputation (MI)

K-Nearest
Neighbor

Imputation (KNNI)

Mean Imputation

Noise filtering

Ensemble Filter
(EF)

Iterative
Partitioning Filter

(IPF)

Imbalanced data
preprocessing

Synthetic Minority
Over-Sampling

Technique (SMOTE)

Figure 4.1: The classification of most influential data preprocessing algorithms in health-
care.

• Popularity: the associated publication is considered as a highly cited one in well-
known databases: Web of Knowledge, Google Scholar, Scopus, etc.

• Standardization: the algorithm has been the baseline of inspiration of several mod-
ern and hybrid extensions.

• Smart: it must somehow incorporate a smart procedure in its definition, for the
sake of not including direct and basic mechanisms as algorithms.

• Variability: there have been a minimum number of representatives belonging to each
data preprocessing family.

Figure 4.2 illustrates the evolution of academic publications concerning the data prepro-
cessing algorithms. Publication statistics are acquired from Google Scholar; the search
query is defined as the subfield name of algorithms and at least one of medical or health
appearing, e.g., “kNN Imputation” AND medical OR health.
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4.2 Imperfect data

In health care or health informatics, the data is rarely clean or complete, imperfect data
are prevalent due to missing or noise. Therefore, data analysis and modeling techniques
in healthcare applications should be able to remove the noisy data and fill in the missing
values. In this section, the widely used preprocessing techniques for imputing the missing
values and for filtering the noise will be identified.

4.2.1 Missing Data Imputation

As a definition, a missing value is an attribute that has not been sampled in the data
set, or that was never recorded, for any reason. The accuracy of applications in health
care system depends on a data set that is supposedly complete. To support the health
care tasks, the application expects to process sequences of complete instances sampled
collected from sensors. However, due to various reasons such as equipment errors, incorrect
measurements, limitations in the data acquisition process or faulty sampling, missing data
are a common incidents. The presence of missing value makes the conduct of data analysis
complicated, and it usually poses severe troubles for scientists. Improper handling of the
missing value in the analysis can have a critical consequence of the decision that can be
deduced from the data. We can point out three types of issue are usually associated
with missing value: (1) loss of efficiency in the extraction process; (2) complications in
handling and analyzing the data; and (3) bias due to incomplete data [58]. Therefore,
cleaning and preparing the data is usually a required preprocessing stage in order to be
helpful to and adequately clear for the knowledge extraction process.

To diminish the negative influence of missing data, there are usually three different
approaches:

• The simplest, very usual however rarely practical method is to delete the samples
that contain them. Only when a relatively low number of samples with missing
values in data and analysis carried out over the remaining complete examples will
not lead to serious bias during the inference, this simplest method can be practical.

• Traditional approaches to missing data come from statistics which are based on the
applying of maximum likelihood procedures, where the parameters of a model for
the complete data are estimated, while the probability functions are sampled to
impute the missing value.

• The final goal of the missing value imputation is to fill in the missing value with
estimated ones. In most cases, a data set’s attributes are not independent of each
other. Therefore, missing values can be determined through the identification of
relationships among values.

Among a broad family of existing missing value imputation methods, we focus our at-
tention on maximum likelihood and imputation methods which are widely used by re-
searchers.
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Figure 4.3: Flow chart for the expectation maximization algorithm

Regularized Expectation-Maximization (EM) [59] is a meta-algorithm applied to op-
timize the maximum likelihood of data. The given estimates of the mean and of the
covariance matrix are revised in three steps in an iteration of the EM algorithm.

• First, the regression parameters of the variables with MVs among the variables
with the available attribute are computed from the estimates of the mean and of
the covariance matrix for each record with MVs.

• Second, the MVs in a record are filled in with their conditional expectation values
given the available values and the estimates of the mean and the covariance matrix,
the conditional expectation values being the product of the available values and the
estimated regression coefficients.

• Third, the mean and the covariance matrix are re-estimated, the mean is considered
as the sample mean of the completed data set and the covariance matrix as the sum
of the sample covariance matrix of the completed data set and an estimate of the
conditional covariance matrix of the imputation error.

The EM algorithm starts with initial estimates of the mean and the covariance matrix
and cycles through these steps until the imputed values and the estimates of the mean and
the covariance matrix stop changing appreciably from one iteration to the next. Since its
proposal by Dempster et al. [59], the citation accounted by in Google Scholar is more than
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51,359 citations. Therefore, for missing value imputation, EM is one of the first successful
solutions which applies maximum likelihood as a guaranteed approach. Thanks to its
effective, the repercussion of EM has spread to numerous fields, especially in health care
area. In 2016, there was 5500 research applied EM in health care application which
was indexed by Google Scholar. Figure 4.3 illustrates the flow chart for the expectation
maximization algorithm

Multiple Imputation (MI) [60] is a statistical algorithm for handling incomplete data
sets. There are three required steps for the application of this algorithm: imputation,
analysis, and pooling, which are depicted in figure 4.4.

• Imputation: in this step, the missing entries of the incomplete data sets are imputed
for m times (m=3 in the figure). Imputed values, which can be different for each
missing entry, are drawn from a distribution. The result of this step is m completed
data sets. Because missing values can appear anywhere in the data set or missing
entries could be related its value, the construction of this m completed data sets is
the most challenging problem of MI.

• Analysis: in this step, each of the m completed data sets is analyzed. The result of
this step is m analyses.

• Pooling: a final result is combined with the m analysis results thanks to the proposed
simple rules.

The MI algorithm a prevalent method which was cited and compared in thousands of
research articles. Since its proposal by Rubin et al. [60], the impact of this method is
notable in the literature with 14813 citations while over 8820 research projects applied
MI in health care applications accounted by Google Scholar.
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Figure 4.4: Flow chart for the multiple imputation algorithm.

Table 4.1: The number of publication referring to three widely used imputation data
algorithms in healthcare applications from 2010 to 2016 by Google Scholar.

2010 2011 2012 2013 2014 2015 2016
Expectation Maximization 4840 5880 6230 7190 7630 8150 8660
Multiple Imputation 3060 3830 4890 5850 6780 7600 8820
kNN Imputation 21 34 38 33 55 69 59

kNNI: kNN Imputation or K-Nearest Neighbor Imputation (KNNI) [61] Despite be-
ing extremely simple, the KNNI algorithm is extensively applied thanks to two basic
properties:

• Firstly, it can adapt to any problem because only a dissimilarity function among
two samples is needed. In this method, the k nearest neighbors are computed, and
value from them is imputed.

• Secondly, both numerical and nominal values can handle with kNNI. The most gen-
eral value among all neighbors is taken for nominal values, and for numerical values,
the average value is applied. Therefore, a proximity measure between instances is
needed for it to be defined.
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Many pieces of research have widely accepted kNNI as a simple but effective method
for dealing with the missing value. From machine learning point of view, the utilization
of kNNI as an imputation algorithm has been a perceptive solution. In spite of being
cited and compared in hundreds of research projects, the application of kNNI, especially
in the healthcare field, is still tiny compared with EM and MI algorithm. In 2016, there
are only 59 projects which applied EM to solve the problem in health care. Therefore,
according to its good behavior, there is still a vast potential of applying kNNI method in
the application of healthcare. Table 4.1 demonstrates the number of publication referring
to three widely used imputation data algorithms in healthcare applications from 2010 to
2016 by Google Scholar.

4.2.2 Noise filtering

As we have previously mentioned, the quality of the results obtained in an application
is mainly determined by the data quality. Most of the algorithms consider that there are
no disturbances in the data which is a precise example of the underlying distribution.
Nevertheless, there is a truth that the data collected by sensors is rarely proper and it
regularly suffers from corruptions. The noise affects not only input but also output fea-
tures. When noise affects in the input attribute, it is commonly indicated as attribute
noise. Besides, when the noise exists the output attribute, it becomes the worst case; con-
sequently, it leads to the consequence that the bias introduced will be greater. Therefore,
noise filtering, a process of removing noise from an underlying signal, is another typical
challenge.
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Accompanying with the objective of increasing the classification accuracy, there are
three regularly main approaches to deal with noise:

• Robust learners: The classifiers, which are less influenced by noise, are applied
or adapted to create the robust learners. C4.5, the algorithm benefits pruning
strategies to reduce overfitting caused by noise, is a traditional method of robust
learners.

• Data polishing techniques: it is an ideal option to correct noisy instances unless a
robust learner method can be applied. These methods are very time to consume,
therefore, they are limited to small data sets. However, researchers claim that even
partial noise correction enhances the performance results.

• Noise filters: it is the most well-known method which benefits noise filters to analyze
and remove instances in the training set. Noise filters are faster than adopting data
polishing techniques and do not require the learning algorithm to be changed.

Comparing with Missing Data Imputation, researchers pay much less attention to Noise
Filtering in the healthcare area. Table 4.2 presents the number of publication referring
to two widely used noise filtering algorithms in healthcare applications from 2010 to 2016
by Google Scholar. Since data polishing techniques are not as popular as noise filters in
preprocessing, we focus our attention on these noise filtering methods.
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Table 4.2: The number of publication referring to two widely used noise filtering algo-
rithms in healthcare applications from 2010 to 2016 by Google Scholar.

2010 2011 2012 2013 2014 2015 2016
Ensemble Filter 18 19 18 23 25 30 31
Iterative-Partitioning Filter 1 0 2 1 5 7 13

Ensemble Filter (EF) [62] is a popular filter algorithm. The simplest solution for a filter
is to discard the entries that are being misclassified by a classifier. However, this technique
can be incorrect or invalid for other models or classifiers because of being biased by the
nature of the classifier. Instead of using only a single learning algorithm, EF applies a
set of learning methods over several subsets of the training data to support the aim of
improving the filtering process. However, there is a disadvantage of the EF filter that it
does not impose on the new cleaned training data set which created by itself.

The EF filter is the first to successfully come up with the use of an ensemble to filter
noisy data and to attain good behavior for many classifiers used later over the cleaned data
set. The influence of this algorithm is distinguished since the seminal work by Brodley et
al. [62] achieved 450 citations in Google Scholar in 2016. However, Google Scholar also
figures out that EF remains its infancy in health care area since there is just 31 EF health
care related research during the year 2016.

Iterative-Partitioning Filter (IPF) is a kind of noise filtering technique, which discards
noisy instance in multiple iterations till a termination criterion is met [63]. Based on
the Partitioning Filter, the main idea of the Iterative-Partitioning Filter is obtain more
accurate filters, that can be applied to clean the dataset iteratively. The method can
also identify and remove mislabeled attributes in large training sets. IPF can be more or
less conservative by fluctuating the number of filtering repetition. IPF is affected by the
voting schemes, majority, and consensus.

According to the advance, IPF has started to be broadly used from imbalanced domains
to semi-supervised issues, especially in healthcare applications.

4.3 Imbalanced Data Preprocessing

In the classification, an imbalanced dataset is not only a common but also serious
problem. The reason of this scenario is a skewed distribution of data between classes.
The samples of one class extremely exceed the sample of the other. Unfortunately, the
most critical approach of the data is commonly represented by the minority class. Since
this positive class might be related to extraordinary and essential instances or the data
collection of these samples is expensive, it is tough to recognize. Besides, there usually the
association between the imbalanced class issue and binary classification along with various
minority classes, the problem become more and more difficult. As a result, most of the
standard techniques suppose balanced class distribution. Consequently, these algorithms
fail to accurately represent distributive characteristics of data when presented with solid
imbalanced data sets. In other to overcome the imbalanced data, there are two approaches
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can be applied on data and algorithm levels:

• On data level, resampling techniques to get the balanced distribution was applied
in most of the studies. Undersample the majority class, oversample the minority
class or both of them can be coincidently used. Synthetic minority over-sampling
technique (SMOTE) is a most common method on the data level.

• On algorithm level, boosting techniques can be applied. Boosting techniques or
adjust misclassification cost is a task of constructing strong classifier from some
weak classifiers which are called baseline classifiers. The common baseline classifiers
are SVM and KNN algorithms.

Synthetic Minority Oversampling Technique or SMOTE algorithm [64] a statistical tech-
nique for dealing with imbalanced data. Since its first proposal in 2002, SMOTE becomes
sophisticated methods and the most renowned approaches in the field. Concisely, the
main idea behinds SMOTE is to form new positive class instances by interpolating be-
tween several positive class instances that lie together for oversampling the training data.
This positive class is structured by taking each minority class instance and applying syn-
thetic examples along the line segments joining any or even all of the k minority class
nearest neighbors. Depending on the amount of over-sampling required, neighbors from
the k nearest neighbors are randomly chosen.

Figure 4.5 illustrates process of creating the synthetic data points in the SMOTE tech-
nique, where xi is the selected point, xi1 to xi4 are some selected nearest neighbors and
r1 to r4 the synthetic data points created by the randomized interpolation.

In order to generate the synthetic samples based on the difference between the typical
example under consideration and its nearest neighbor. Then, this difference is multiplied
by a random number between 0 and 1. Under consideration, the result is added to the
characteristic vector leading to the selection of a random point along the line segment
between two particular features. In order to become more general, the method effectively
determines the decision region of the positive class.

Figure 4.5: An illustration of how to create the synthetic data points in the SMOTE
technique [65]
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Algorithm 4 SMOTE

function SMOTE(T - Number of minority class samples; N% - Amount of SMOTE;
k - Number of nearest neighbors)

If N is less than 100%, randomize the minority class samples as only a random
percent of them will be SMOTEd.

if N < 100 then
Randomize the T minority class samples
T = (N/100)T
N = 100

N = (int)(N/100) ( The amount of SMOTE is assumed to be in integral multiples
of 100. )

k = Number of nearest neighbors
numattrs = Number of attributes
Sample[][]: array for original minority class samples
newindex: keeps a count of number of synthetic samples generated, initialized to

0
Synthetic[][]: array for synthetic samples
(Compute k nearest neighbors for each minority class sample only. )
for i← 1 to T do

Compute k nearest neighbors for i, and save the indices in the nnarray
POPULATE(N, i, nnarray) (Function to generate the synthetic samples.)

function Populate(N, i, nnarray)
while N 6= 0 do

Choose a random number between 1 and k, call it nn. This step chooses one
of the k nearest neighbors of i.

for attr ← 1 to numattrs do
dif = Sample[nnarray[nn]][attr] - Sample[i][attr]
gap = random number between 0 and 1
Synthetic[newindex][attr] = Sample[i][attr] + gap * dif

newindex++
N = N - 1

return
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Although the entire dataset is set as an input of SMOTE, only the percentage of
minority class increases. For example, suppose there is an imbalanced dataset where 99%
of the cases have the value A, just 1% of the cases have the target value B which is
the minority class. To increase the percentage of minority cases to twice the previous
percentage, we would enter 200 for SMOTE percentage in the module’s properties.

Table 4.3: The number of publication referring to Synthetic Minority Over-Sampling
Technique - SMOTE in health care applications from 2010 to 2016 by Google Scholar.

2010 2011 2012 2013 2014 2015 2016
SMOTE 94 117 171 261 286 383 484

SMOTE one of the first popular and comprehensive algorithm for preprocessing data
in imbalanced learning. The original paper has archived more than 2400 citations in
Google Scholar so far. SMOTE become one of the most promising models of reducing the
existence of imbalanced classes by over-sampling data thanks to its good behavior:

• Simplicity and ease of implementation in any application

• Guaranteed improvement in performance,

• Generality with any learning algorithm

• Adaptability and extensibility in the novel approach.

In healthcare area, SMOTE has started to be widely applied in the application of the
fields. Table 4.3 presents the number of publication referring to SMOTE algorithm in
healthcare applications from 2010 to 2016 by Google Scholar. Figure 4.6 presents the
SMOTE flow chart.
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Figure 4.6: Flow chart for SMOTE.
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Chapter 5

Healthcare Applications

5.1 Introduction

IoT-based healthcare systems can be utilized to a diverse array of fields, including care
for pediatric and elderly patients, the supervision of chronic diseases, and the management
of private health and fitness, among others.

Combined with sensor and communication technologies, the computational methodolo-
gies or algorithms enable systems’ designers to develop enhanced healthcare applications.
For instance, there are a lots of algorithms for activity recognition that vary depending
on the underlying sensor technologies that are used to monitor activities, the alternative
machine learning algorithms that are used to model the activities, and the complexity of
the activities that are being modeled [70][71]. For Anomaly Detection, there are standard
statistical methods to automatically detect and analyze anomalies including the box plot,
the chart, and the CUSUM chart [72]. Anomaly detection is most accurate when it is
based on behaviors that are frequent and predictable. For Decision Support, If-then rule
can be applied to propose a set of suitable actions. Besides, various machine learning algo-
rithms such as decision trees represent methodologies for learning healthcare and clinical
knowledge [73].

There are abundant applications for healthcare that have been developed in academia
and industry. In the scope of this research, we focus on three kinds of application to
ensure the wellness [103]. With the development of sensor technology, the application for
Health Monitoring also increase. For example, wearable personal ECG monitoring device
(PEM) for early detection of cardiac events, which recognizes and records irregularities
by creating various warning levels. Another instance is AMON which is in the form of a
wristband and measures various physiological signals. Today, there are several commer-
cially available health monitoring devices, such as HealthBuddy by Bosch, TeleStation by
Philips HealthGuide by Intel, and Genesis by Honeywell. Fall detection applications rely
on several technologies: wearable devices, ambient sensors, and cameras. Wearable fall
detection systems measure position and movement utilizing sensors such as accelerom-
eter and gyroscope and by measuring orientation and acceleration. Indoor localization
study has earned a big deal of attention from both academia and commerce, with var-
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ious systems being proposed using a diversity of technologies, for example, Ubiquitous
Networking Robotics in Urban Settings (URUS) project, “Smart floor technology”, Open
Mobile Alliance, etc. [74].

5.2 Algorithms

Nowadays, there is an exponential expansion in concern in healthcare area along with
greater diversity in the algorithms used. However, parts of this system are carried out in
low-resource processing algorithms suffering from data explosion. To overcome the prob-
lems, there is a need of a direct incorporate between ultralow power micro-controllers,
advanced sensor technologies, and analytical algorithms. The complexity of typical oper-
ations applied in machine learning and signal processing, for example, matrix inversions
and decompositions, is estimated O(n3). This complexity implies that if there are 100
samples, a simple algebraic operation needs around 1 million inner loop instructions. Note
that accounting additional operator instructions such as floating point products are not
included. [7]. However, the basic and light-weight algorithms have been implemented for
basic processing components of online techniques, like noise filters, feature extraction, and
peak detectors. Concurrent advances in Graphics Processing Units (GPUs) have made
it able to handle high volumes of data in large repositories more proficiently. Besides,
this technology also immensely support intensive transformations and operations to be
executed in parallel, which benefit many algorithms.

Figure 5.1: Architecture of a Support Vector Machine classifier. [88]

Figure 5.4 depicts this research trends in algorithms applied for healthcare decision
support systems since 1990 to 2016 while Table 5.1 is the number of publication referring
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to several algorithms in healthcare applications from 2010 to 2016. Publication statistics
are acquired from Google Scholar; the search query is defined as the subfield name of
algorithms and at least one of medical or health appearing, e.g., “support vector machine”
AND medical OR health. In this section, start from support vector machine algorithm,
we identify plausible architectures in healthcare area.

Table 5.1: The number of publication referring to several algorithms in healthcare appli-
cations from 2010 to 2016 by Google Scholar.

2010 2011 2012 2013 2014 2015 2016
Deep Autoencoder 2 3 8 15 21 53 146
Deep Boltzmann Machine 5 9 13 23 60 124 207
Deep Belief Network 36 99 118 160 304 561 1040
Recurrent Neural Network 925 1020 1210 1610 1510 1740 2960
Deep Neural Network 32 36 96 199 502 1210 3390
Convolutional Neural Networks 87 135 182 250 479 1230 3920
Semantic Web 5440 5730 6370 6850 6460 6290 5490
Bayesian Inference 3870 4400 5020 5800 6120 6660 7500
Random Forest 1150 1580 2260 3380 4380 6100 8870
Fuzzy Logic 7010 8080 9690 10700 11400 12900 13200
Genetic Algorithm 9360 10500 13200 14500 14700 16200 15900
Decision Tree 8820 10400 12200 13600 14500 15400 17000
Support Vector Machine 10900 13000 15200 16000 16300 16500 17000

Support Vector Machines - SVM [80], which was first proposed by Cortes and Vap-
nik in 1995, is a supervised machine learning algorithm applied for both classification
or regression problems. Figure 5.1 defines the architecture of a Support Vector Machine
classifier. Inner product kernels, K(* , *) denote the m0-dimensional kernel inner product
of the input vector with each of the Ns Support Vectors. At its very fundamental level, a
support vector machine is a classification or prediction method and forms by the combina-
tion of statistical and machine learning technique. This powerful discriminative classifier
formally classifies cases by identifying and optimizing a separating boundary called hyper-
plane. There are abundant advantages of SVM approach. This classifier can overcome the
high dimensionality problem, one of the typical problems in machine learning when there
is a large number of input variables corresponding to the number of available observations.
Another advantage of SVM is that less training data needs to be inputted as compared
to other algorithms while errors and complexity can be minimized. The approach has
demonstrated high performance in solving classification problems from detecting diseases
[75] to real time health monitoring [76] in clinical settings and bioinformatics. It original
work [80] succeeded 26894 citations by Google Scholar with over 17000 related research
in healthcare area in 2016.

Fuzzy logic (FL) is an approach based on the concept of “degree of truth” between 0.0
and 1.0 instead of the usual “true or false” (1 or 0) boolean logic on which the current
computer is based. The method was first introduced by Prof. Lofti Zahed in 1965 [82].
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It is a technique of decision making that simulates human decision making. This method
allows the application enable the input to interpolate between the crisp set of classical
logic, allowing a soft transition of the degree from ”false” to ”true”. In the inference
of clinical decision support systems, the method allows formalizing vagueness. Figure
5.2 presents the architecture of a fuzzy logic approach. In general, there are 2 types of
fuzzy logic: type 1 - fuzzy logic and type 2 - fuzzy logic. In type 1 fuzzy set, researchers
determine the degree of achieving the characteristics of the object. For instance, if there
are 3 different green balls. The first is green by 67%; second is green 80%, Third is green
95%. However, in type 2 fuzzy set, researchers can just determine the range of the degree
achieving the characteristics. For example, if there are 3 different green balls. The first
is green by 50%-60%; second is green 70%-80%, third is green 95%-100%.

Both type 1 and type 2 fuzzy systems have been widely applied in applications of
pervasive health from health monitoring [83] to diagnosis a disease [84].

Figure 5.2: Architecture of a Fuzzy logic approach.

Recurrent Neural Networks or RNNs [85] are the families of the neural network which
contains hidden layers for processing sequential data. Recurrent Neural Networks have a
“memory” which captures information about what has been calculated so far and execute
the same task for every element of a sequence, with the output being depended on the
previous computations. This “memory” is meaningful in many applications where is a
dependency between the input and output values such as the analysis of text, speech or
DNA sequences. RNN can not only learn the local and long-term temporal dependencies in
the data but can also accommodate input sequences of variable lengths. Figure 5.3 depicts
a recurrent neural network and the unfolding in time of the computation involved in its
forward computation. The RNN is usually fed with training sets that have strong inter-
dependencies and a significant representation to keep information about what resulted in
all the previous time steps. The outcome obtained by the network at time t-1 affects the
choice at time t. This is the “memory” of RNN. Although RNN is a simple and powerful
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Figure 5.3: A recurrent neural network and the unfolding in time of the computation
involved in its forward computation.

algorithm, it suffers from the vanishing and exploding gradients problem. In other to
combat these problems, the especially design of RNN was proposed by S. Chochreiter et
al. in 1997, it is Long Short-Term Memory (LSTM) [86]. Currently, RNN and LSTM have
earned the concern of researchers in the healthcare field. In 2016, nearly 2960 research
applied RNN in healthcare system had been conducted. The methods are further detailed
in Appendix B.
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5.3 Applications

Among abundant IoT-based healthcare applications, we can classify them into two
main categories: pervasive monitoring and medical informatics applications. Table 5.2
summarizes the feature IoT-based healthcare applications.

5.3.1 Pervasive Monitoring

The advance in sensor technology such as wearable, implantable, and ambient sensors
allow health and wellbeing can be continuously monitored. For elderly who lives inde-
pendently or suffered from chronic diseases, the application can be utilized to improve
quality of care by anomaly detection or continuously monitor their biological parameters.
Indoor location monitoring applications can track the location of an individual to ensure
the safety inside the house. Indoor environmental information, another important aspect
can be easy collect and monitor to ensure the comfort, wellness safety of the individual.
Thanks to the applications in assistive devices and human activity recognition, the care
of patients with disabilities and patients undergoing rehabilitation can also be improved.
For patients in critical care, continuous monitoring of vital signs, such as blood pressure,
respiration rate, and body temperature, is required for enhancing treatment results by
carefully investigating the patient’s health.

5.3.2 Medical Informatics - Prediction

Medical Informatics is the combination of information science, computer science, and
healthcare. Reinforcement for the final goal of enhancing and advancing clinical decision
support systems or assess medical data for quality insurance and accessibility of health-
care services, medical informatics mainly pay attention to the analysis of big, aggregated
data in healthcare environments. Benefit from the using of advanced machine learning
algorithms such as Recurrent Neural Network, Deep Neural Network or Deep Belief Net-
work in big medical dataset, many applications can assist to predict a disease or even the
next activity of human.
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Chapter 6

Open Challenges and Issues

6.1 Introduction

Despite of numerous accomplishments in smart healthcare research field, it remains
various challenges and limitations in the development, implementation, and evaluation of
this smart healthcare system at the present. In this chapter, based on the general archi-
tecture of smart healthcare systems, we recognize three main vital issues (1) the problem
of collecting data by sensors (2) the low accuracy of indoor location monitoring systems
(3) the design of smart healthcare system. These issues are necessarily to be considered
during design, develop and implement processes of the smart healthcare system. Figure
6.1 depicts the vital issues based on the general smart health care system architecture.

Figure 6.1: The vital issues based on the general smart healthcare system architecture.
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6.2 Sensor Data Problem

Missing sensor data is the primary key issue in healthcare sensor data prolems. In
spite of the fact that advanced technologies have been developed through time, there are
still a distance between values from reading processes and actual values of measuring
parameters. Advanced technologies has been used to perform well in some controlled
situation; however, they failed to get high accuracy levels in real-life scenarios[121].

There are several reasons behind this uncertainty and missing including (1) internal
inaccuracies of sensor operations, (2) the effect of human activities in sensor deployment
locations and (3) the impact of biological fouling upon the sensors over time [98].

• There are abundant sensor data manufacturers with their technologies and algo-
rithms in sensor industry. However, each applied algorithm have their strength and
weakness. As a result, this weekness of the adopted algorithm involves internal inac-
curacies of sensor operations. Consequently, the collected data fail to get accuracy
or even not defined (or missing data).

• Sensors send the collected data to servers and other nodes. Datastreams is the
continuous flow of data measuring from a sensor into the network. Due to many
reasons such as power outage at the sensor’s node, a high bit error rate of the wireless
radio transmissions, this sensor datastream can be lost or corrupted. The human’s
activity in sensor deployment locations can be consider as random occurrences of
local interferences which is the reason of missing sensor data.

• When the sensor is deployed in-situ, due to the environmental aspects, it can be
drifted by time. Once its critical surface is covered in biofouling, sensor’s ability to
collect accurate readings is compromised. As a consequence, these drifted sensors
render the data collected inaccurate or even do not render data in some cases.
The accuracy of sensors, especially the conductivity sensor, is rapidly degraded.
Meanwhile, the sampling rate of the sensor is also compromised, which leads to the
problem of missing sensor data.

The research of Acuna Edgar [99] has presented problems on missing datas that so-
phisticated handling methods are essentially required to get a better accuracy if there
is more than 5% of missing samples. Especially in smart healthcare area, the accuracy
of application is a critical issue. Fail to get accuracy in the application can lead to the
serious consequence to the patient. Therefore, the quality of monitoring data becomes
a major concern in sensors deployments of health monitoring systems along with other
factors such as power consumption, context awareness, security and patient comfortable.
Many techniques were applied to collect high quality data, however in some studies, data
was collected just in short periods of time or the quality of data was substandard.

Along with missing sensor data challenge, there are several other issues such as lack of
data standards, data privacy, data formatting, data normalization and data synchroniza-
tion.

Although several standardization efforts have been made through time, however, few
medical sensor manufacturers adhere to these standards. Many vendors that manufacture
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a wide range of healthcare sensors while new manufacturers start their business in this
promising technologies race. The sensor data manufacturers tend to design proprietary
data models and protocols to externalize sensed signals. Due to this lack of adoption
standards, the format of collected data is different from each system. For example, there
are at least five major venders of sensor electronic health record system in the USA. How-
ever, they all have different standards and different ways of storing data, which prevents
the systems from sharing data. The task of mining data from multiple healthcare systems
faces severe challenges. As a result, there must be a design of custom solution specific to
each sensor data, which is a waste of time and increasing the system cost.

Moreover, to cope with differences in the sensing process, a semantic normalization is
often required. For example, in some systems, daily reported body temperature capture
may represent to a daily average body temperature, while in other systems it may corre-
spond a body temperature average captured every night before the patient goes to bed.
The result yields from comparing these values in a healthcare application may be incor-
rect, particularly if they are not semantically analyzed. Consequently, immediate efforts
are required to address this standardization problem.

Data synchronization is another difficulty of sensor data. Based on the internal clock,
sensors report the data to servers. Unfortunately, these sensor’s clocks are often not
synchronized; it is another challenge in the task of analyzing data across sensors. Also,
due to power consumption, the sampling rate may be different from each type of sensors.
Therefore, assumptions and alignment policies need to be thoroughly sketched.

Another key challenge involes data privacy and the security of captured health data from
diverse sensors and device from illegal access. Healthcare data is usually more valuable
to thieves than financial data. Anything that is connected to the Internet can become
a potential portal for hackers to get in and get data out. In this regard, the regulations
should be defined to share data with authorized users, organizations and application. In
regard to the technical aspect, there is a need of optimal methodologies for collaboration
between security, detection and response assistance to prevent different attacks, threat,
and vulnerabilities.

In conclusion, the challenges associated with data collected by sensor specific for smart
healthcare system are classified as follow:

• Missing Sensor Data.

• Lack of data standards.

• Data privacy and security.

• Data formatting.

• Data normalization.

• Data synchronization.
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6.3 Smartphone Application - Indoor Location Mon-

itoring Problem

Recent years have seen an expanded adoption of smartphones in smart healthcare area,
which highlights the increase of smartphones as a driver of the IoT. However, battery life,
small screen size, potentially erroneous data input, viruses, potentially inefficient patient-
physician interactions, loss or theft, data privacy, and security have risen as the emergent
issues of smartphone healthcare applications.

Due to the memory size and operating system, smartphone applications cannot deal
with massive algorithms. Therefore, server-based service for smartphone application is
a requirement. On smartphones using a stylus, data input is much slower and probably
inaccurate. For security reason, antivirus software must be used to protect smartphones
from viruses and spyware. However, this antivirus application is not only made the devices
slow but also waste the battery power. Another problem is the risk of electromagnetic
interference with healthcare devices when using smartphone application.

In spite of abundant of smartphone-based healthcare applications accessible in online
application stores (e.g., Google Play store, Apple’s App Store, etc.), most of them have
not been discussed in the medical literature. There is a need for medical literature review
specific to these applications.

The reliability and accuracy in the real-world setting of almost recent technologies such
as activity recognition and indoor location monitoring are still required to be improved.
Furthermore, some simplifying theories should be relaxed, such as the theories concerning
individual homes and availability of labeled data. Additionally, a need for standard
benchmark datasets is another issue.

Indoor location is another important concept of smart health monitoring system. The
collected location data can be used to monitor activities of elderly at home for detect-
ing different health conditions. Many studies have achieved their success in estimating
steps via acceleration parameters to navigate locations inside the house. For example,
the average distance estimation error for indoor 16-step straight-line walking experiments
was 5.5% with a maximum error of 2.05 m with the combination of using smartphone
built-in sensors and the map of the floor [100]. Some studies even used two smartphones
at one time for tracking locations, which is not only drain a smartphone’s battery but
also impractical [101]. Therefore, there is a need of a lightweight and accurate localiza-
tion algorithm. The algorithm has to satisfy three main conditions: being suitable for
execution in a smartphone, avoiding the adoption of detailed wireless signal maps and
requiring inexcessive hardware installations.

The current problems of application and indoor location monitoring system can be
summarized as follow:

• Low battery life.

• Small screen size.

• Potentially erroneous data input.
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• Data privacy and security problems.

• Inaccuracy of indoor location monitoring system.

6.4 The Overall System Design Problem

Home-Based Health Care System is an integration idea from ubiquitous computing and
ambient intelligence applied to the health, wellness and well-being concepts, including
the amount of data collected by sensors and actuators to monitor, predict and improve
the patient’s physical and mental condition. Therefore, the task of improving the quality
of collected data and accuracy of indoor location monitoring system and Smart Health
Platform are the parts of Smart Health System. There are three main problems that need
to be considered when designing an IoT Healthcare System.

• A lack of standardization.

• Smart Health Platform.

• Human in the loop (doctor in the loop) concept.

The first problem of Smart Healthcare System design is a lack of standardization. Al-
though in smart healthcare context, efforts have been put in standardization bodies, for
example, Health Level 7 and the Continua Health Alliance handle data modeling problems
while several IEEE standard protocols address device interoperability issues. A diverse
range of products and devices which support smart health system have been manufactured
by various vendors. Besides, more and more new vendors proceed to enter this promising
technological competition. Nevertheless, these products and devices are not followed any
standard rules and regulations for compatible interfaces and protocols. Regardless of the
user’s location, smart healthcare system requires standardized rules for ambulatory envi-
ronments that support point-of-care while assuring the user’s privacy. To overcome this
interoperability problem, there is a need of cooperation between dedicated groups such as
the Information Technology and Innovation Foundation (ITIF), The European Telecom-
munications Standards Institute (ETSI) and Internet Protocol for Smart Objects Alliance
(IPSO) to standardize IoT-base healthcare technologies. In this standardization, the wide
range of aspects should be considered, for instance, communications layers, sample rate,
data precision, protocol stacks, consisting of physical and media access control layers,
device interfaces, data aggregation interface, device descriptions, and gateway interfaces.

Although many efforts have been made, there is a need for standard configuration
of the Smart Health Platform [102]. Therefore, the second problem is the lack of stan-
dard Smart Health IoT Platform. In the Internet of Things field, IoT platform is basically
software products, which provide comprehensive sets of application-independent function-
alities that can be used to construct IoT applications. It is the central hub of domains
that control the connectivity of connected IoT devices via the telecommunication network,
provide hosting space and processing power for application and services. Smart Health
Platform is the sub-platform of IoT platform that especially applies in the healthcare
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domain. However, the architecture of IoT-based healthcare device is usually more com-
plicated than that of common IoT hardware and demands a real-time operating system
with more stringent requirements. Therefore, there is a need for customized computing
platform with run-time libraries. Various approaches can be applied to build an IoT
Healthcare platform.

• The ideal concept to create a suitable platform is the use of Service-oriented ap-
proach (SOA) which is a procedure applied to build an architecture based on the
utilization of services. By applying SOA, the services can be utilized by using various
application package interfaces (APIs).

• Besides, as a part of the IoT Healthcare platform, appropriate framework and li-
braries, especially a particular class of disease-oriented library, should be created to
support software developers, designers and researchers to take advantage of given
documents, codes, classes, message templates also other useful data.

There is a lack of Home-Based Health Care System which is an integrated system
that can not only ensure the wellness of the patient but also provide the APIs for the
third-party application.

The third problem of system design is an integration of concept human in the loop with
IoT Healthcare System. Large amounts of data collected by sensors are hard to manage
manually; therefore they seem like useless to human. Nevertheless, they are essential for
machine learning algorithms, as the more training data are available the better results are
achieved. In the aspect of system design, a perfect match of both together is to include the
concepts of human in the loop (HITL). HITL is a model that demands user interaction as
well as enables the human to modify the result of an event or process. Therefore, it is useful
for system training. Especially in the IoT Healthcare System, the cooperation between
an authorized body, scientists, and doctors, association of medical experts is an essential
requirement to ensure acceptable quality. The system design should allow the application
to regularly update based on the due consideration of recent advances in medical science.
However, there is few related work on the human in the loop approach in IoT Healthcare
System. Doctors and nurses usually avoid learning and using new technologies while
scientists and IT developers do not have comprehensive knowledge of the problem at
hand, principally medicine and the human body. For instance, the extraction of useful
features from sensors data requires a deep understanding of the problem and need to
be driven by domain experts. Figure 6.2 is an example of the concept of human in the
loop (doctor in the loop) for activity recognization. In this instance, a doctor-in-the-
loop creates and modifies rules on demand to train the algorithm which developed by IT
researchers.

Therefore, to ensure the quality of the IoT Healthcare System, the system design should
support human in the loop concept.
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Chapter 7

Implementation

7.1 Introduction

As a second study, based on the general system architecture as shown in Figure 1.2
in the first chapter of this research report, we conduct the implementation of the smart
healthcare system. Figure 7.1 illustrate the procedure of the implemented health moni-
toring system which can be summarized as follow.

1. E4 Wristband wearable device is used to capture the various physiological signals
such as BVP, IBI, HR, temperature, and accelerometer figures of the patient.

2. Through BLE technology, the collected data is transferred to the servers by An-
droid smartphone gateways. There are two types of smartphone gateways in this
implementation. The first is the S-Healthcare gateway application developed by our
research team. The second type of smartphone gateway is Empatica RT application,
provided by Empatica, who is the manufacturer of E4 Wristband device.

3. Relatively with the two types of smartphone gateways, there are two types of
database servers employed in this implementation. The transferred data by S-
Healthcare gateway was saved in Google Firebase Database Server while data col-
lected by Empatica Application was stored in Empatica Connect - a Database Server
provided by Empatica.

4. Sevice server accessed data from both Google Firebase Database Server and Em-
patica Connect Database Server, then performed pre-processing steps by applying
different pre-processing algorithms.

5. The pre-processed data was analyzed in the final step of the implementation. The
visualization, which is illustrated by the system, can be approached by doctors,
researchers and family members of the patient. The result provided by the imple-
mented system is significant for the future research.

The detail of each the components in our implementation process are explained in the
following sections.
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7.2 E4 Wristband Wearable Device

Introduced by Empatica, co-founded by MIT professor and wearables pioneer Rosalind
Picard, the E4 wristband [104] is a wearable wireless multi-sensor device designed for
comfortable, continuous, real-time computerised biofeedback and data acquisition. There
are four embedded sensors in E4 wristband:

• Photoplethysmography (PPG) sensor to read blood volume pulse (BVP). Heart rate,
heart rate variability, and other cardiovascular features can be determined from this
blood volume pulse.

• Electrodermal activity (EDA) sensor applied to provide sympathetic nervous sys-
tem arousal. From this EDA, characteristics related to stress, engagement, and
excitement can be derived.

• 3-axis accelerometer sensor is utilized to capture motion-based activity.

• Infrared thermopile sensor applied to measure skin temperature.

Figure 7.2: The E4 wristband overview [104]

The E4 wristband can operate either in streaming mode for real-time data processing
utilizing a BLE interface or in in-memory recording mode employing its internal memory.
In a comfortable and compact wearable fashion, the E4 device creates an ability to conduct
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healthcare study outside of the laboratory conditions by acquiring real-time data for
mobile recording. The data quality of E4 wristband was carefully validated by Cameron
McCarthy at [105]. The technical details of Empatica E4 wristband sensors are specified
in Table 7.1.

The E4 wristband is implemented with a PPG sensor, scientifically as BVP signal, which
illuminates the human skin and captures the reflected light. The sampling rate of PPG
sensor is 64Hz. As its application, PPG signal is the input to the algorithm measuring
heat beats and thereby calculating IBI signals for getting outputs. The equation 7.1
represents the processing of PPG in the E4 wristband.

GREEN,RED −− > [Algorithm1]−− > BV P −− > [Algorithm2]−− > IBI
(7.1)

In this process, instead of traditional Red/IR combination, E4 wristband utilizes the
coupling of green and red lights to increase the detection efficiency of the pulse wave. The
sensor is made of 4 LEDs operation wavelengths (2 green leds, 2 red leds), and 2 units of
photodiodes (14mm2 of sensitive area). The created lights by the Green and Red LEDs
are oriented toward the skin and absorbed by the blood in different ways. Then the Light
receiver is used to measure the portion of the reflected light. Time interval between two
diastolic points, which are local minima of the BVP signal, is applied to calculate IBI.
This procedure and sample BVP output signal are illustrated in the figure 7.3.

Figure 7.3: The the BVP signal utilization [104]
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7.3 Android Gateway Application

For smartphone gateway development, Empatica provides developers SDKs for both
Android and iOS platforms. In this research, due to the universal diversity of equipment
available on the market, ease of deployment and widespread adoption of the application,
we decided to apply the Android platform. The primary function of the Android gateway
is to collect real-time physiological data from E4 Wristband and transfer to the specific
database server. Besides, the smartphone application allows the patient to monitor real-
time data through chart visualization. There are two types of smartphone gateways were
implemented in this research: (1) S-Healthcare gateway developed by our research team
and (2) Empatica RT provided by Empatica. The two smartphone gateways apply the
same SDKs to collect the real-time data. Therefore, there is few difference between the
efficiencies of the S-Healthcare gateway and Empatica RT. However, the captured data
from Empatica RT application is uploaded to the server only after finishing the streaming
session. This disadvantage prevents the user from remote real-time monitoring healthcare
data. By contradiction, the collected data from S-Healthcare gateway is immediately
streaming to the server in real-time, which enables to build a remote real-time health
monitoring system. Furthermore, S-Healthcare gateway allows an ability to modify the
data structure and custom functions, etc.

7.3.1 S-Healthcare gateway

In this project, we used Android Studio, the official Integrated Development Environ-
ment (IDE) for Android app development, based on IntelliJ IDEA, as an IDE. Table 7.2
details the applied Java method to retrieve the real-time data-streams from S-Healthcare
gateway application. These methods were provided by Empatica developers SDKs.

The technique used for visualizing the real-time data is MPAndroidChart. This tech-
nique is powerful and usable easily. Besides, it supports Java libraries for Android Chart
with real-time processing. MPAndroidChart library was proposed by Philipp Jahoda
[106]. In order to use the library in the Android project, it is recommended to put the
following code in root-level build.gradle file of Gradle Dependency.

a l l p r o j e c t s {
r e p o s i t o r i e s {

maven { u r l ” https : // j i t p a c k . i o ” }
}

}

Then the following code should be added to app level build.gradle file.

dependenc ies {
implementation ‘com . github . Phi lJay : MPAndroidChart : v3 . 0 . 3 ’

}

To connect and save real-time data to the server, we integrated Google Firebase libraries
[107] into our project. Based on its advance, Google Firebase provided API to create,
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Return Type Method Description

void
didReceiveAcceleration
(int x, int y, int z, double timestamp)

Invoked when
a new acceleration value is available

void
didReceiveBatteryLevel
(float level, double timestamp)

Invoked when
a new battery level value is available

void
didReceiveBVP
(float bvp, double timestamp)

Invoked when
a new BVP value is available

void
didReceiveGSR
(float gsr, double timestamp)

Invoked when
a new GSR value is available

void
didReceiveIBI
(float ibi, double timestamp)

Invoked when
a new IBI value is available

void
didReceiveTemperature
(float temp, double timestamp)

Invoked when
a new temperature value is available

Table 7.2: The applied Java method to retrieve the real-time data-streams from S-
Healthcare gateway application

read, write, and delete data in real time with just a few lines of code. The format of
stored data is JSON which is accessible from all the platforms from Android, iOS and
web applications. The further details of Google Firebase are discussed in the subsection
7.4.

In order to apply Google Firebase in the Android project, after successfully connecting
the application to Firebase by Android Studio Firebase Assistant, the following code
should be added in root-level build.gradle file of Gradle Dependency.

b u i l d s c r i p t {
dependenc ies {

c l a s spa th ‘com . goog l e . gms : google−s e r v i c e s : 3 . 1 . 1 ’
}

}

a l l p r o j e c t s {
r e p o s i t o r i e s {

maven {
u r l ‘ ‘ https : // maven . goog l e . com”

}
}

}
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Then, at app level build.gradle file, add the following code.

apply p lug in : ‘com . android . app l i c a t i on ’

android {
// . . .

}

dependenc ies {
// . . .

compi le ‘com . goog l e . f i r e b a s e : f i r e b a s e−core : 1 1 . 8 . 0 ’
}
// ADD THIS AT THE BOTTOM
apply p lug in : ‘com . goog l e . gms . google−s e r v i c e s ’

}

Figure 7.4 illustres the Main Screen and Visualization Screen of the S-Healthcare gate-
way.

Figure 7.4: S-Healthcare gateway for collecting transferring data with (a) Main Screen
(b) Visualization Screen.
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7.3.2 Empatica RT

Empatica RT or can be called Empatica Realtime App is a research application de-
veloped by Empatica. Empatica RT enables the user to visualize real-time physiological
signal data collected from Empatica E4 devices. The streamed data is saved and auto-
matically backed up to Empatica Server only after finishing the streaming session. This
is one of the limitations of Empatica RT which prevents the user from remote real-time
monitoring healthcare data. Functions of Empatica RT can be summarized as follow:

• Provide the real-time compact view details about signals taken from the E4 device.

• Able to view the recorded data in detail by zooming and panning.

• Monitor the session duration details and the battery level of the device.

• Automatically upload the collected data to the Empatica Server after completing
each streaming session.

Figure 7.5 represent the Main Screen and Visualization Screen of the Empatica RT ap-
plication.

Figure 7.5: Empatica RT application (a) Main Screen (b) Visualization Screen
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7.4 Database Server

7.4.1 Google Firebase Database Server

Google Firebase Database Server has the benefit of uploading data to an online database
and retrieves data from the cloud storage. This advantage plays an important role in pro-
tecting data from being lost unexpectedly and help to save researchers time and effort.
Therefore, we chose it to apply for our implementation. Moreover, Google Firebase pro-
vides APIs for multiple platforms ranging from Android, iOS to the web application to
operate with the server. When Google Firebase APIs is implemented into an application,
with just a few simple line of code, this application can benefit from various firebase
features. The Firebase provided features are described in 7.3.

Features Description

Analytics
Feature allows researchers to clearly understand how users
are using the application.

Authentication

Only the authorised users can connect to the application.
Authentication by (1) Email and password, (2) Federated
identity provider integration including Google, Github,
Twitter, Facebook (3) Phone number (4) The custom
authentication by developers and even (5) Anonymous
authentication are provided.

Messaging
The feature allows free cost messages deliver to different
platforms.

Real-time Database:

The non-SQL cloud-based database supports storing and
fetching data without time delay. Data is saved as JSON
format and synchronized in real-time to all associated
clients.

Storage

The feature allows the user to store and retrieve contents
such as images, videos, audio, documents directly from
client SDK. The processing of uploading and downloading
the materials are invisible to the user. Only authorized
user can access to the stored contents.

Hosting
The feature enables the user to deploy Firebase as hosting
for website development.

Crash reporting
The feature enables to send reports of errors in the
application after its release.

Table 7.3: Features provided by Google Firebase Database Server
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Figure 7.6: An example of JSON file name stored in Google Firebase Database Server

In order to support multiple platform applications access to the stored database, Google
Firebase Server stores data as JSON. JSON is well-known as a lightweight, easy to parse
and generate, data-interchange format. In this implementation, for each streaming session,
the measured data including BVP, EDA, IBI, TEMP, HR are stored in the different JSON
files. The JSON file name format is constructed as follow:

yyyy-mm-dd-HH:MM:ss + data name
where ‘yyyy-mm-dd-HH:MM:ss’ is the initial time of the streaming session; data name
is including BVP, EDA, IBI, TEMP, HR. For example, if streaming session starts on
23:22:16 February 2nd, 2018; the collected data is BVP; the JSON file name 2018-02-
02-23:22:16BVP will be saved on server for this streaming session.

To distinguish between data was collected by S-Healthcare gateway and Empatica RT,
the JSON file name of data collected by Empatica RT is added “Empatica-” at the be-
ginning. For example, Empatica-2018-02-02-23:22:16BVP. Figure 7.6 is an example
of JSON file name stored in Google Firebase Database Server, where healthcare-7a301 is
the root project database automatically created by Firebase.
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The sample format of JSON file can be seen in this example where the first line, for
instance, “-L4LtTOLnianCVxfreVF” is the code initialed by Firebase; data1 is the times-
tamp, and data2 is the actual collected value.

{
‘ ‘−L4LtTOLnianCVxfreVF” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813594558294E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .67190576”
} ,
‘ ‘−L4LtTYzBKEeAvQ5OpFI” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813601433609E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .6875315”
} ,
‘ ‘−L4LtTiYmEwsO9er−g C” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813608152666E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .67190576”
} ,
‘ ‘−L4LtTtEm WYvnNfZf4G” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813614871724E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .67190576”
} ,
‘ ‘−L4LtU3C1xog6sMIRIL3” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813621903296E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .7031572”
} ,
‘ ‘−L4LtUBXxsTB hVJZxL6” : {
‘ ‘ data1 ” : ‘ ‘1 .5175813628309839E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .6406543”
} ,
‘ ‘−L4LtULz4SPEPwCnxKF9” : {
‘ ‘ data1 ‘ ‘ : ‘ ‘1 .5175813634560125E9” ,
‘ ‘ data2 ” : ‘ ‘ 0 .6250286”
}

}

7.4.2 Empatica Connect

Empatica Connect is a secure cloud-based database server to analyze and achieve the
data obtained by the E4 device. The interface consists of list and calendar views to
navigate to an assigned session, a dashboard for data visualization. Besides, to support
3rd party applications accessing raw data, the Empatica Connect provides download links.
Figure 7.7 depicts the interface of Empatica Connect.
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The Empatica Connect significant features are summarized as follow:

• Store the archived from E4 devices securely.

• Securely access data from an internet browser.

• Export session packages to data in the user prefers analytic software suite (for
example, Matlab, Weka, etc.)

• Provide the overview information for all stored sessions including duration, device
serial number, and session start date-time

• Provide a searching method by session date time, equipment.

Figure 7.7: The Empatica Connect Interface.

7.5 Service Application

Unlike Google Firebase, Empatica Connect only provides a link for 3rd party application
to download the data. Unfortunately, there is no available APIs to create, write, delete
data for 3rd party application in Empatica Connect Server. Therefore, to deal with
data collected by Empatica RT, at first, the service application must transfer data from
Empatica Connect to Google Firebase Database Server. Then, the service application
achieves real-time data from Google Firebase Server, applies different data preprocessing
algorithms, visualize the information as final results.
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Node.js is an open source, cross-platform runtime environment for developing server-
side and networking services. Node.js allows developers to reuse the share resources freely
by employing JavaScript across the stack which unifies the language and data format
(JSON). The aim of Node.js to develop real-time network service with push ability, two-
way connections, allow the client and server to initiate communication and exchange data
efficiently. Therefore, we applied Node.js to transmit data from Empatica Connect to
Google Firebase Database Server. The Node.js function used to transfer data is shown in
the following.

l e t req = reques t . d e f a u l t s ({
j a r : r eque s t . j a r ( ) ,
headers : { ‘ user−agent ’ : ‘ Moz i l l a /5 .0 ( Macintosh ;
I n t e l Mac OS X 10 12 6 )
AppleWebKit /537.36 (KHTML, l i k e Gecko )
Chrome / 6 3 . 0 . 3 2 3 9 . 8 4
S a f a r i /537 .36 ’
}

} ) ;

await req ({
u r l : ‘ https : //www. empatica . com/ connect /caramba . php ’ ,
method : ‘POST’ ,
form : {
username : ‘ username ’ ,
password : ‘ password ’
}

} ) ;

l e t {
body

} = await req
( ‘ https : //www. empatica . com/ connect / connect . php/ us e r s /
17410/ s e s s i o n s ? from=0&to =999999999999 ’) ;

l e t data = JSON. parse ( body ) ;
f o r ( l e t { id } o f data ) {

i f ( ! f s . ex i s t sSync ( dataPath + id ) ) {
l e t path = dataPath + id + ‘ . z ip ’ ;
await new Promise ( r => req . r eque s t ( ‘ https : //www. empatica .

com/ connect /download . php? id =’ +
id ) . p ipe ( f s . createWriteStream ( path ) ) .
on ( ‘ c l o s e ’ , r ) ) ;

f s . unl inkSync ( path ) ;
}
}
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Since its first released in 1991, Python programming language has attracted widespread
attention from developers by its advancement. Python is a cross-platform, easy syntax,
extensible, math-like, object oriented, open source, readability, and high level program-
ming language with dynamic semantics. Although Python programs are usually supposed
to run slower than Java programs, the general development time of a Python program
is much less than a competitive Java program. It is one of the most recommended de-
velopment languages for several years and remains to be a favorite among experienced
developers. Python has particular tools that are incredibly essential in operating with
machine learning systems by the abundant of frameworks and libraries, extensions. One
of Python powerful frameworks is Django. Django is a free and open source, high-level
Python Web framework that supports rapid development and clear, logical design. With
the Python core, Django can take advantage by integrating Python built tools and li-
braries into the framework. Therefore, we decided to apply Django framework according
with Python version 3.0 to build the core of Service Application. Django project can be
started with the command:

$ django−admin s t a r t p r o j e c t [ projectname ]

The structure of a Django project is illustrated in Figure 7.8

Figure 7.8: Project Structure of a Django project

In this project, to ensure the quality of collected data, prevent the missing sensor data
problem, we implemented various of Missing Sensor Data Preprocessing Algorithms such
as EM, MI, KNNI which have been explained in Chapter 4. Impyute was written by
E. Law at [108]. It is a super lightweight library of missing data imputation algorithms
developed in Python 3. Impyute supports the features as follow.

• Imputation of Cross Sectional Data

– Multivariate Imputation by Chained Equations.

– Expectation Maximization.

– Mean Imputation.

– Mode Imputation.
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– Median Imputation.

– Random Imputation.

• Imputation of Time Series Data

– Last Observation Carried Forward.

– Autoregressive Integrated Moving Average (WIP).

– Expectation Maximization with the Kalman Filter (WIP).

• Dataset Generation

– Datasets

∗ MNIST.

∗ Random uniform distribution.

∗ Random gaussian distribution.

– Missingness Corruptors

∗ MCAR

∗ MAR (WIP)

∗ MNAR (WIP)

• Diagnostic Tools

– Loggers.

– Distribution of Null Values.

– Comparison of imputations.

– Little’s MCAR Test (WIP).

Impyute can be easily installed by executing the following code:

$ pip i n s t a l l impyute

Once Impyute library implemented in the Django, the application can take advantage by
applying a few line code to employ the missing sensor data imputation algorithms. The
following is a simple example of EM algorithm by Impyute library.

>>> from impyute . da ta s e t s import random uniform
>>> raw data = random uniform ( shape =(5 , 5 ) , m i s s ingne s s = ‘ ‘mcar ”)
>>> pr in t ( raw data )

[
[ 1 . 0 . 4 . 0 . 1 . ]
[ 1 . nan 6 . 4 . nan ]
[ 5 . 0 . nan 1 . 3 . ]
[ 2 . 1 . 5 . 4 . 6 . ]
[ 2 . 1 . 0 . 0 . 6 . ]
]
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>>> from impyute . imputat ions . c s import em imputation
>>> complete data = em imputation ( raw data )
>>> pr in t ( complete data )

[
[ 1 . 0 . 4 . 0 . 1 . ]
[ 1 . 0 . 5 6 . 4 . 4 . ]
[ 5 . 0 . 3 .75 1 . 3 . ]
[ 2 . 1 . 5 . 4 . 6 . ]
[ 2 . 1 . 0 . 0 . 6 . ]
]

In order to visualize the real-time data, we chose to apply Chart.js [109]. It is an open
source Javascript library greatly support real-time chart visualization for website appli-
cation. The following is an simple example of Chart.js.

var ctx = document . getElementById ( ‘ myChart ’ ) . getContext ( ‘2 d ’ ) ;
var myChart = new Chart ( ctx , {

type : ‘ l i n e ’ ,
data : {

l a b e l s : [ ‘M’ , ’T’ , ’W’ , ’T’ , ’F ’ , ’S ’ , ’S ’ ] ,
da ta s e t s : [{

l a b e l : ‘ l abe l ’ ,
data : [ 1 2 , 19 , 3 , 17 , 6 , 3 , 7 ] ,
backgroundColor : ‘ ‘ rgba (153 , 255 , 51 , 0 . 4 )”
} , {
l a b e l : ‘ oranges ’ ,
data : [ 2 , 29 , 5 , 5 , 2 , 3 , 1 0 ] ,
backgroundColor : ‘ ‘ rgba (255 , 153 , 0 , 0 . 4 )”
} ]
}

} ) ;

The techniques utilized in the Service Application can be reviewed as follow:

• Python 3 Programming Language.

• Django Framework.

• Impyute Missing Sensor Data Library

• Chart.js Library.

Figure 7.9 represents a screenshot of the data visualization process (a) Healthcare System
Online Service main screen (b) Data Visualization.
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Chapter 8

Conclusion

In this chapter, we conclude our research survey, the contribution made to the field.
Besides, future works are provided for further study and extension.

8.1 Concluding Remarks

We have solved the research objectives defined in Chapter as:

• Investigating and summarizing the existing knowledge and state-of-the-art technolo-
gies in the field.

• Provide an exhaustive understanding of the successful case studies on the IoT in
the healthcare context which is expected to be useful for further research.

• Identify the current problems of smart healthcare systems based on the view of
general system architecture. Besides, we will implement a smart healthcare system
which applies methodologies to solve the current issues of the field.

Among the abundant researchers regarding the potential and implementation of IoT
in healthcare already existed, this research gives a survey based on various aspects of
IoT-based healthcare systems from necessary collected data, sensors and communication
technologies, the preprocessing algorithms, the algorithms applied to applications and
the typical applications in the healthcare area. In addition, the research provides detailed
research progress concerning how the IoT can support healthcare. The technologies have
been compared with each other while the trend of methods has been illustrated in the
report. The discussion in Chapter 6 on several critical problems such as sensors data
problems, the accuracy of indoor location monitoring system and the system design is
expected to facilitate fundamental understanding for further studies in the field. Moreover,
the smart healthcare system was implemented, as a basic system that support future
research.
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• In Chapter 2, the necessary information needs to be collected in order to ensure the
quality of life, safety and well-being are identified. This information was classified
into Physiological information, the environmental aspects, indoor location informa-
tion. The role of each data in smart healthcare system was also discussed in detail.

• In Chapter 3, the advance in infrastructures and technologies has been reviewed.
Based on the necessary information needs to be collected detailed in Chapter 2,
the sensors have been organized into Physiological Sensors; Environmental Sensors
and Location Sensors. Technical detail of each type of sensor is explained in detail.
Moreover, the advantage of Body Area Network Architecture (BAN) in the smart
healthcare system is also described. Furthermore, wireless communication proto-
cols are compared with each other, which provide the comprehensive view for the
researchers in the task of determining Supporting Infrastructure and Technology for
their future research.

• The state-of-art of data preprocessing and data processing steps are sequentially
identified in Chapter 4 and Chapter 5. EM, KNNI and MI are the most well-known
data preprocessing step while Genetic Algorithm, Decision Tree and Support Vector
Machine are widely applied by the researcher in processing step for smart healthcare
application. The recent research also distinguished the promising ability of RNN
and LSTM for smart healthcare system. Besides, smart healthcare applications are
categorized into Pervasive Monitoring and Medical Informatics - Prediction appli-
cations. Data requirements, as well as technologies aspects of each application, are
addressed. Finally, industrial IoT applications in healthcare and smartphone apps
for general healthcare are detailed.

• Lack of standardization, missing sensor data, smart health platform, human in the
loop concept, indoor location accuracy and variety of other issues of the smart
healthcare system are identified in Chapter 6. Thanks to the discussion of this
Chapter, the researchers can have a comprehensive view of the current problems of
the field.

• In Chapter 7, we have implemented the smart healthcare system. By utilizing
various advanced technologies such as modern sensors, BLE, algorithms, Python
language, Nodejs language, this system promises to be a core for our further research
in smart healthcare system.
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8.2 Contributions

One of the benefits of this research project is that it draws from the existing smart
healthcare surveys. The current research have paid attention to each aspect of the field.
Hence, this research survey revisited these studies and contributed the comprehensive
smart health system by considering algorithms and implementation. Our research survey
reveals and insights the potential opportunities in the research line of smart healthcare
and its computing technologies. The main contributions of this survey will provide more
particurlaly benefits to whom interested in the smart healthcare area.

Through the survey, researchers, who are the target readers of this research, can get
enough understanding, save their time in searching articles and reduce repetitious work
for supporting the task of designing and developing the smart healthcare system. The
survey contributes by:

• Investigating and summarizing the existing knowledge and state-of-the-art technolo-
gies in the field.

• Presenting an overview of research conducted in different sectors of IoT-based health-
care system.

• Providing an extensive survey of IoT-based healthcare services and applications.

• Providing an exhaustive understanding of the successful case studies on the IoT in
the healthcare context which is expected to be useful for further research.

• Classifying existing IoT-based healthcare technologies ranging from sensors, net-
works, algorithms, applications and presenting a summary of each.

• Highlighting the most comprehensive recent compilation of IoT-based healthcare
projects and publications.

• Explaining in-depth insight into challenges and open issues that must be addressed
to make IoT-based healthcare technologies robust. Suggest solutions to tackle out
these challenges and open issues.

• Implementing a core system for smart healthcare. The physiological data collected
from the implemented system is expected to be valuable for the data scientists in
their future research.

For stakeholder such as doctors, nurses, caregivers, hospitals, pharmaceutical compa-
nies, who are new to IoT-based healthcare technologies, the research survey provides an
overview of the field as well as the encouraging potential of applying smart healthcare
in supporting the task of caregiving. Based on our implemented system, doctors, nurses,
and caregivers can remotely monitor real-time data of the patients. Hospitals can apply
IoT in the task of managing the victims while pharmaceutical companies can apply IoT
to reduce the medical cost.
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For healthcare manufacturers, a lack of standardization issues identified in the
research is expected to encourage the cooperation between healthcare manufacturers to
introduce the widely adopted standardization for IoT healthcare. This cooperation will
not only benefit the patients but also the healthcare manufacturer itself.

For family members, the implemented system in this research provides ability for
remote monitoring patient health. Besides, the extensive variety of healthcare applications
classified in the survey suggests family members a wide range of selection in healthcare
applications for the patient.

For patients, who are the end-user and also the one who gets the most benefit from the
research. The utilization of this survey benefits patient with better medical assistance,
shorten treatment time, lower medical costs and more satisfying health care services.

8.3 Future work

The vision of this research is building an Integrated Home-Based Healthcare Monitoring
System that can ensure wellness for the individual who is living inside the house. In this
system, the data collected by health sensors, environment sensors and location sensors will
be pre-processed and sent to the Smart Health Platform through the IoT gateway. The
Smart Health Platform not only stores the data but also controls the connectivity of device
and provides the APIs for the third-party application. The Smart Health Applications
can provide several safety applications such as fall detection and emergency assistance.

The proposed Home-Based Healthcare Monitoring System is consisting of three main
points:

• Firstly, we will deploy the sensors including personal health sensors, environment
sensors and the location sensors. Missing-data imputation is the major concern in
sensors deployments. Although Long short-term memory (LSTM), a kind of Re-
current Neural Networks, is applied to successfully solve many problems of time
series data such as speech recognition video summarization, music recognition; the
technology is quite new in the missing-data imputation field. Thanks to their ad-
vantages, the application of LSTM in the smart healthcare field promise to solve the
missing data imputation problem. The research at [110] presented the first study to
empirically evaluate the ability of LSTMs to recognize patterns in multivariate time
series of clinical measurements. Therefore, our research will apply LSTM with the
improvement methods such as Kalman filters to impute the missing data of sensors.

• Secondly, it is the Indoor Location Monitoring System. Starting by using a small
lightweight accelerometer and compass BLE sensor tags attached to the user’s cloth-
ing, we will develop a step detector to estimate the step and step’s length of the user.
The collected data by sensors will be pre-processed as the result of the first step.
Received signal strength indication (RSSI) data received from the wireless access
point can be used to identify the location of the human inside the house, however,
the accuracy is not high due to multipath fading, indoor shadowing and interference
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[111]. Therefore, we need to apply Monte Carlo or Kalman filter methods for con-
structing RSSI-based localization algorithms. Combine the output of step detector
and RSSI estimated location, we can define the location of the human inside the
house. The performance of the proposed method is tested using K-Nearest Neigh-
bors, Decision Tree, Random Forest and Support Vector Machine classifiers to get
the higher accuracy.

• Finally, it is the Smart Health Platform. Apache Hadoop software library is a
framework that allows for the distributed processing of large data sets across clusters
of computers using simple programming models. It is designed to scale up from
single servers to thousands of machines, each offering local computation and storage.
Therefore, we will apply Apache Hadoop in the data storage layer. The proposed
Smart Health Platform provide the connectivity and device management methods,
especially we will build the APIs that can allow the third-party application easy to
implement in our system.

For exploring and evaluating our proposed Integrated Home-Based Healthcare System,
we will develop several applications for ensuring the safety such as fall detection and
emergency assistance inside the house. The application will be based on the high-quality
data collected by sensors, the estimated location of the human inside the house. The
performance result of each step will be compared with previous experiments.
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Appendix A

Review Selected Indoor Location
Systems

A.1 CASAS: A Smart Home in a Box [112]

Strength Weakness

Simple, small, easy to implement Just collect the environment features
CASAS-AR learns an activity model
based on training data from multiple
smart home sites and thus generalize

for an application to new smart
home with no training data

The battery life of sensors is short.

Table A.1: Strength and Weakness of the research

“Smart home in a box” which is a lightweight smart home design that is easy to install
and provides SH capabilities out of the box with no customization or training needed.

In the architecture of CASAS, the physical layer contains hardware (sensors, actu-
ators) which communicates with each other by ZigBee Wireless. Every component of
the CASAS communicates via a XMPP bridge to the Publish/subscribe manager. The
CASAS architecture uses lightweight APIs, therefore it is easily maintained.

All the CASAS components fit into a single small box. They can install a new smart
home in just two hours and remove the equipment in 30 minutes.

For the activity recognition, CASAS use the software called AR which implement the
Support Vector Machine (SVM) method. AR provides the learning problem as one of
mapping the sequence of the k most recent sensor events to a label indicating the activity
corresponding to the most recent event in the sequence. For example, the sequence of
sensor events consisting of

2011-06-15 03:38:23.271939 BedMotionSensor ON
2011-06-15 03:38:28.212060 BedMotionSensor ON
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2011-06-15 03:38:29.213955 BedMotionSensor ON
could be mapped to a Sleep activity label.
For the activity discovery for unlabeled data, they use the unsupervised learning algo-

rithm.

Figure A.1: CASAS smart home components.
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A.2 Smartphone-Based Real-Time Indoor Location

Tracking With 1-m Precision [113]

Problem: The actual identification of activities is often difficult as the accuracy of
existing indoor tracking sensors and the corresponding analysis software is still in its
infancy. Indoor Movement tracking is not always easy to accurately detect, especially in
the smart health field.

Goals: to develop a lower cost, reduced intrusiveness, and higher mobility, deployability,
and portability localization system that can identify a patient’s real-time location in a
home environment with maximum estimation error of 2 m at a 95% confidence level.

Background: Many studies have been done to estimate the step and location inside
the house. For example, the average distance estimation error for their indoor 16-step
straight-line walking experiments was 5.5% with a maximum error of 2.05 m with the
combination of using smartphone and the map of the floor. Some studies even used two
smartphones at one time for tracking location which is not only drain a smartphone’s
battery but also impractical. Some studies could achieve an overall estimation error of
about 2 m. There is a need of a lightweight but accurate localization algorithm suitable
for execution in a smartphone, avoid adopting detailed wireless signal maps, as well as
excessive hardware installations.

Technical Aspect: First develop a step detector using the accelerometer and compass
of an iPhone 5, then create a radio-based localization subsystem using a Kalman filter
and signal strength indication (RSSI) data received from three triangular deployed BLE
sensors (i.e., TI SensorTags) to estimate the location and movement of a tracked target
who held a User Agent in their hand and walked around a small concrete-walled office (9
m x 6 m). The three BLE sensors (denoted as S0, S1, and S2) were placed against three
different walls of the office at 1.1 m height from the floor.

For evaluation, the four mechanisms step detection, maximum-likelihood estimation,
follow-step-detection, and tight-coupling sensor fusion, were implemented to track the
user’s real-time movement. With both the maximum estimation error well under 2 m and
an average estimation error of 0.47 m for the proposed mechanism - step detection (and
0.56 m for tight-coupling sensor fusion mechanism) achieved the highest accuracy.

Result: The study has presented a proof-of-concept localization system for real-time
indoor patient movement pattern telemonitoring with high accuracy.

Strength: What makes this research so compelling is the fact that only one form of
sensor data was used, which opens the possibility of further improvements by combining
sensor technologies. In fact, the authors plan to extend this work by adding other sensor
data from force sensitive resistors around the location but this could easily be extended
further with Wi-Fi, IR, sound, and video data. This work was part of a larger project to
implement a patient telemonitoring solution.

Weakness: use the phone sensor, therefore the patient needs to carry the phone anytime.
It can be improved by using a small lightweight sensor tag (e.g., TI SensorTag with on-
board inertial sensors) attached to the user’s clothing to minimize the intrusiveness.
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Appendix B

A Study on RNN and LSTM
Algorithm for Smart Healthcare
System

B.1 Overview

Nowadays, sequences are everywhere in our world. They are not only speech of actions
in videos, video summarization, music recognition but also forecasting like weather, mar-
kets and politics. Furthermore, physiological data collected by sensors is time series data,
a special case of sequential data where sequence is based on time. Since Feed-Forward
Neural Network shows their limitation of dealing with sequences, we need a new kind
of machine learning algorithm or a new neural network that can learn sequences. This
kind of neural network must be able to remember the past, especially pay attention to
the important parts of the past. Recurrent neural networks or RNN (Rumelhart et al.,
1986a) are family of neural network that have shown great promise in many NLP tasks,
mainly for processing sequential data. In this research, based on WildML’s RNN tutorial
[114], Machine Learning by Andrew Ng [115] and Neural Networks for Machine Learning
by Geoffrey Hinton [116], we will review the architecture and learn how to train RNN,
come up with the vanishing and exploding gradient problem of RNN which can be solved
by LSTM, a special kind of RNN. Besides, the Google’s Tensorflow Framework, one of
the well-known libraries supporting RNN and LSTM will be introduced. Finally, the
advantages of applying RNN and LSTM in smart healthcare field are clearly explored.

B.2 Feed-Forward Neural Network

In Feed-Forward Neural Network which is a simple type of Neural Network architecture,
we have layers’ structure where the output of one layer is being fed as the input to the
following layer and each unit does a relatively straightforward computation. It takes the
input x multiplies by a weight W, performs a sum with bias b and then passes all through
an activation function g to yield the output y :
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yi = g(
∑
j

Wijxi + bi) (B.1)

Figure B.1: Feed-Forward Neural Network

The above structure can also be converted into vector notation structure:

Figure B.2: Feed-Forward Neural Network by vector notation

We take the output from the previous layer yk−1 multiply by weight matrix W, add a
bias b and then pass all of this through an activation function g to yield the output vector
yk. The function (1) becomes:

yk = g(
∑
j

Wyk−1 + bk) (B.2)

To measure of ”how good” a neural network did with its given training sample and the
expected output, we use cost function C(output, truth). A cost function takes two vectors
output and truth as the input and returns the distance how far is the output away from
our desired ground truth. We want to be able to adjust our weights such that the output
vector looks exactly like the ground truth. We take this cost and pass it back through
the network and obtain for each weight element ∆W which is a gradient that tells us well
how are we going to adjust the weight in order to decrease the cost. An algorithm called
back propagation can compute these gradients.
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We want to compute the derivative ∂C
∂W ∗ to adjust the weights to decrease the cost. This

derivation tells us how quickly the cost changes when we change the weight or bias.

C(y, truth) = C(g(
∑
j

Wijxi + bi)) (B.3)

If
∑

j Wijxi + bi = a(Wijxi)
We have
C(y, truth) = C(g(a(Wijxi)))
Therefore, we have

∂C

∂W ∗ =
∂C

∂g
.
∂g

∂a
.
∂a

∂W ∗ (B.4)

One of the problems in Feed-Forward Neural Network is that we have to fix the length
of the input layer. The input layer size is fixed to the size of the input for example size of
an image must be 28 by 28 pixels across all the different training examples. However, in
many cases especially for sequence data, the length of the input sequences can vary from
example to example up to almost an order of magnitude. The other problem of Feed-
Forward Neural Network is the problem of independence. In a traditional neural network,
we assume that all inputs and outputs are independent of each other, for example, the
different training examples such as images are independent of each other. However, many
tasks show that it is not the good idea for independence. If we want to predict the next
word in a sentence we better know which words came before it. Therefore, researchers
introduce the new technology to make use of sequential information called Recurrent
Neural Networks (RNNs).

B.3 Recurrent Neural Networks (RNNs)

Recurrent Neural Networks or RNNs are the families of neural network for processing
sequential data. Recurrent Neural Networks have a ”memory” which captures information
about what has been calculated so far and execute the same task for every element of a
sequence, with the output being depended on the previous computations.
Many researchers have taken advantage of RNN to earn great success in many NLP tasks
from Language Modeling and Generating Text, Machine Translation, Speech Recognition
to Generating Image Description. However, these powerful sequence models do not enjoy
widespread use because it is extremely difficult to train them properly.

RNN can not only learn the local and long term temporal dependencies in the data but
can also accommodate input sequences of variable lengths.
A recurrent neural network at time t it takes input as xt multiplies by a weight matrix
U and then this unit is passed as the input of the unit at time t+1. In this structure,
st, which is calculated based on the previous hidden state and the input at the current
step, becomes the memory of the network. st need the activation function to transform
the inputs of the layer into the outputs. To fit nonlinear hypotheses, tanh, the sigmoid
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Figure B.3: A recurrent neural network and the unfolding in time of the computation
involved in its forward computation. [114]

Table B.1: The notations have been used in this report

Neural layer Description
xt The input value at time step t.
st The hidden state at time step t.
ot The output value.
b, c Bias vectors along with weight matrices U, V

and W.
U The weight matrix from input layer to hidden

layer.
W The weight matrix from previous hidden layer

to the hidden layer
V The weight matrix from hidden layer to out-

put layer.

function or ReLUs are one of the most common activation functions that have been used.
Because of the derivate of tanh can be computed easily by using the original value that
(tanhx)′ = 1− tanh2x, we will use tanh as the activation function for st.
For the activation function of the output layer, we can use the softmax function as it
is the simply way to convert raw scores, probabilities and its generalization to multiple
classes.
Forward propagation can start with a specification of the initial state s(0). Then for t = 1
to t = τ , we apply the following update equations:

st = tanh(Uxt +Wst−1) (B.5)

ŷ = softmax(V st) (B.6)
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The RNN computes a sequence of hidden states st and a sequence of outputs ŷt by the
following key steps: We need a loss function L to measure the errors to train our network.

for t from 1 to τ :

1. Compute hidden activations of time t with current input and hidden acti-
vations for (t-1).

2. For all j in the output units compute the netj (dot product of V with st).

3. Apply the softmax function on the netj and get the probability distribution
for time t.

The final goal is find the parameter U, V and W that can minimize L for our training
data.
During back-propagation training, depending on the target values, the output node values
should be either 1.0 or 0.0. When we apply Mean Squared Error (MSE), the gradient
contains a term of (output) * (1 – output). As the computed output gets closer and closer
to either 0.0 or 1.0, the value of (output) * (1 – output) gets smaller and smaller into 0.
However, when we use Cross-entropy error, there is not a term (output) * (1 – output)
in the formula. The weight changes do not get smaller and smaller and so training is not
likely to stall out. Therefore, cross entropy loss is the most common choice for the loss
function.

L(y, ŷ) = − 1

N

∑
t

ytlogŷt (B.7)

For computational straightforwardness later, we define:

Et = −ytlogŷt
= −ytilogŷti

(B.8)

A gradient-based technique for training certain types of recurrent neural networks are
Backpropagation through time (BPTT). The key steps of Backpropagation through time
are: To understand how can we calculate the gradient, we should look on the very basic
math concept called Einstein Summation which is useful for dealing with the chain rule
and matrix derivatives. For example, suppose we have a function f(x, y) where x, y ∈ RN

and x, y are functions of r ∈ R, x = x(r) and y = y(r). Then,

∂f

∂r
=

∂f

∂xi

∂xi
∂r

+
∂f

∂yj

∂yj
∂r

(B.9)

U, V and W are the parameter of RNN that need to compute the gradient of loss function
[3].
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for t from 1 to τ :

1. Compute the delta at the output.

2. Compute ∆wji where w is the (softmax) weight matrix W S.

3. Determine the bias terms.

4. Backpropagate and compute delta for hidden layer.

5. Compute the updates to weight matrix V and W.

6. Perform BPTT by computing the error to be propagated to the previous
layer.

B.3.1 V

The parameter V is present only in the function ŷ. If qt = V st, we have:

∂Et

∂Vij
=

∂Et

∂ŷtk

∂ŷtk
∂qtl

∂qtl
∂Vjk

(B.10)

From (B.8), we have:

∂Et

∂ŷtk
= − ytk

ŷtk
(B.11)

From (B.6), ŷ is the sigmoid function, therefore,

∂ŷtk
∂qtl

=

{
−σ(qt)kσ(qt)l, k 6= l

σ(qt))k(1− σ(qt)k), k = l

=

{
−ŷtk ŷtl , k 6= l

ŷtk(1− ŷtk), k = l

(B.12)

Putting (B.11) and (B.12), together give us a sum over all values of k to calculate ∂Et

∂qtl
:

−ytl
ŷtl

(
ŷtl (1− ŷtl) +

∑
k 6=l

(
−ytk
ŷtk

)
(−ŷtk ŷtl)

)
= −ytl + ytl ŷtl +

∑
k 6=l

ytk ŷtl

= −ytl + ŷtl
∑
k

ytk

(B.13)

If yt are are all one-hot vector, then
∑

k ytk = 1, then

∂Et

∂qtl
= −ytl + ŷtl (B.14)
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We have qt = V st, so qtl = Vlmstm , then

∂qtl
∂Vij

=
∂(Vlmstm)

∂Vij

= δilδjmstm
= δilstj

(B.15)

Therefore, from (B.14) and (B.16), we have:

∂Et

∂Vij
= (−ytl + ŷtl)stj

= (− ytl + ŷtl)
⊗

st

(B.16)

where
⊗

is the outer product.

B.3.2 W

The parameter W is present in the function ŷ and st. From (B.5), let zt = Uxt +Wst−1
then st = tanh(zt).

∂Et

∂Wij

=
∂Et

∂ŷtk

∂ŷtk
∂qtl

∂qtl
∂stm

∂stm
∂Wij

(B.17)

We have

∂qtl
∂stm

=
∂(Vlbstb)

∂stm
= Vlbδbm

= Vlm

(B.18)

Since there is an implicit dependence of st on Wij through st−1, therefore we have:

∂stm
∂Wij

→ ∂stm
∂Wij

+
∂stm
∂st−1n

∂st−1n
∂Wij

(B.19)

It is also clear that on RNN, st−1 depends on st−2, this process continues until we reach
s-1, which is an initialized to a vector of zero. The equation (B.19), can be rolled as

∂stm
∂Wij

→ ∂stm
∂Wij

+
∂stm
∂st−1n

∂st−1n
∂Wij

+
∂stm
∂st−1n

∂st−1n
∂st−2p

∂st−2p
∂Wij

(B.20)

∂stm
∂Wij

=
∂stm
∂srn

∂srn
∂Wij

=
t∑

r=0

∂stm
∂srn

∂srn
∂Wij

(B.21)

Combine all above together yields:

∂Et

∂Wij

= (− ytl + ŷtl)Vlm

t∑
r=0

∂stm
∂srn

∂srn
∂Wij

(B.22)
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Figure B.4: Example in case of 3 layers, W is used in every step up to the output we care
about, we need to backpropagate gradients from t = 3 through the network all the way
to t = 0. [114]

B.3.3 U

The task of computing the gradient of U is similar to doing it for W because they are
both present in the function y and st. Since the value of ∂srn

∂Uij
and ∂srn

∂Vij
are different, U

and W are different.

∂Et

∂Uij

=
∂Et

∂ŷtk

∂ŷtk
∂qtl

∂qtl
∂stm

∂stm
∂Uij

(B.23)

∂Et

∂Uij

= (− ytl + ŷtl)Vlm

t∑
r=0

∂stm
∂srn

∂srn
∂Uij

(B.24)

B.4 The vanishing and exploding gradients problem

of RNNs

For many years, researchers found that they could never be able to train the RNNs over
long time periods. For example, from the equation (B.17) and in case the gradient of E3:

∂E3

∂W
=

3∑
k=0

∂E3

∂ŷ3

∂ŷ3
∂q3

∂q3
∂sk

∂stk
∂W

(B.25)

We can see that s3 = tanh(Uxt + Ws2) depends on s2, which depends on W and s1,
so on. Therefore, to compute gradient we have to back propagate all the way to time T
equals zero across for every single time step. For example, we have a recurrent neural
network trained on a long sequence around 100 time steps. To calculate the derivative
at the hundredth time step we have to multiply a bunch of derivatives all the way back
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Figure B.5: Memory cells of LSTM

to t equals zero in order to properly capture the influence of the weight matrix W. The
magnitude of the update is going to scale with the size of these weight matrices because
we are multiplying all these derivatives repeatedly. In the case that the weights are small,
the gradients will shrink and become exponentially small to zero. This is the vanishing
problem, the state at zero gradient steps end up not learning long-range dependencies.
Similarly, if the weights are big, we could get exploding instead of vanishing gradient
which means the gradients will get huge and wipe out all our knowledge. That is called
the exploding gradient problem. It seems like that good initial weight can be the idea
for solving the problem. However, a good initial weight matrix is just can reduce the
effect of vanishing and exploding gradients. It is hard to detect the dependency of the
current output or an input from many time-steps ago. RNNs have difficulty dealing with
long-range dependencies. The derivative of ReLU is a constant of either 0 or 1, the
using of ReLU becomes a more preferred solution instead of tanh or sigmoid activation
function. The most common approach is to use some of these other architectures that
are still recurrent neural networks however have been especially designed to combat this
vanishing gradient problem. It is Long Short-Term Memory (LSTM).

B.5 Long Short-Term Memory (LSTM)

Long Short-Term Memory (LSTM) was first introduced in 1997 by Hochreiter and
Schmidhuber [4] in in an effort to solve the problem of getting a recurring neural network
to remember things for a long time. The core of a LSTM model is very simple with
a memory cell C that has a recurrent weight with itself of 1. This memory cell C is
simply taking its input from the previous time step and then copy it over to the next time
step. By designing a memory cell that used logistic and linear units with multiplicative
interactions, the LSTM could remember things for hundreds of time steps. In LSTM,
instead of propagating through directly from one neuron to the next which cause the
problem of vanishing gradient, the state go through the structure called gates. Gates
are use to protect and control the cell state. Only if a logistic gate is turned on, the
information can gets into the memory cell. The sigmoid function at the gate produces the
values between 0 and 1, which describe how much the information can get through that
gate. A value 0 mean that ”nothing can get through” while 1 mean ”anything can get
through”. There are three of these gates in an LSTM which all have the same dimensions
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Figure B.6: The repeating module in an LSTM contains four interacting layers.

ds (the size of the hidden state), they are forget f, input i and output o gate layers. The
input gate defines how much of the newly computed state for the current input can be
get through. The forget gate decide what information can be throwed away from the cell
state. The output gate defines how much of the internal state we want to expose to the
external network (higher layers and the next time step). Table B.2 describes step by step
of LSTM Algorithm describes the step by step procedure of LSTM Algorithm.
By changing the value of f, i and o, LSTM can control the amount of information to get
into the next layer as well as the dependency on individual inputs. They forget gate f is
the key value for this architecture. If the forget gate is on (f is close to 1.0), the gradient
does not vanish. Because f is never larger than 1.0, the gradient can not explore either.
Therefore, LSTM can help prevent the vanishing and exploding gradient problems in a
recurrent neural network.

Example of LSTM: Suppose we have a memory cell that have one unit and it can
only take the value of 0 or 1 to denote the gender of a speaker in the text. Such as when
the input is Tim that indicates a contextual change in the gender of the speaker. We first
multiply the memory cell by 0 in order to flush everything that came before and then
input a 1 into the memory cell to indicate that this is a male speaker for the next time
step. This can be important for a predictive model because if the input is “Tim ran to”,
we want to use the fact that the speaker is currently male in order to output the correct
prediction which is “his”. When the model hits a input such as Sally it will want to then
again flush the memory cell and write in a new value to reflect the speaker.
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B.6 Tensorflow

B.6.1 Overview

Tensorflow is a library which was developed by Google Brain Team. Originally created
for tasks that require heavy numerical computations, TensorFlow was geared towards the
problem of machine learning, and especially deep neural networks. Since it was released
as an open-source package under the Apache 2.0 license in November 2015, Tensorflow
has become one of the most popular machine learning library.
The main idea behind TensorFlow is that the numeric computation is expressed as a
computational graph or directed graph which has two basic units: graph nodes and graph
edges. Graph nodes are functions/computations which have any number of inputs and
outputs while graph edges are numbers, matrices or tensors which flow between nodes.
Tensors are the standard way of representing data in Tensorflow. In practice we can
simply define the tensors as n-dimensional matrix. Therefore, a 2 dimensional tensor is
the same as a standard matrix. The advantage of using flow graphs as the backbone of
deep learning framework is that it allows to build complex models in terms of small and
simple operations. TensorFlow offers several advantages for an application. Thanks to a

Figure B.7: Tensorflow Data flow graph example.

C C++ backend, TensorFlow is able to run faster than pure Python code. It provides
both a Python and a C++ API. However, the Python API is more complete and it’s
generally easier to use. TensorFlow also has great compilation times in comparison to the
alternative deep learning libraries. And it supports CPUs, GPUs, and even distributed
processing in a cluster.

B.6.2 Install Tensorflow

Before getting started to exploiting Tensorflow, we need to install Tensorflow on the
machine. Fortunately, there is a full, step-by-step tutorial to installing TensorFlow onto
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Step Model Description

1

At the first step, forget gate layer
looks at ht−1 and xt to output the
number between 0 and 1 for each
number in the previous cell state.
ft = (Wf • [ht−1, xt] + bf )

2

In the next step, the sigmoid
layer called the input gate will
define the values to update:
it = δ(Wf • [ht−1, xt] + bi)
After that, the tanh layer add a
vector of new values t to the C̃t state:
C̃t = tanh(WC•[ht−1, xt]+bC) Then,
we can define which new information
is going to store in the cell state.

3

In this step, we multiply the old
state by ft to forget which have
been decided before. Then we
add the new prospect values it ∗ C̃t

which scaled how much have been
decided to update the state value.
At this step, we can update the
cell state Ct−1 into cell state Ct.
Ct = ft ∗ Ct−1 + it ∗ C̃t

4

Finally, we run the sigmoid func-
tion to decide which part of the
cell state can be outputted, then
we put that cell state to tanh func-
tion and multiply it by the output
of sigmoid gate. As the result, we
have the output to the next layer.
ot = (Wf • [ht−1, xt] + bo)
ht = ot ∗ tanh(Ct))

Table B.2: Step by step of LSTM Algorithm.
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Figure B.8: Tensorflow Architechture. [120]

Linux, Mac OS and even Windows computers on Tensorflow official website [120]. On the
scope of this research, we will implement the installation of Tensorflow on Linux environ-
ment by using virtualenv, a tool to create isolated Python environments. A folder which
contains all the necessary executables to use the packages that a Python project would
need will be created by virtualenv. During the installation process, not only TensorFlow
but also all the packages that TensorFlow requires will be installed.

1. Install pip and virtualenv by issuing one of the following commands:

$ i n s t a l l python−pip python−dev python−v i r t u a l e n v
# f o r Python 2 .7
$ sudo apt−get i n s t a l l python3−pip python3−dev

python−v i r t u a l e n v
# f o r Python 3 . n

2. Create a virtualenv environment

$ v i r t u a l e n v −−system−s i t e−packages t a r g e t D i r e c t o r y
# f o r Python 2 .7
$ v i r t u a l e n v −−system−s i t e−packages −p python3

t a r g e t D i r e c t o r y
# f o r Python 3 . n

3. Activate the virtualenv environment

$ source ˜/ t en so r f l ow / bin / a c t i v a t e
# bash , sh , ksh , or zsh
$ source ˜/ t en so r f l ow / bin / a c t i v a t e . csh
# csh or tcsh
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4. Install TensorFlow in the active virtualenv environment

( t en so r f l ow ) $ pip i n s t a l l −−upgrade t en so r f l ow
# f o r Python 2 .7
( t en so r f l ow ) $ pip3 i n s t a l l −−upgrade t en so r f l ow
# f o r Python 3 . n
( t en so r f l ow ) $ pip i n s t a l l −−upgrade tensor f l ow−gpu
# f o r Python 2 .7 and GPU
( t en so r f l ow ) $ pip3 i n s t a l l −−upgrade tensor f l ow−gpu
# f o r Python 3 . n and GPU

5. For testing TensorFlow Installation, we can use the command

$ python
# Python
import t en so r f l ow as t f
h e l l o = t f . constant ( ’ Hel lo , TensorFlow ! ’ )
s e s s = t f . S e s s i on ( )
p r i n t ( s e s s . run ( h e l l o ) )

The output of the script should be

Hel lo , TensorFlow !

TensorFlow has been successfull installed on the system.

B.7 Conclusions and future works

In this report, we have finished a fundamental reason that is learning and researching
about the architecture of RNN, especially the vanishing and exploding gradients problem
of RNNs which leading to the need of LSTM. By using the special structure called cell,
LSTM has shown its great success in long term learning algorithm. Moreover, we learnt
about TensorFlow Framework and understood the runnable application based on Tensor-
Flow. For the future works, which the basic understanding about RNN, LSTM, we will
try to implement as a part of research topic ”An Integrated Home-Based Health Care
System”.

In spite of the fact that the technology has been developed through time, there are
still distance between the readings and the actual values of measuring parameters. Some
researches show that although the advanced technology may perform well when tried
in a controlled situation, it failed to get accuracy when apply in the real-life scenarios
[121]. There are several reasons behind this uncertainty including internal inaccuracies
of sensor operation, the effect of human activ- ity in sensor deployment locations and
the impact of biological fouling upon the sensors over time [122]. The research at [123]
showed that problems with more than 5% of missing samples may require sophisticated
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handling methods. Therefore, along with power consumption, context awareness, security,
patient comfortable, the quality of monitoring data become a major concern in sensors
deployments of the health monitoring systems. Many techniques were applied to collect
high quality data, however in some studies, data was collected just in short period of time
or need data quality was substandard.

Although LSTM is applied to successfully solve many problems of time series data such
as speech recognition video summarization, music recognition; the technology is quite new
in the missing-data imputation field. The research at [124] presented the first study to
empirically evaluate the ability of LSTMs to recognize patterns in multivariate time series
of clinical measurements. Therefore, it shows a great ability of applying LSTM with the
improvement methods such as Kalman filters to impute the missing data of sensors in
smart healthcare field.
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