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Abstract

In terms of human-computer interaction (HCI), synthesized speech has burgeoned at a rapid rate

in recent years to fulfill demands for daily speech communication. Natural sounding synthetic speech

with only linguistic information is currently used in modern applications such as text to speech sys-

tems (TTS), navigation systems, robotic assistants, story teller systems and speech to speech translation

systems (S2ST). Information conveyed by speech should be summarized through linguistic information,

paralinguistic information as well as nonlinguistic information. Synthesized speech with only linguistic

information cannot encompass all of these factors. Therefore, emotional synthesized speech that allows

communication of nonlinguistic information is increasingly required. Emotions, ranging from an under-

lying emotional state to full-blown emotions, contribute substantially to the acoustic manifestation of

the spoken language. In order to incorporate emotions to neutral TTS synthesized speech, an emotional

voice conversion system which can convert the neutral speech to emotional one is necessary to cope with.

Previous prevalent methods concerned with emotional voice conversion systems mainly used statistical

approach such as Gaussian mixture models, deep neural network, or neural network method. They mainly

utilized some simple discrete labels such as joy, sad, anger to represent emotion. However, humans have

ability to express mild emotion such as a little bit joy or very joy which is a continuum of non-extreme

states. This means statistical approaches need large parallel linguistic database of affective voices with

a continuum of non-extreme affective states which is a costly and impossible problem. Little attention

is paid on controlling the emotional degree in a continuous scale in previous studies. A rule-based voice

conversion technique which can obtain variation tendencies of acoustic features with a limited database

is utilized in this research.

When modeling continuous controllable degrees of emotional synthetic speech, two primary problems

are firstly needed to be considered. The first one is how to describe emotions and another problem is

how to model emotion perception process of human beings.

In the literature, there are many descriptive systems for emotions. The most straightforward descrip-

tion is the utilization of emotion-denoting words or category labels called emotion category. Emotions in

daily speech communication are highly diverse. Many human-machine dialogues need machines to express

mild and non-extreme emotional states. Therefore, an emotion dimensional approach which satisfies the

requirement to express a range from low-intensity to high intensity states is appropriate for representing

a continuum of non-extreme emotional states for controlling the degree of emotion. In this research, two

dimensions arousal (synonymous to activation and activity) and valence (synonymous to evaluation) are

used for emotional speech conversion based on the database we have.

Another problem related to emotion conversion is modeling the process of expression and perception

of emotion by human beings. Many researchers based their theory and research on a modified version of

the Brunswik’s functional lens model of perception. Huang and Akagi proposed a three-layered model

for expressive speech perception with emotion (listener attributions) at the top layer, semantic primtives

(proximal percepts) at the middle layer, and acoustic feature (distal indicators) at the bottom layer. They

assumed that humans perceive emotion not directly from acoustic features, but semantic primitives, such

as fast, bright, and so on also play important roles. The three-layered model had already been applied by

many researchers in the emotion recognition area. In this research, we assume that the human production

of emotion follows the opposite direction of human perception. This means the encoding process of the
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speaker is the inverse process of the decoding of the listener. In that case, an inverse three-layered model

is employed as the structure between emotion and acoustic feature.

The related acoustic features to each dimension are investigated as applied to emotional speech

synthesis. Subjects are asked to evaluate the synthesized speech, the specific acoustic features of which,

such as F0, have been replaced by the F0 from the emotional speech but leaving the other acoustic features

of the neutral speech. We concluded that both the F0 trajectory and spectral sequence are important to

emotion conversion. The power envelope and duration show little influence on the valence axes. In this

research, we focused more on the prosody-related features such as duration, F0 and power envelope.

In order to control the emotion degree in dimensional space using the inverse three-layered model,

an emotion conversion system was proposed with two inputs (positions in dimensional space and neutral

speech) and two steps (rule extraction and rule application). In the first step, the rules between acoustic

feature variations of neutral and emotional ones can be extracted using a fuzzy inference system. The

inverse three-layered model is set as the structure between emotion dimension and acoustic features with

emotion dimension as the bottom layer, semantic primitive layer in the middle and acoustic features layer

at the top. The second step is to apply the rule-based voice conversion method to modify the acoustic

features of neutral speech to emotional ones following the rules extracted from the first step. It is widely

understood that emotion is conveyed by means of a number of prosodic parameters such as voice quality

and speech rate as well as fundamental frequency. In this step, some essential prosody features such as

duration, F0 contour and power envelope are parameterized by an interpolation method, Fujisaki model

and target prediction model. Then the modified acoustic features are synthesized using STRAIGHT.

Perceptual evaluation results in V-A space show that the synthesized speech of joyful, sad and cold angry

emotion can be perceived well, including the category and the degree, although the perceived degree is

decreased compared to the desired values. For hot anger emotion, since the spectral modification was

not conducted, the synthesized speech of hot anger is perceived as a joyful emotion.

Commonalities and differences of human perception for perceiving emotions in speech among dif-

ferent languages in dimensional space have been investigated in Han et al., 2016. Results show that

human perception for different languages is identical in dimensional space. According to this result, we

assume that, given the same direction in dimensional space, we can convert the neutral voices in multiple

languages to emotional ones with the same impression of emotion. It means that the emotion conversion

system could work for other languages even if it is trained with a databases in one language. We try

to convert neutral speech in two different languages, English and Chinese using an emotion conversion

system trained with Japanese database. We find that all converted voices can convey the same impression

as Japanese voices. On the case, we can make a conclusion that given the same direction in dimensional

space, the synthesized speech among multiple language can convey the same impression of emotion. In a

word, the Japanese emotion conversion system is compatible to other languages.

In conclusion, this research proposed a method for emotional voice conversion with degree contin-

uously controllable using dimensional representation following human emotion production mechanism.

Perception results show that the synthesized stimuli can be perceived with the same tendency as in-

tended in dimension space except hot anger. Neutral voices in other languages were directly inputted

into the system without training, and perception results show that the conversion system built in one

language is capable for other languages without training. The emotional navigation systems, robotic

assistants and S2ST system will bring an intelligent HCI and enormous promotion in human life quality.

As this system enables to convert the input neutral speech from any target speaker in any language

without training, it can reduce an amount of cost and make the emotional TTS applicable. And this

will give a big progress in the field of emotional voice conversion. The emotional navigation systems,

robotic assistants and S2ST system will bring an intelligent human computer interface HCI and enormous

promotion in human life quality.
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Keywords: Emotional voice conversion, rule-based speech synthesis, emotion dimension, three-layered
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Chapter 1

General introduction

1.1 Research motivation

In terms of human-computer interaction (HCI), synthesized speech has burgeoned at a

rapid rate in recent years to fulfill the demand for daily speech communication. Natural

sounding synthetic speech with only linguistic information is currently used in modern

applications such as text to speech systems (TTS), navigation systems, robotic assistants,

storyteller systems and speech to speech translation systems (S2ST).

Fujisaki [1] proposed that information conveyed by speech should be summarized in

three parts:

• Linguistic information: which is discrete categorical information explicitly rep-

resented by the written language or uniquely inferred from context. Linguistic

information can be represented either explicitly by the written language, or can be

easily and uniquely inferred from context. It is discrete and categorical.

• Paralinguistic information: discrete and continuous information added by the

speaker to modify or supplement the linguistic information, such as emphasis, or

shades of meaning to what people say. For example, in one sentence “Tomorrow,

my sister will have an examination.” the speaker can put emphasis on “tomorrow”,

“my sister”, or “examination” which will express different intentions of the speaker.

Although the linguistic information is the same, the intention of the emphasis mean-

ing changes a lot. Paralinguistic information can be both discrete and continuous.

The intention of the speaker can be categorical such as assertion or question but
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on the other hand, when the degree of the category is considered, it can also be

continuous.

• Nonlinguistic information: information not generally controlled by the speaker,

such as the speaker's emotion, gender, age, etc although it is a fact that an actor can

control the emotion intentionally. These aspects are not directly to the paralinguistic

information or linguistic information. Nonlinguistic information can be discrete and

continuous which is the same as paralinguistic information.

Synthesized speech with only linguistic information cannot encompass all of these

factors, thus resulting in machine-liked speech sounds. Affective synthesized speech that

allows communication of nonlinguistic and paralinguistic information, such as affect and

intent, is increasingly required [2] [3] [4]. Affect is not restricted to emotion; for instance

[5] [6], there are social affective expressions, such as expression of politeness, sarcasm,

irritation, flirtation, etc., which may be more or less controllable. Emotions, ranging from

an underlying emotional state to full-blown emotions, contribute substantially to the

acoustic manifestation of the spoken language. Incorporate the expression of emotions

into the TTS synthetic speech can increase the affectiveness of the synthetic speech [7].

On the other hand, people in different countries have more and more aspiration to

communicate with each other although they have different mother languages. However,

it is impossible to have a conversation if a common language is not shared, that makes

a challenge to design a worldwide communication environment. One possible solution

to this challenge is to construct the S2ST that can convert a spoken utterance in one

language to that of another language [9] [10] [11] [12] [13].

As shown in Fig. 1.1 from the speech in language A, firstly the system recognizes

the linguistic information of the speech using an automatic speech recognition system

(ASR). Then a translations system (TS) is applied to translate the text from language

A to language B. Lastly, a TTS synthesizes the utterance in language B from the text.

Using S2ST, people with different mother languages can communicate with each other.

While conventional S2ST systems only consider linguistic information. Non-linguistic

information such as, emotional state conveyed by the source language is crucial to be

preserved and passed in daily life. Communication without emotions will become boring

and unrealistic. Therefore, in order to propose an affective S2ST system, an emotion
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Figure 1.1: The diagram of S2ST.

recognition system that can recognize emotional states from different languages utterance

and a system that can synthesize emotional speech in multiple languages are necessary

to be explored. This research focuses on synthesizing emotional speech and would like to

explore the possibility to apply the system trained with one language to others.

1.2 Research concept

When synthesis the emotion, three primary problems are to be considered; how to rep-

resent emotion; how to model the process of emotion perception and which method is

suitable to use for synthesizing emotional speech.

1.2.1 Representation of emotion

In the literature, there are many descriptive systems for emotion. The most straight-

forward description is the utilization of emotion-denoting words or category labels [14]

[15] [16] [17] [18] [19], called emotion category [20]. Also there are other less-well-known

methods, prototype descriptions [21], appraisal-based descriptions [22], the circumplex

model [23], physiological descriptions [24] and dimensional approaches [25] [50] [28].

Emotion in daily speech communication is highly diverse. All the above methods can

not cover all types of context, on that case, we should think about the requirement of the

daily application.

Many human-machine dialogues need machines to express mild and nonextreme emo-

tional states. Therefore, an emotion dimensional approach which satisfies the requirement
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to express a range from low-intensity to high-intensity states is appropriate for represent-

ing a continuum of non-extreme emotional states [25] for controlling the degree of emotion.

This research conducts two dimensions following the work of Schroder [25], arousal and

valence as the representation of emotion.

On that case, by moving the position in emotion dimensional space, the degree and

category of emotion can be changed freely.

1.2.2 Modeling the perception of emotions

Another problem is how to model emotion by human beings. Many researchers [29] [30]

[31] [32] base their theory and research on a modified version of the Brunswik’s functional

lens model [33] of perception. According to the model, as shown in Fig.1.2, a speaker

expresses his/her emotional state using “distal indicator values”, the acoustic features of

the speech signal. The listener, however, perceives “distal indicator values” as “proximal

percepts”, that is, the subjective parameters such as pitch, voice quality, etc. Lastly, the

listener uses “proximal percepts” to detect subjective attribution, that is emotion states.

Brunswik’s model suggests that the process of perception of emotion is multi-layered.

Huang and Akagi [34] as shown in Fig.1.3 proposed a three-layered model for expressive

speech perception based on the Brunswik’s model with emotion (listener attributions) at

the top layer, semantic primitives (proximal percepts) at the middle layer, and acoustic

feature (distal indicators) at the bottom layer. They assume that humans perceive emo-

tion not directly from acoustic features, but semantic primitives, such as fast, bright, and

so on also play important roles.

The three-layered model has already been applied by some researchers in the emotion

recognition area [48] [36]. In this research, we assume that the human production of

emotion follows the opposite direction of human perception. This means the encoding

process of the speaker is the inverse process of the decoding of the listener. Hence, an

inverse three-layered model is employed as the structure between emotion and acoustic

feature following the process of human emotion perception.
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Figure 1.3: Three-layered model [34].

1.2.3 Method for synthesizing emotional speech

In order to incorporate emotion into neutral speech, many previous researches con-

centrated on emotional speech synthesis which directly synthesizes emotional speech

waveform from the text, the emotional TTS. Prevalent emotional TTS mainly can be

concluded as four directions: concatenative approach [38] [39] [40], [41] statistical ap-

proach [44] [45] [42], articulatory speech synthesis [46] [58] [59] and rule-based speech

synthesis [56] [57].
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Figure 1.4: The concept of unit-selection in concatenative speech synthesis [137].

Concatenative speech synthesis

Concatenative speech synthesis such as unit-selection [38] [39] [40] [26] perceives segments

of natural speech and then piece them together to form the desired speech output using

target cost and concatenation cost as shown in Fig. 1.4. The best-synthesized speech

quality can be achieved by so-called unit-selection synthesizers.

However, the quality of all concatenative synthesized voices depends much on the

prerecorded database. The flexibility of modifying without a loss of quality is in limited

which will lead the inconvenient for synthesizing the emotional speech.

Statistical parametric speech synthesis

Contrary to directly select the actual utterances from the speech database, statistical

parametric speech synthesis has been popular over the last years. The main idea of the

statistical parametric method is to generate the inherent average properties of the similar
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Figure 1.5: The concept of statistical parametric speech synthesis [137].

set of speech segments as shown in Fig. 1.5.

Statistical based synthesized speech such as HMM-based or GMM-based was reported

to have the high intelligibility, the small footprint and low computation. However, the

quality of synthesized speech often suffered the buzziness and over-smoothed problem

which leads the low naturalness.

Articulatory speech synthesis

Neither the concatenative speech synthesizer nor the statistical parametric speech synthe-

sizer considers the speech production mechanism of human beings. This prompt another

speech synthesis direction, articulatory speech synthesis.

Articulatory synthesis directly simulates the principle of speech production based on

the source-filter model. It has the potential to produce all aspects of speech production.

However, speech production is a very complex process and not fully understood in every

detail.

Rule-based synthesis

Rule-based synthesis or formant synthesis [56] [57] applies acoustic-domain rules to con-

trol the formant synthesizer. The generated rules are related to fundamental frequency,

formant frequencies and parameters, etc. Advantages of rule-based synthesis are the flex-

ibility, the ability to generate smooth transitions between segments and the relatively

small training database.

Emotional voice conversion

The input of TTS system is text and the output is speech waveform. If the emotional

speech would like to be synthesized, the TTS system needed to be trained again which

20



means change the neutral database to the emotional one.

As this will reduce the effectiveness, some researchers proposed voice conversion (VC)

systems for emotional speech. This means, the synthesized neutral speech from conven-

tional TTS can be directly converted to the emotional one.

Previous methods for emotional voice conversion utilized a categorical approach to

express emotional states [7] for mono language.

One method is the piece-wise linear mapping using a probabilistic model, Gaussian

Mixture Models (GMM) [62] [63] [64] [65]. Kawanami [14] first applied GMM for spec-

trum transformation to emotion voice conversion. Tao [15] tested three different methods

for prosody conversion and found that GMM is suitable for a small database while a

classification and regression tree model will give better results if a large context-balanced

corpus can be obtained. Inanoglu [16] combined a Hidden Markov Model, GMM and F0

segment selection method for transforming F0, duration and short-term spectra in data-

driven emotion conversion when large amounts of parallel data are needed. Aihara [17]

improved the GMM-based emotional voice conversion for both voice quality and prosody

feature conversion.

As the conversion function GMM is sometimes optimized to minimize a total error,

excessively smoothed speech parameters are generated which will cause a muffled con-

verted speech. In that case, to solve the over-smoothed problems, some methods [62] such

as adding global variance [63] or modulation spectrum [64] to capture the over-smoothing

effect and partly maintain the parameters of the source speech by dynamic frequency

warping [65] have been proposed. However, the GMM method is a piece-wise linear map-

ping and human voice conversion is a non-linear one. Moreover, the GMM method is

difficult to apply for a continuum representation of emotion, as it can only obtain an

average in the statistical approach.

Non-linear methods such as Neutral Network (NN) [18] and Deep Neutral Network [19]

are prevalently utilized. But both NN and DNN methods need large databases for training

and it is a tough task to collect human responses to emotional voice.

On the other hand, a concatenative approach, like unit selection [66] [67] which selects

the target syllable contours from a database using a cost function sometimes can synthesize

emotional speech with good quality. But this approach also shares the problem of needing
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large parallel data and does not have the ability to generate new degrees of emotional

states not contained in the database.

Former studies [14] [16] [17] [18] [19] [66] [67] considered converting neutral speech to

simple categories of emotions such as joy, anger and sad. Tao tried to label the emotion

database using four degrees “strong,” “normal,” “weak,” “unlike” to each emotion cate-

gory [15]. However, daily social emotions conveyed by humans are mild and not purely

one emotion or another, but a mixture of emotions, e.g., anger and sad and fearful; they

can be described as a continuum of nonextreme states [25] [68]. So synthetic speech with

simple categories of emotions is not sufficient.

1.3 Research method

The research goal of this research is to propose one method to convert neutral speech

to emotional types with varying degrees following human emotional speech perception

mechanism. Rule-based emotional speech synthesis concept is applied in research as it

obtains variation tendencies of acoustic features with a limited database.

In this research, the voice conversion system for emotional speech is built with a

single speaker. In order to control the degree of emotion, the emotion dimension is

adopted to express the emotional state as a point in dimensional space so the degree can

be controlled by changing the position in the emotion dimension. This research mainly

focuses on prosody-related feature conversion. In the emotion conversion system as shown

in Fig.5.1, two inputs (intended position in dimensional space and neutral speech) and

two steps (rule extraction and rule application) are necessary. In the first step, the

rules between acoustic feature variations of neutral and emotional ones can be extracted

using a fuzzy inference system. The inverse three-layered model is set as the structure

between emotion dimension and acoustics with emotion dimension as the bottom layer, the

semantic primitive layer at the middle and acoustic layer at the top. As the emotional

experience is biologically based, these rules have the potential ability to be applied to

arbitrary speakers or languages.

The second step is to apply the rule-based voice conversion method to modify the

acoustic features of neutral speech to emotional ones following rules extracted from the

first step. It is widely understood that emotion is conveyed by means of a number of
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prosodic parameters such as voice quality and speech rate as well as fundamental frequency

[4] [7] [15].

In this step, some essential prosody features such as duration, F0 contour and power

envelope are parameterized by an interpolation method, Fujisaki model [69] [70] and

target prediction model [71]. Then the modified acoustic features are synthesized using

STRAIGHT [72], a VOCODER which can decompose speech signal into parameters so

as to precisely control and modify them. Fig.5.1 will be explained in detail in Section 5.

It is found that human perception of emotions in speeches in different languages is

identical in the dimensional space [88] [48]. Following this finding, we assume that, given

the same direction in dimensional space, the system can convert the neutral voices in

multiple languages to emotional ones with the same impression of emotion. It means that

even if the conversion system constructed for one language, it can also work for other

languages.

In order to explore the validity of this hypothesis, we utilize the emotional speech

conversion system constructed for Japanese to convert other languages such as English

and Chinese.

1.4 Research novelty

Firstly, conventional emotional speech synthesis or conversion system utilize the cate-

gorical approach to represent emotion which neglects the diversity of human emotion

production. This research firstly applies the dimensional approach to represent emotion

for the emotion conversion system so the degree of emotion can be controlled through

moving the positions in dimension space.

Secondly, the modified brunswikian’s lens model has been proposed many years which

indicated that the process of human emotion perception and production is multiple pro-

cesses. However the present speech synthesis system only considered the relationship

between acoustic and emotion. And the process of human emotion perception mechanism

is firstly considered in the speech conversion area by applying the inverse three-layered

model.

Lastly, in this research, multiple languages speech can be converted by using one

system without training which will make great convenient for global speech communication
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by using the rule-based method. And this system can control the emotion category and

degree freely without the limitation of the training database and training language which

is totally different from the conventional emotional speech synthesis method. And this

system will make a great progress in the emotion speech synthesis field.

1.5 Outline of thesis

This dissertation is constructed in seven chapters and is structured as follows.

Chapter 2 introduces the conceptual grounds of emotion dimension. Chapter 3 reviews

the three-layered model as the construction between emotion dimension and acoustic fea-

tures. Chapter 4 describes the listening tests done to obtain the relation between the

acoustic features and each emotion dimension. In Chapter 5, the structure of the emo-

tional voice conversion system is explained. Chapter 5.1 illustrates the extraction of the

prosody rules for emotional voice conversion using a fuzzy inference system. The prosody

conversion method is explained in Chapter 5.2, and Chapter 5.3 reports the perceptual

evaluation of the resulting emotion conversion system. Chapter 6 tries to extend the sys-

tem building in one language to multiple languages. Discussions on controlling spectral

sequence and other affect factor are made in Chapter 7. Lastly, the conclusion is made in

Chapter 8.

Figure 1.6 shows the organization of this dissertation.

Chapter 2 introduces the background knowledge of emotion dimension representation

methods. Firstly, the most frequently used representation approach, categorical represen-

tation is introduced. The advantage and shortcoming of this approach are explained.

Then the dimensional representation which can remedy the shortcoming of categorical

approach is introduced. In this research, arousal and valence, two dimensions are used

for representing emotion. Lastly, some other representation methods are also shown.

Chapter 3 gives an explanation of the Brunswik’s lens model which is the theory

foundation of the three-layered model. Then the concept of the three-layered model is

introduced. Lastly I proposed the inverse three-layered model for emotion production

which following the concept of Brunswik’s lens model.

Chapter 4 explored the related acoustic features to each emotion dimension from

the view of speech synthesize. Four important acoustic features, F0 contour, spectral se-
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quence, time duration and power envelope are replaced separately from neutral speech to

emotional one. Perception results in dimension space show that F0 and spectral sequence

give significant attribution to valence and arousal axis. Time duration and power enve-

lope make importance to arousal. This study considered controlling the prosody-related

acoustic features firstly.

Chapter 5 shows the structure of the emotional voice conversion system. Two in-

puts, position in dimension space and the neutral speech, and two parts, estimation and

modification parts consist of this system.

The acoustic differences between neutral and desired emotional speech are estimated

by the estimation part through the fuzzy inference system. The the differences are applied

to the intended converted neutral speech. Three acoustic features, F0, power envelope and

time duration are controlled by Fujisaki model, target prediction model and interpolation

method.

This system is built by Fujistu database which is a one voice actress speaker Japanese

database. Perception results by native Japanese show that the joy, cold anger and sad

emotion can be perceived well regarding the category and degree.

Chapter 6 extended the monolingual system to multiple languages. Previous re-

search shows that human perception for different languages is identical in dimensional

space. Directions from neutral voice to other emotional states are common among lan-

guages. So this chapter tried to directly change the input neutral speech from Japanese

to other languages. Perception results show that all converted voices can convey the same

impression as Japanese voices.

Chapter 7 summarizes this study and emphasizes its contributions to this research

field as well as other research fields.

Furthermore, future works about deepening the controlling of other acoustic features

and extending the emotion field to other affective factors will be discussed.
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Chapter 2

Descriptive frameworks for emotions

This chapter reviews the literature on frameworks for representing emotions. To synthe-

sized emotional speech, a method related to how to represent emotions is firstly needed

to be considered.

Many frameworks have been proposed already for representing emotion. Among them,

categorical approach is the most common way while more and more researchers based

their research on dimension representation for emotion [25] [28] [107] [108]. The categor-

ical approach and some other less-well known methods, prototype descriptions [21] [106],

appraisal-based descriptions [22] [109] [110], circumplex models [23], physiological descrip-

tions [24] and dimensional approaches [28] [25] have already been applied to describe the

emotional content. This section aims to explain these methods in detailed.

2.1 Categorical representation

The emotion category approach is the most straightforward method with simple emotion-

denoting labels. It has been shown that emotion-denoting labels in human language

are extremely powerful. It is reported that there are 107 emotion-denoting labels in

English [73] and 235 in German [74].

However, it is difficult to apply all items when concentrating on emotion speech recog-

nition or emotion speech synthesis. According to the research aim, some basic emotions

or essential everyday emotion terms are selected. Recently, about 10 emotions are defined

as the basic emotion such as happiness, sadness, anger, fear, disgust, pride, relaxed de-
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pression and so on. The merit of emotion category representation is that it is the simplest

and least costly method for both emotion recognition and emotion synthesis.

In the field of emotion synthesis, many previous researches have already attempted

synthesizing affective speech with categorical emotion terms [7] [37]. However, many

researchers [15] [25] [75] argued that discrete category representation ignores the diverse

and fuzzy peculiarity of emotion and sometimes it is difficult to define a clear-cut boundary

among the non-overlapping categories. Therefore, the complexity of emotional states may

not be reflected well by categorical representation.

2.2 Dimensional representation

Humans tend to produce emotion with different degrees of intensity which may change

during the course of the speech communication act. Most HCIs require the machine to

produce human-like non-extreme emotion. Therefore, in order to build intelligent HCIs,

a representation needs to satisfy the requirement that it can express mild emotions rather

than full-blown ones.

The dimensional representation method which represents emotion as a point in a multi-

dimensional space can scale the emotional intensity from low intensity to high intensity

in a continuous way. Despite specifying emotion as an individual emotion category, di-

mensions used in this representation are gradual in nature and show the essential aspects

of emotion concepts. Therefore, in this research, the dimensional approach is adopted as

the descriptive framework which will be explained in more detail.

The history of dimensional representation can be tracked back to Wilhelm Wundt [91]

who believed that the direction of feeling can be represented by two opposite terms and

there are mainly three directions of the diverse feeling: pleasure and displeasure, exciting

and depressing, tensing and relax. Wilhelm Wundt’s proposal did not seem to be based

on experimental results.

Then Harold Schlosberg proposed the based dimensions of emotion by experimen-

tal psychology [92] and came to a conclusion that it is the Pleasantness-Unpleasantness

dimension that makes the great contribution to distinguish the categories. The second

direction he proposed is Attention-Rejection.

Albert Meharbian and James Russell [93] firstly gave the evidence that emotions can
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be represented using three dimensions through the intermodality response, synesthesia,

physiological reaction and semantic differential. The names of the three dimensions are

pleasure, arousal, and dominance.

Recently, Roddy Cowie et al. [94] used two dimensions to describe emotions. They

interpreted emotions by a two-dimensional circular space. The two dimensions were “eval-

uation (from negative to positive)” and “activation (from passive to active).”

Through a variety of different methods such as semantic differential ratings and multi-

dimensional scaling, three dimensions [50] (how active or calm, how positive or negative,

how powerful or weak) are commonly utilized among researchers. The names of the three

dimensions in literature have many versions (eg., pleasure, arousal, and dominance; eval-

uation, activity, and potency; and evaluation, activation, and power). In this paper, two

dimensions, as shown in Fig.2.1, arousal (synonymous to activation and activity) and va-

lence (synonymous to evaluation and pleasure) are used for representing emotions based

on the database we have. In the valence-arousal (V-A) representation as shown in Fig.2.1,

joy is positive and excited while sadness is negative and calm; thus, the position values

of joy are all positive and the position values of sadness are all negative in V-A space.

On the other hand, anger which is negative but excited shares the negative valence but

positive arousal. According to the value of valence and arousal, anger can be divided into

hot and cold anger. In psychology, hot anger corresponds to the prototypical full-blown

anger emotion; milder and more subtle forms of anger expression exist, including cold

anger [76].

2.3 Other descriptions

Except categorical and dimensional representation, there are also some other less-well-

known methods such as prototype descriptions [21], appraisal-based descriptions [22],

circumplex models [23], physiological descriptions [24]. This section will make a brief

introduction to these methods.

Prototype-based [21] [95] description holds the concept that it is not easy to make a

clear-cut boundary between the emotion categories. Therefore, instead of making criteria

for defining emotions, prototype descriptions use the membership in an emotion group

based on the similarity according to the corresponding emotion prototype. In that case,
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Figure 2.1: Dimensional representation.

an emotional state can be represented as a member of several emotion classes to different

degrees. Until now, in the field of emotion and speech, there is no research-based their

concept on prototype-based descriptions.

In the field of emotion-cognition, some researchers represent emotions using appraisals

[22]. One emotion involves some stimulus evaluation checks and will be triggered when

something is perceived as an importance.

Circumplex models can represent emotions by a circular structure will have been

proved by several researchers [23], [97] as shown in Fig. 2.2. The major advantage of

circumplex models is that the similarity and difference between emotion categories can

be explicitly shown by the distance in the circumplex models.

The essential part of an emotion is the state of the body which can be peripheral

physiologically measured through skin conductance and heart rate [96]. Some researchers

established the correlation between the physiological measures and vocal emotions which

is called the physiology-based descriptions [24]. Scherer conducted some experiments to

predict the vocal emotions through the physiological changes.
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Figure 2.2: Russels circumplex model of emotion [23].
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Chapter 3

Inverse three-layered model

Another problem addressed in this research is that the voice conversion system for emo-

tional speech needs to follow human emotion perception and production mechanism. This

section discusses methods to model the vocal communication of emotion and to apply the

model to a voice conversion system.

3.1 Modified Brunswik’s functional lens model for

emotion perception

Several orientations have been proposed in investigating speech and emotion, such as the

speaker-centered studies, listener-centered studies and the Brunswikian lens model.

The purpose of speaker-centered studies is to find the relationship between the emo-

tional state of the certain speaker and the parameters related to speech. This orientation

is widely applied to the emotion recognition system in which the computer needs to decide

the emotional state of the speaker.

In the listener-centered study, the essential task is to explore the emotional meaning

from the speech cues which is applied to the emotional speech synthesis field. In this field,

the speech variables are modeled in order to convey the certain emotional state.

Klaus Scherer reported a graphical representation [98] that one person infers an-

other person’s emotional attributes from the external speech makers extended from the

Brunswik’s lens model [30]. As the three-layered model and the inverse three-layered

model base their research on the Brunswik’s lens model, we will explain this in detail.
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Figure 3.1: The relationship among Brunswik’s lens model, three-layered model and the
inverse three-layered model.

The Brunswik’s lens model was originally presented in [99] which was used in sev-

eral fields to study how observers correctly and incorrectly use objective cues to perceive

physical or social reality. Hammond immediately applied this model to judgment analysis

such as decision making, medical diagnosis, weather forecast and so on [100]. Then a

modified Brunswik lens model and behavior mapping were used to examine the encod-

ing and decoding of interpersonal dispositions from nonverbal cues [101]. Reynolds and

Gifford explored the intelligence judgement and measurement [102] using the lens model.

Juslin [77] applied this model in emotion field but only related to the emotion in mu-

sic. It is Scherer who firstly introduced modified versions of the lens model applied to

emotion [98].

In the modified Brunswik’s functional lens model as shown in Fig. 1.2 and 3.1, emotion

is encoded by means of a number of objective cues, called “distal indicator cues”. In the

area of speech and emotion, distal indicator cues in principle are related to the objectively

measured acoustic features. A listener perceives the distal cues through the transmission

channel which are internally viewed as “proximal percepts” in the first perceptual inference

process. The listener uses the percepts for “attribution” to judge the speaker’s state.
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According to the Brunswik’s lens model, we can see that the perception of emotion is

not directly from “distal indicator cues”, that is, acoustic to “attribution” emotion, but

includes a middle procedure “proximal percepts”. This means that the procedure of

human emotion perception is a multiple-layered process.

3.2 Three-layered model for emotion perception

Scherer [29] [30] has highlighted several times to base theory and research in vocal emotion

area on the modified Brunswik’s functional lens model which illustrates the procedure of

the emotion encoding by speaker and the emotion decoding by listeners.

Based on the Brunswik’s lens model, Huang and Akagi [34] proposed a three-layered

model for emotional speech perception who believed that the perception of human is vague.

They hypothesize that humans perceive emotion not directly from acoustic features but

from some descriptors where each descriptor is an adjective for describing the perceived

characteristics of the speaker’s voice. The combination of descriptors accounts for the

decision about which emotion the speech belongs to.

In this model, emotion category is at the top layer, semantic primitives constitute the

middle layer and at the bottom is the acoustic feature layer as shown in Fig.3.1. Acoustic

features refer to the acoustic parameters of voice, e.g., F0, power, duration, and semantic

primitive refers to the listener’s label of the voice such as bright, fast or hard. The acoustic

feature, semantic primitive and emotion category in the three-layered model corresponds

to the “distal indicators cues”, “proximal percepts” and “attribution” respectively in the

Brunswik’s lens model.

The relationships of the three-layered model were constructed in a topdown way. The

relationship between emotion and semantic primitives was built by conducting three ex-

periments using multidimensional scaling and applying the fuzzy inference system to the

experimental results. Fuzzy inference is based on the natural language which fits well

with semantic primitives.

The relationship between semantic primitives and acoustic features was built by ana-

lyzing acoustic features measured from the F0 contour, power envelope, spectral sequence,

and time duration.

Then from the bottomup way, the rule-based speech morphing technique was applied
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for verifying the model based on two types of experimentally-derived rules. Successful

results validate the semantic primitives chosen by successfully morph emotional speech

utterances.

Some researchers have utilized this model in the field of emotion recognition [48] [36].

The top layer is modified from an emotion category to an emotion dimension since human

beings have the ability to perceive gradual and continuous emotion degrees, not only

categorical. They found that applying a three-layered model achieves a better emotion

recognition rate compared with a two-layered model with no semantic primitive layer.

3.3 Inverse three-layered model for emotion produc-

tion

Speech production and speech perception are important components of the speech chain

as shown in Fig. 3.2. Speech starts with a thought and intent to communicate in the

brain, which activates muscular movements to produce speech sounds. A listener receives

it in the auditory system, processing it for conversion to neurological signals the brain

can understand. The speaker continuously monitors and controls the vocal organs by

receiving his or her own speech as feedback. The speech production process starts with

the semantic message in a person’s mind to be transmitted to the listener via speech. The

speech understanding process works actually in the reverse order.

On the other hand, Biersack and Kempe [78] explored whether vocal cues can be used

to reliably infer speaker happiness. Subjects were asked to perform a simple referential

communication task and to rate their current emotional state. A range of vocal cues was

traced through the speech chain using path analysis. The results indicate that reported

happiness of the speakers and perceived happiness of the listeners were not related. The

only vocal cue that mediated between reported and perceived happiness was F1, and, for

the female speakers, pitch range. In sum, they found a weak relationship between vocal

cues of happiness encoded by speakers, and vocal cues used for decoding of this emotion

by listeners. This supports the view that vocal cues are not just universal epiphenomena

of the emotional state of the speaker [2]. This suggests that some vocal cues can mediate

between experienced and perceived emotions. At the very least, their results cast doubt
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on the assumption of a direct mapping of vocal cues between perception and production

in the domain of emotional expression. This prompt us to consider to build a multiple

process to mapping the vocal cues to emotions which support the Brunswik’s functional

lens model and the three-layered model.

Both Brunswik’s functional lens model and the three-layered model are used to account

for human emotion perception. According to Juslin who also uses the Brunswik’s lens

model in [77], two important conclusions can be made: firstly, speakers can communicate

emotions successfully to listeners, and secondly, the cue utilization of speakers maps well

to the cue utilization of listeners. This indicates that speakers and listeners share the

same representation methodology (i.e., coding method) when doing vocal communication.

According to this result, we assume that human production of emotion is the mirror effect

of human perception of emotions which means the encoding process of the speaker is the

inverse process of the decoding process of the listener.

Based on this assumption, the inverse three-layered model is applied to the structure

of the voice conversion system for emotional speech. We assume that in order to express

the “attribution”, i.e., the emotion intended by the speakers, speakers firstly encode the

attribution by means of a number of “proximal percepts”, that is, semantic primitives.

Then the “proximal percepts”, are externally expressed by the “distal indicator cues”,

that is, acoustic features.

In the inverse three-layered model as shown in Fig. 3.3, at the top layer is the acoustic

feature layer, the middle layer, the semantic primitives and the bottom layer, the emotion

dimension representation. Valence and arousal consist of the emotion dimension layer.

In semantic primitives layers, seventeen semantic primitives which were selected by three

psychoacoustical experiments [34]. These were bright, dark, high, low, strong, weak, calm,

unstable, well-modulated, monotonous, heavy, clear, noisy, quiet, sharp, fast, and slow.

Totally sixteen acoustic features in the inverse three-layered model are used which

can be controlled in the rules application step. These are F0 related features: F0 mean

value, highest F0, a rising slope of the F0 contour and rising slope of the F0 contour

for the first accentual phrase; spectrum related features: first formant frequency, second

formant frequency , and third formant frequency, spectral tilt and spectral balance; power

envelope related features: power range, rising slope of the power for the first accentual

36



Figure 3.2: The speech chain (speech production and speech perception) [79].

phrase, the ratio between the average power in high-frequency portion (over 3 kHz), the

average power and the mean value of power range in accentual phrase, were measured;

and duration related features: total length, consonant length, the ratio between consonant

length and vowel length were considered related to duration.

The inverse three-layered model is firstly proposed as the structure for extracting the

rules for modifying the acoustic features of neutral speech. As the relationships among

three layers are not simply the linear relationship, the inverse three-layered model is not

simply changing the direction of three layers. The relationships need to be constructed

again. And the fuzzy inference system is built as the connector considering the vague

perception of emotion. This will be explained in Chapter 5 in detail.
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Chapter 4

Acoustic features related to emotion

dimensions

For speech synthesis with different emotional styles in the V-A dimensional space, the

related acoustic features to each dimension are explored in this section.

Most previous methods concentrated on related acoustic features within an emotion

category [34] [80]. Previous methods such as Schröder [25] [81], applied statistical analysis

such as correlation and linear regression analyses to dimension space. According to these

results, almost all acoustic variables correlated with the arousal axis. Correlations with

the valence axis are less numerous as well as less strong. This leads to confusion when

synthesizing the speaking styles related to the valence axis. Statistical methods may make

a great contribution to emotion recognition because a combination of acoustic variation

may lead to one kind of emotion. However, for emotional voice conversion, even if we

modify some acoustic features according to the statistically-derived rules, such as duration

which show great differences between emotional and neutral speech, the synthesized speech

still is not perceived as a targeted (categorical) emotion.

This section investigates the acoustic features related to each dimension as applied to

emotional speech synthesis. Subjects were asked to evaluate the synthesized speech, the

specific acoustic features of which, such as F0, have been replaced by the F0 contour from

the emotional speech but leaving the other acoustic features of the neutral speech. The

idea is that if changing only the F0 contour results in the synthesized speech being rated

as similar to the original emotional speech in the arousal dimension, then this means that
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the F0 contour makes a great contribution to the arousal axes. If this kind of changing

makes results similar to the original neutral speech, this means that F0 contour is not

related much to the arousal axes. In this paper, four types of acoustic features relating

to emotion are explored: duration, F0 contour, spectral sequence and power envelope.

4.1 Acoustic features replacement procedure

Source and spectral parameters can be extracted flexibly by using the analysis/synthesis

method STRAIGHT [72]. Successive refinements on the extraction procedure of source

and spectral parameters enable the total system to re-synthesize high-quality speech. The

literature on vocal correlates of emotion dimensions, especially with respect to speaking

styles, reports the importance of prosodic parameters, such as F0 contour, spectral se-

quences and power envelopes [15] [25].

In order to determine which particular acoustic features of the emotional speech can be

used to convert the neutral speech to emotional speech, it is necessary to keep the linguistic

content constant. Thus, our research examined nine sentences with the same linguistic

information but different speaking styles/ emotions. These sentences were chosen from

the Fujitsu database recorded in the Fujitsu Laboratory by one professional voice actress.

One of the 9 sentences is in the neutral speaking style without emotion; the remaining

emotions are sadness, joy, hot anger and cold anger, with 2 utterances for each emotion

type.

The procedure for replacement of F0 contours shown in Fig.4.1 is followed. Time

information was first modified to keep the speech duration of the neutral and emotional

speech constant; this needs to be done before modifying the F0 contour, spectral sequence

and power envelope. Time modification was done first by manually segmenting the speech

signal at the phoneme level for both neutral and emotional speech; then the time duration

of the neutral speech is modified to that of the emotional speech, according to the ratio

of the time duration of the neutral and emotional speech. Applying STRAIGHT, the

first synthesized speech (neutral speech 2) can be obtained by changing only the time

duration to match that of the emotional speech. Then, the F0 contour, spectral sequence,

and aperiodic component (Ap) of the neutral speech 2 are extracted using STRAIGHT.

At the same time, from the emotional speech, the F0 contour and spectral sequence
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Figure 4.1: Procedure of acoustic feature replacement.

are also extracted using STRAIGHT. Since the time duration of the neutral speech 2 is

the same as that of the emotional speech, the F0 contour of the neutral speech can be

directly replaced by that from the emotional speech. The Ap and spectral sequence from

neutral speech 2 and the F0 from the emotional speech are combined to be synthesized

by STRAIGHT. The synthesized speech with F0 replacement is obtained lastly. By doing

this, the spectral sequence and Ap information are kept, but the F0 contour is changed

from neutral to emotional.

Fig.4.1 shows the procedure for replacing of F0 contour. For replacing the spectral

sequence, the previous step is the same as F0 replacement. But in the last step, we

use the F0 and Ap from the neutral speech, so that the spectral sequence from the

emotional speech can be synthesized. This means the spectral sequence from neutral to

emotional speech has been changed, but the other information is kept. For power envelope

calculation, a Hilbert transform and low-pass filter are used. Synthesized speech with a

different power envelope can be obtained by applying the power envelope of the emotional

speech to neutral speech 2.

4.2 Experiment

The F0 contour, spectral sequence, power envelope and time duration of the emotional

speech are moved one by one to the neutral speech. We obtained 32 samples of synthesized

speech (8 utterances with the same linguistic information but different speaking styles,
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Figure 4.2: Graphic interface of the perceptual test.

4 types of acoustic features); plus 9 original utterances. Totally, there were 41 stimuli

in the perception test in order to explore the influence of each acoustic feature on each

emotion dimension.

In the listening test, twelve Japanese subjects with normal hearing ability were asked

to evaluate the utterances in the V-A space. The stimuli were presented in an in-

dividually randomized order per subject over high-quality headphones (type HDA200,

SENNHEISER).

Experiments for valence and arousal were done twice, for each dimension for a total

of 4 tests. The first time served as a training test to allow the subjects to acquire an

impression of all the stimuli. Valence and arousal were evaluated from -2 to 2 with a

step of 0.1 (Valence: -2 [Very Negative], -1 [Negative], 0 [Neutral], 1 [Positive], 2 [Very

Positive]; Arousal: -2 [Very Calm], -1 [Calm], 0 [Neutral], 1 [Excited], 2 [Very Excited]).

Subjects evaluated these scales using a graphic-user interface as shown in Fig.4.2. During

the listening test, subjects were allowed to listen to the stimulus as many times as they

wanted.
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Table 4.1: Anova values of each acoustic features to valence and arousal(∗∗p < 0.01,∗p <
0.05).

p-value F0 SS PW TM
Valence ∗∗ ∗∗ 0.53 0.13
Arousal ∗∗ ∗∗ 0.03∗ 0.01∗

4.3 Results

The correlation coefficients between subjects are calculated and the average results above

0.7 are chosen for the final analysis. Totally, there were 12 subjects who attended this

experiment, but ten subjects were considered for the final analysis. In order to explore

the influence of each acoustic feature on each emotion dimension, we assessed the original

positions of the original emotional speech. The hollow points in Figs. 5.8, 4.4, 4.5 and 4.6

show the perceptual position values in V-A space of the original utterances. The neutral

speech is almost at the center point which indicates neither positive nor negative, neither

active nor calm. The values of joy are in the first quadrant which means positive and

active. Hot anger is in the second quadrant which represents negative but active, and

cold anger is in the second quadrants although the value of valence and arousal is lower

than that of hot anger. For sad emotion, all points are in the third quadrant, which is

negative and calm. These findings seem intuitively reasonable, which suggest that our

subjects were able to understand the basic meaning of valence and arousal.

In order to investigate the influence of the emotion dimension, the four kinds of acoustic

features are replaced separately; thus, the results of the listening tests for the synthesized

speech are analyzed in terms of three aspects. Fig.5.8 shows the results when only the

F0 contour is changed to the F0 contours of the other emotion categories but keeping the

other acoustic information such as spectral sequence and power envelope. Figs 4.4, 4.5

and 4.6 show the results when only time duration, power envelope and spectral sequence

are changed to those of the other emotions while holding the remaining acoustic values.

4.4 Discussion

Figs.4.4 and 4.5 show that by replacing the duration information and power envelope,

the synthesized speech is still concentrated at the center point; this means that only
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Figure 4.3: Perceptual position values of original (Org) emotional utterances and synthe-
sized (Rep) utterances on V-A space when F0 contour (F0) is replaced from neutral to
emotional speech. (Anger (C) means cold anger and anger (H) means hot anger.)

modifying the duration or power envelope does not very much change the expressiveness

of a neutral utterance. Comparing the results of the original with the replaced ones,

shown in Fig.5.8, we see that if only the F0 contour of the neutral speech is replaced

by the F0 contours of joy and hot anger speech, the synthesized speech samples are all

evaluated as joyful speech, as the evaluated position values are in the first quadrant. This

is an interesting finding because most previous research proposes that F0-related acoustic

features contribute greatly to the emotions of joy and anger. To a certain extent, this is

true. But when converting neutral speech to emotional speech, if only F0 information is

modified, it is possible to synthesize joyful speech but not angry speech. For sad speech,
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Figure 4.4: Perceptual position values of original (Org) and synthesized (Rep) utterances
on V-A space when time (TM) duration information is replaced from neutral to emotional
speech. (Anger (C) means cold anger and anger (H) means hot anger.)

replacing the F0 of the neutral with that of sad results in the synthesized speech being

in the third quadrant; this means sad speech can be synthesized by modifying only the

F0-related acoustic features. However, the degrees of valence and arousal are reduced in

joyful and sad emotions when only F0 is replaced. For cold anger emotion, by replacing

only the F0, it is rated as slightly sad. Our findings show by replacing only F0, sad

and joyful speech can be distinguished well, but notice that these emotions have inverse

values in terms of both valence and arousal. However, joyful and angry speech cannot be

differentiated; note that these differ only in the valence axis.

When replacing spectral sequences, as shown in Fig.4.6, synthesized speech was eval-
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Figure 4.5: Perceptual position values of original (Org) and synthesized (Rep) utterances
on V-A space when power envelope (PW) is replaced from neutral to emotional speech.
(Anger (C) means cold anger and anger (H) means hot anger.)

uated as the original emotion, especially for hot and cold anger. This means that if there

is a suitable method for modifying the spectral sequence of neutral speech, all emotions

can be synthesized, although the degrees of valence and arousal are reduced compared to

the original speech. What’s more, for joyful and sad speech, by replacing only the F0, we

can get closer to the original position in the V-A space than by replacing only the spectral

sequence. This indicates that F0 is more related to the arousal axis than the valence axis.

However, for the valence axis, the spectral sequence is more important.

The results of the ANOVA (analysis of variance) are shown in Table.4.1. From this

table, we can see that F0 and spectral sequence have significant contributions to valence
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Figure 4.6: Perceptual position values of original (Org) and synthesized (Rep) utterances
in V-A space when spectral sequence (SS) is replaced from neutral to emotional speech.
(Anger (C) means cold anger and anger (H) means hot anger.)

and arousal axes (p < 0.01); power envelope and duration are much related to the arousal

dimension (p < 0.05) but show no significance with the valence dimension (p > 0.05).

We conclude that both the F0 contour and spectral sequence are important to voice

conversion for emotional speech. The power envelope and duration show little influence

on the valence axes. In this paper, we focused on the prosody-related features such as

duration, F0 and power envelope. The controlling of spectral sequence will be researched

in the future. Since the utterances examined in this experiment are from a single speaker,

and speakers have individuality differences when encoding emotion [86], future research

is necessary to examine the commonalities among speakers for a better understanding of
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synthesizing different speaking styles.
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Chapter 5

The emotional voice conversion

system

This chapter introduces the structure of the emotional voice conversion system for modi-

fying the acoustic parameters of the neutral speech in order to convey the target emotion.

Previous methods on emotion conversion systems mainly focused on applying a statistical

approach, GMM, Deep neural network (DNN) or neural network (NN) [14] [16] [17] [18]

[19]. As GMM often suffers from over-smoothing problems and the non-linear mapping

such as DNN or NN need large databases for training suitable for categorical emotion

representations. However, for a dimensional approach, it is difficult to collect a suffi-

ciently large enough database with continuous emotional degrees. A rule-based strategy

is used with a limited database in this paper to obtain tendencies of variation between

emotion dimensions and semantic primitives, and then to extract rules between semantic

primitives and acoustic features.

In the rule-based emotional voice conversion system, two-dimensional space, that is,

valence (degree of negativity or positivity) and arousal (degree of calmness or excitedness),

is used for representing the emotion; and the inverse three-layered model is used as the

structure relating the acoustic features and emotion dimensions, as shown in Fig.5.1.

The emotional voice conversion system needs two inputs and two steps. Firstly, we

need to know the position in the V-A space, which represents the desired emotion degree,

and this step is referred to as the rule extraction step. It is this step which allows us to es-

timate the acoustic values of the desired emotion through the inverse three-layered model.
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Figure 5.1: Scheme of emotion conversion system.

This then allows us to calculate the difference of acoustic features between the emotional

and neutral speech. The details of this part along with the database is illustrated.

In the next step, the rule application step, the ratios of difference between the esti-

mated acoustic features of the desired emotion and the acoustic features of neutral speech

are applied to the extracted parameter values of the neutral speech. In order to modify

the differences for the neutral speech, we concentrated on the prosody-related features,

duration, F0 contour and power envelope. In order to control these features, the F0 con-

tour and power envelope are parameterized using the Fujisaki model and target prediction

model. After the modifications, applying the analysis/synthesis tool STRAIGHT to the

modified acoustic features, the converted speeches with desired emotional degrees can be

obtained.
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5.1 Rule extraction

In this section, we illustrate how the inverse three-layered model is applied to the database

to obtain the value of the various elements; how the fuzzy inference system connects the

three layers to output rules relating the emotional dimensions to the semantic primitives;

how the rules are extracted from semantic primitives to acoustic features and finally, how

the effectiveness of the inverse three-layered model is evaluated by means of calculating

mean absolute errors [82].

5.1.1 Database

We used the multi-emotional single speaker Japanese Fujitsu Database, recorded at Fu-

jitsu Laboratories. A professional voice actress uttered 179 utterances in 5 speaking styles,

joy, cold anger, hot anger, sad and neutral; 20 sentences spoken in 5 speaking styles, in-

cluding one instance of neutral speech and two repetitions of each of the other speaking

styles. One instance of cold anger is missing which makes a total of 179 sentences. Ta-

ble 5.1 gives the translation version in English.

Each sentence has one for neutral and two for other emotional states. The total number

of utterances is 179 because one cold anger utterance is missing from the database. Table

?? gives the categories of Japanese Database. It shows the id of each speech and each

sentence has two versions for the emotional speech: Joy, Cold-Anger, Sadness and Hot

anger. But for neutral speech, each sentence only has one version.

For Fujitsu Database, the detail of the speech data, the sampling frequency, the quan-

tization, the number of sentences, the number of speaker and the number of utterances,

are shown in Table 5.3.

5.1.2 Acoustic feature extraction

Except for duration-related features which are extracted by manual segmentation, the

other acoustic features are obtained by the high-quality speech analysis-synthesis system

STRAIGHT [72]. Based on the work by Huang and Akagi [34], 16 acoustic features are

classified into the following subgroups.
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Table 5.1: The content of sentences in English

id Translation in English.
1 You’ve got a new mail.
2 There is nothing frustrating.
3 I heard that we would meet in Aoyama.
4 I brough a new car.
5 Please delete any unwanted e-mails.
6 That’s an old superstition.
7 Many people sent cheers.
8 You should have reveived a letter.
9 I will think about you.
10 I have received it.
11 Thank you.
12 I am sorry.
13 I won’t say thank you.
14 I’d like to travel just the two of us.
15 I felt like fainting.
16 There were our mistakes.
17 Do we need a straw mat to watch fireworks.
18 You said you would not do it again.
19 Please tell me why you don’t come on time?
20 Meet me at the service area.

F0 related features: F0 mean value of average F0 (AP), highest F0 (HP), a rising

slope of the F0 contour (RS) and rising slope of the F0 contour for the first accentual

phrase (RS1st).

Spectrum related features: First formant frequency (F1), second formant fre-

quency (F2), and third formant frequency (F3) were taken approximately at the mid-

point of the vowels /a/, /e/, /i/, /o/, and /u/. The formant frequencies were calculated

at an LPC-order of 12. Spectral tilt (SP TL) was used to measure voice quality and was

calculated using the following equation:

SP TL = A1 −A3 (5.1)

where A1 is the level in dB of the first formant, and A3 is the level of the harmonic whose

frequency is closest to the third formant. To describe acoustic consonant reduction,

spectral balance (SP SB) is adopted. It was calculated in accordance with the following
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Table 5.2: The id number and the according expressive speech

UID Expressive speech category

a001∼a020 Neutral

b001∼b020 Joy (1)

c001∼c020 Joy (2)

d001∼d020 Cold-Anger (1)

e001∼e020 Cold-Anger (2)

f001∼f020 Sadness (1)

g001∼g020 Sadness (2)

h001∼h020 Hot-Anger (1)

i001∼i020 Hot-Anger (2)

Table 5.3: Specification of speech data for Japanese database.

Item Value

Sampling frequency 22050Hz

Quantization 16bit

Number of sentences 20 sentence

Number of emotion categories 5 category

Number of speakers 1 female speaker

Number of utterances 179 utterance
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Table 5.4: Acoustic features used in this system

Group Acoustic features
F0 1. average value of F0 (AP);

2. highest F0 (HP);
3. mean value of F0 in the rising slope (RS);
4. rising slope of the first accentual phrase (RS1 st);

Spectrum 5. 1st formant frequency (F1);
6. 2nd formant frequency (F2);
7. 3rd formant frequency (F3);
8. spectral tile (SP TL);
9. spectral balance (SP SB);

Power 10. power range (PW R);
envelope 11. rising slope of the 1st accentual phrase (PW RS1);

12. the ratio between the average in high
frequency (over 3kHz)and the total average power (PW RHT);
13. mean value in accentual phrase (PW RAP);

Duration 14. total length (TL);
15.consonant length (CL);
16. ratio between consonant and vowel length (RCV);

equation:

SP SB =

∑

fi · Ei
∑

Ei

(5.2)

where fi is the frequency in Hz, and Ei is the spectral power as a function of the frequency.

Power envelope related features: Power range (PW R), rising slope of the power

for the first accentual phrase (PW RS1), the ratio between the average power in high-

frequency portion (over 3 kHz), the average power (PW RHT) and the mean value of

power range in accentual phrase (PW RAP) were measured.

Duration related features: Total length (TL), consonant length (CL), the ratio

between consonant length and vowel length (RCV) were considered related to duration.

All the acoustic features are used for building the inverse three-layered model in the

rule extraction step. In the rule application step, the prosody related features such as

F0, duration and power envelope are parameterized. The conversion of spectral sequence

features will be performed in the future work.

5.1.3 Semantic primitives evaluation

Based on the work by Huang and Akagi [34], 17 semantic primitives were selected to

describe the perception of emotional vocalization. The 17 semantic primitives are bright,
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dark, high, low, strong, weak, calm, unstable, well-modulated, monotonous, heavy, clear,

noisy, quiet, sharp, fast, and slow. 11 Japanese subjects were asked to give subjective

values on a five-point scale (“1-Does not feel so at all”, “2-Seldom feels so”, “3-Feels

slightly so ”, “4-Feels so”, “5-Feels very much so”) for each semantic primitive for each

179 utterances. For each semantic primitive, the inter-rater agreement is measured by

pairwise Pearson’s correlation between two subjects’ ratings. All subjects showed from

moderate to a high-level agreement.

5.1.4 Emotion dimensions evaluation

The evaluation of emotion dimension is divided into two parts: valence and arousal [48].

The 11 Japanese subjects rated the 179 utterances on a five-point scale {-2, -1, 0, 1, 2 }.

Valence was from -2 (very negative) to +2 (very positive), and arousal was from -2 (very

calm) to +2 (very excited). The correlation coefficient between subjects rating for valence

is about 0.9 and for arousal, about 0.85, which means subjects showed a high inter-rater

agreement.

5.1.5 Fuzzy inference system

The fuzzy inference system (FIS) based on fuzzy logic [149] is considered as the training

system for obtaining the rules among three layers. The reasons are as following:

1. FIS applies If-Then rules to turn human knowledge into a mathematical model and

the production of emotional speech is also from the knowledge of human beings.

2. FIS can deal with arbitrary complexity using the non-linear functions. The rela-

tionships between acoustic parameters and emotion are non-linear and complicated.

This is the most important reason that FIS is considered as the connector among

three layers.

3. FIS is based on the natural language which fits well with the semantic primitive in

three-layered model.

Contrary to the conventional fuzzy logic system which does not have a learning ability,

the adaptive neuro-fuzzy inference system (ANFIS) combines the merit of fuzzy inference
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Figure 5.2: Structure of Fuzzy Inference System (FIS)

systems and neural networks as its own structure [83]. ANFIS not only has an inference

ability but also a strong learning mechanism. ANFIS is considered instead of other popular

methods such as DNN, or NN for two reasons. One is that ANFIS has a membership

function with an interpolating method which means that the tendency of the variance in

the whole V-A space can be obtained from a small database. A second reason is that

fuzzy logic is based on natural language; the natural language in our system is in the form

of semantic primitives (the middle layer in the three-layered model).

The structure of ANFIS is shown in Figure ?? which is consisted of five functional

components as follows.

1. A rule base including the fuzzy if-then rules.

2. A database containing the membership functions of the fuzzy sets.

3. A decision-making unit which is acted as the inference engine.

4. A fuzzification interface which transforms discrete inputs into linguistic parameters.

5. A defuzzification interface changing fuzzy outputs to discrete output.
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Figure 5.3: Procedure for training ANFIS.

5.1.6 Applying a fuzzy inference system for extracting rules

Fig.5.3 shows the flowchart for training the ANFIS to extract rules. Firstly, from the emo-

tion speech corpus as introduced in Sections 6.2, 6.3, 6.4, 16 acoustic features (AF1, ..., AF16)

are extracted by STRAIGHT; the 17 semantic primitives values (SP1, SP2, ..., SP17) and

the two emotion dimensions (D1, D2) are evaluated by subjects’ ratings. To avoid any

emotion dependency, all acoustic features are normalized by the mean value of neutral

speech. For the ANFIS, all input and output need to range from 0 to 1. We then normal-

ized the acoustic features, semantic primitives and emotion dimensions using the range

and minimum value of each parameter using the following Eq.5.3.

f̃(i,m) =
f̂(i,m) − fminm

franm

(5.3)
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where m is the number of acoustic features (m = 1, . . . , 16) and i is the number of

utterances in the database (i = 1, . . . , 179). f̂(i,m) is the normalized value of the neutral

speech. fminm and franm is the minimum value and range of the mth acoustic features.

For semantic primitives and emotion dimensions, the normalized part in [0, 1] are the

same as the acoustic features.

ANFIS is a system with multi-inputs and a single-output. In the training phase as

shown in Fig.5.3, from the bottom to the middle layer, for each semantic primitive (SP1,

SP2,..., SP17), we train the appropriate ANFIS (ANFISSP1, ... , ANFISSP17) whose

input is the same, that is, the evaluated value of valence and arousal in the emotion

dimension (D1, D2). From the middle to the top layer, 17 semantic primitives (SP1, SP2,

... , SP17) are the input of each ANFIS (ANFISAF1, ... , ANFISAF16), whose outputs

are the acoustic features (AF1, AF2, ... , AF16).

After the training step, 17 semantic primitives and 16 acoustic features are used in

this system to generate 17 ANFISs for estimating semantic primitives and 16 ANFISs for

estimating acoustic features. When given the intended position in the V-A space to each of

the 17 ANFIS (ANFISSP1, ... , ANFISSP17) for estimating SP , the estimated semantic
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primitive (estSP1, estSP2, ... , estSP17) is obtained. Applying the 17 estimated semantic

primitives (estSP1, estSP2, ... , estSP17) as the input to each ANFIS (ANFISAF1,

ANFISAF2, ... , ANFISAF16) for estimating acoustic features, the estimated acoustic

features (estAF1, estAF2, ... , estAF16) are acquired as shown in Fig.5.4.

In the estimation step, the neutral position and the intended position in V-A are given

separately to the ANFIS to obtain the acoustic value of neutral speech and the intended

speech. We then use the estimated acoustic feature of the intended position in V-A space

to divide the estimated AF of the neutral position in V-A space. In this system, we assume

that (0,0), the center point in V-A space, is the neutral position. The ratio differences,

i.e., the rules between intended and neutral acoustic features, are calculated using the

following equation:

rulen = estAFn/estAFn (5.4)

where estAFn shows the estimated nth acoustic feature value from the ANFIS of the

intended emotional state in V-A space and estAFn shows the estimated nth acoustic

feature value from the ANFIS of the neutral speech (0,0) in V-A space. Then rulen

represents the rule for the nth acoustic features(n = 1, 2, ..., 16) which is applied for

modifying the neutral speech in the next step.

5.1.7 System evaluation

All data sets are divided into training data (90%) and testing data (10%). ANFIS is first

trained using the training data and then validated using the testing data. By giving the

value of arousal and valence to the ANFISsp1, ANFISsp2, ..., ANFISsp17, firstly, the esti-

mated semantic primitives, estSP1, estSP2, ..., estSP17 can be obtained and then we input

the estimated semantic primitives to ANFISAF1, ANFISAF2, ..., ANFISAF16, and after

that, the estimated acoustic features estAF1, estAF2..., estAF16 can be obtained. The

accuracy of the estimated acoustic features and estimated semantic primitives are evalu-

ated by mean absolute error (MAE); this can measure the distance between the estimated

values by the proposed system and the annotated values from listeners evaluations.
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MAE =

∑N

i=1 |xi − yi|

N
(5.5)

where xi(i = 1, 2, ..., N) is the sequence of estimated values of one semantic primitive or

one acoustic feature. yi(i = 1, 2, ..., N) is the sequence of annotated values by listeners for

the corresponding semantic primitive and acoustic feature. N is the number of utterances

in the database.

Figs 5.5 displays the MAE results of semantic primitives between the training data and

testing data from the three-layered model. Fig.5.6 shows the MAE of acoustic features

from three-layered model and two-layered model. The two-layered model utilized the same

methodology of applying the emotion dimension for representing emotion but without

considering using the semantic primitive layers. The MAE of 15 semantic primitives are

all below 10%, and for the fast and slow semantic primitives, the MAE is somewhat

higher, near 10% which means that the estimation accuracy of semantic primitives is

very high. From Fig.5.6, comparing the results from the two-layered and three-layered

model, it is found that among 16 acoustic features, the MAE values of 10 acoustic features

from the three-layered model are lower than the two-layered model which means that the

three-layered model can provide higher estimation accuracy than the two-layered model.

Among the 16 acoustic features, all are below 20% and only the MAE of PW RAP is

higher than 15% using the three-layered model.

5.2 Rule application

For the emotional voice conversion system, the acoustic parameters of neutral speech

need to be modified in order to synthesize the emotional speech. The ratios, rules of the

relationships between acoustic features between neutral and intended emotion, are calcu-

lated by ANFIS through the inverse three-layered model. In this section, the modification

method based on the extracted rules is explained.

As shown in Fig.5.7, first, the phoneme boundaries of the vowels and consonants are

extracted manually from the neutral speech. Then the ratios between the neutral and

target emotional speech of the acoustic features TL, CL, RCV are used to modify the
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Figure 5.5: Mean absolute error of semantic primitives.

phoneme boundaries. The F0 contour is extracted by STRAIGHT at the same time

and interpolated using the duration information. The F0 contour is parameterized by

a modified version of the Fujisaki model to modify the F0 contour. After F0 modifica-

tion, STRAIGHT is applied to obtain the modified speech. Lastly, the power envelope

modification is done by using the target prediction model. After the power envelope

modification, the final converted emotional speech can be acquired.

5.2.1 Fujisaki model for parameterizing F0 contour

Previous work separately modified the F0 related acoustic features, such as average F0

(AP), highest F0 (HP), the mean value of F0 in the rising slope (RS) and rising slope of

the first accentual phrase (RS1st). In our case, separately modifying the acoustic features

is not suitable, because modifying one acoustic feature such as RS may influence other

acoustic features such as AP and HP and there is no appropriate order for modification.

We parameterized the F0 contour to control the entire contour using only a limited set of

parameters.

The Fujisaki model [1], a mathematical model represented by the sum of phrase com-
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ponents, accentual components, and the baseline Fb, is adopted to parameterize the F0

contour. The F0 contour can be expressed as follows.

lnF0(t) = lnFb+
I

∑

i=1

ApiGpi(t− T0i)

+

J
∑

j=1

Aaj{Gaj(t− T1j)−Gaj(t− T2j)} (5.6)

Gpi(t) =











α2
i t exp(−αit), t ≥ 0

0, t < 0

(5.7)

Gaj(t)











min[1− (1 + βjt) exp(−βjt), γ], t ≥ 0

0, t < 0

(5.8)

where Gp(t) represents the impulse response function of the phrase control mechanism,
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and Ga(t) represents the step response function of the accent control mechanism. The

symbols in these equations forecast

Fb: baseline value of fundamental frequency,

I: number of phrase commands,

J : number of accent commands,

Api: magnitude of the ith phrase command,

Aaj : amplitude of the jth accent command,

T0i: timing of the ith phrase command,

T1j : onset of the jth accent command,

T2j : end of the jth accent command,

α: natural angular frequency of the phrase control mechanism,

β: natural angular frequency of the accent control mechanism,

γ: relative ceiling level of accent components.

Many researchers utilize the Fujisaki model; the work of Mixdorff [84] is adopted in

this paper where α = 1.0/s and β = 20/s. By using Mixdorff’s method the parameters

(T0, T1, T2, Ap, Aa, and Fb) in the Fujisaki model are extracted. We then modify the

parameters to obtain a modified F0 contour using Equations 5.6, 5.7 and 5.8. We can

extract the AP, HP, RS, and RS1st of the modified F0 contour. The root mean square

error (RMSE) between the desired acoustic features and extracted one from the modified

F0 contour is calculated using the following equation:

RMSE =

√

∑N

i=1(AFi − ÂFi)2

N
(5.9)

where AF1, ... ,AFn is the desired acoustic feature value which is denormalized after being

estimated from ANFIS. And the ˆAF1, ... , ˆAFn is the extracted value from the modified

F0 contour. The F0 contour with the smallest RMSE is selected as the final F0 contour.

By controlling fundamental frequency, neutral speech was converted into emotional

speech related to a position on the V-A space which is shown in Figure 5.8. The results

showed the fundamental frequency was able to control using Fujisaki model with appro-

priate values compared to an estimated values gotten from a position of the V-A space in

three-layered model.
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Figure 5.8: F0 trajectory of a neutral speech (dashed) and synthesized speech (solid) [104].

5.2.2 Target prediction model for parameterizing the power en-

velope

In order to parameterize the power envelope target, a prediction model which predicts the

stable power target in short-term intervals is used to estimate the targets of the power

envelope [85]. We then change the targets to a stepwise function by using the segmentation

information, the starting and ending points of each phoneme. By modifying the magnitude

of the stepwise targets of the power envelope, a modified power envelope is reproduced

by a 2nd-order critically damped model. The procedure of reproducing power envelope is

shown in Fig. 5.9.

The neutral speech signal in Fig. 5.10 is represented as y(t) The power envelope of

the neutral speech signal is firstly extracted by

ey(t) = LPF
[

|y(t) + jHilbert [y(t)]|2
]

(5.10)

where LPF[·] is a low-pass filtering and Hilbert[·] is the Hilbert transform. Then we used

Eq.5.11 to change the power envelope in the log power envelope domain. Fig. 5.11 shows

the extracted log power envelope.

log ey(t) = 10log10(ey(t)) (5.11)
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Then the power envelope is approximated by a 2nd-order critically damped system

which can estimate the target power envelope using short-term power sequences without

being given the onset positions of the power transition.

A 2nd-order critically damped model is generally represented as follows

(

∆2 − 2λ∆+ λ2
)

yn = λ2b (5.12)

where ∆ is a differenctial operator in time, λ is a reciprocal time constant, time n = 0 is

the onset position of the transition and b is a target to which yn converges in the past if

λ > 0 and n ≤ 0, or in the future if λ < 0 and n ≥ 0. The solution of Eq.5.12 is

yn = (a + cn) exp (λn) + b (5.13)

where a and c are constants obtained from the boundary condition. Previous methods

that estimated the parameters of 2nd-order critically damped models have predicted all

parameters directly by using Eq.5.13 and the following measure,

e (n0 or n1, λ) =

n1
∑

n=n0

∣

∣yin − yn
∣

∣

2
, n0 < n1 (5.14)

where yin is an unknown input sequence. For these methods, a long-term sequence suffi-

cient to start at the onset position of the transition n0 = 0 when λ < 0 or n1 = 0 when

λ > 0 is essentially required. Then, non-linear optimization under two values, n0 and λ

or n1 and λ is needed. However, the purpose of our target prediction model is to estimate

b only.

Divide Eq.5.12 such that;

(∆− λ) {(∆− λ) yn} = λ2b (5.15)

and assume that

xn = (∆− λ) yn (5.16)

(∆− λ)xn = λ2b (5.17)
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By substituting Eq.5.13 into Eq.5.16,

xn = c exp (λn)− λb (5.18)

and Equation 5.18 is a first-order equation.

Assuming that

cm = c exp (λm) (5.19)

at time n = m, the neighborhood xm+t of xm is represented by

xm+t = cm exp (λt)− λb (5.20)

Thus, if the measure

e(λ) =

n1
∑

t=n0

∣

∣(∆− λ)yim+t − xm+t

∣

∣

2

=

n1
∑

t=n0

∣

∣xi
m+t − xm+t

∣

∣

2

can be used, non-linear optimization under only λ is needed and it does not require any

knowledge of the onset position of the transition estimating the target b, because xm+t is

an exponential function. In this prediction, if λ ≥ 0, it is the backward prediction (target

in the past). If λ < 0, it is the forward prediction (target in the future). We use forward

prediction (target in the future) to reproduce the power envelope.

In Fig.5.11, the blue line shows the estimated target of the power envelope using the

target prediction model.

The onset point T1j and ending point T2j of each phoneme was segmented manually.

After obtaining the estimated power envelope, we calculated the average value, Auj of the

jth step in each period of one phoneme which consisted of the stepwise function shown in

Fig.5.13, black line. These are the inputs of the Eq.5.21 that follow the accent mechanism

of the Fujisaki model. The stepwise input signals to the power control mechanism are

defined by their amplitude Auj, onset time T1j and offset time T2j using Eq.
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Figure 5.9: Procedure of reproduing power envelope

Figure 5.10: Speech wave of the original speech

log ey(t) =
J
∑

j=1

Auj[Gu(t− T1j)−Gu(t− T2j)] (5.21)

where log ey(t) is the reproduced power envelope. And the step-response Gu(t) is calcu-

lated using the following equation

Guj(t) = 1− (1 + δt) exp(−δt) t ≥ 0 (5.22)

The symbols in these equations forecast
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Figure 5.11: Extracted power envelope

• Auj: amplitude of the jth step, Auj is the average value of b in each segmentation,

• T1j: onset of the jth step,

• T2j: offset of the jth step,

• δ: time constant.

δ is the absolute value of the sum of the negative parts of λ as we use a forward

prediction, λ < 0 (target in the future), to reproduce the power envelope.

In Fig.??, the reproduced power envelope and extracted log power envelope are shown.

Signal/Error Ratio (SER) in Eq.5.23 and Mean Absolute Error (MAE) in Eq.5.24 are used

to evaluate the difference between the extracted and reproduced power envelope. As the

voiced signal is more important than the unvoiced parts in this research, SER is calculated

only during the voiced part.

SER = 10log10

∑N

i=1(xi)
2

∑N

i=1(xi − yi)2
(5.23)

69



Figure 5.12: Target of power envelope estimated by target prediction model

MAE =

∑N

i=1 |xi − yi|

N
(5.24)

where xi is the extracted power envelope and yi is the reproducing power envelope. N is

the number of bits in the voiced part.

The value of SER is 18.01dB and the MAE is about 1.82dB which means that the

reproduced power envelope is almost the same as the original extracted power envelope.

Therefore, we can conclude that this method works well for parameterizing the power

envelope. After this, we modified the power envelope by controlling Aaj to fit the estimated

acoustic features.

In Fig. 5.11, the blue line shows the estimated target of power envelope using the

target prediction model.
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Figure 5.13: Steplike targets of power envelope

5.3 Perceptual evaluation

The voice conversion system for emotional speech aims to control the degree of emotion

in dimensional space. We hypothesize that the system can convert any utterance from

any speaker by a given point in dimensional space using a limited database. This is

the procedure for the synthesized utterances for the evaluation phase, so there is no

reference to the desired position of the corresponding emotional utterance in the corpus.

Hence, the objective measures such as Mel-cepstral distortion or mean squared error

between converted and target are not suitable. The inputs of the conversion system are

the intended position value in V-A space and the neutral speech. We utilized the distance

between the intended position and the evaluated position obtained from the perception

experiment to evaluate the category and the degree of emotion.

5.3.1 Stimuli

In the following subjective evaluation experiments, the inputs of the system for emotional

voice conversion are three different neutral statements spoken by the single speaker from

71



Figure 5.14: Reproducing power envelope using 2nd-order critically damped model and
the extracted power envelope from original speech

the Japanese Fujitsu database. The English meaning of the three statements are the

following:

1. You have new mail.

2. Nothing new has come to mind.

3. I am already home.

The input positions to the system in V-A space are shown in Fig.5.15 with solid points.

The range of valence and arousal is from -2 to 2 in increments of 0.1. The position values

among the three utterances are the same. In the 1st and 3rd quadrants, there are 3

positions. Since there are two kinds of anger emotion, hot anger and cold, there are two

positions for each in the 2nd quadrant. One position in the V-A space represents one

synthesized utterance with different degrees of emotion. Including the neutral original

speech, there are 11 stimuli for each utterance with a total number of 33 synthesized

speech utterances.
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5.3.2 Experiment procedure

16 Japanese subjects (7 females and 9 males) with normal hearing, average age about

23.3 years old, participated in the experiment. Subjects listened to the stimuli in a

random order presented through an audio interface (FIREFACE UCX, Syntax Japan)

and headphones (HDA200, SENNHEISER) in a soundproof room. The original sound

pressure level was about 64 dB. The subjects evaluated the stimuli with regard to three

aspects, valence, arousal and naturalness. Each aspect was evaluated as a separate test

in order to avoid the conceptual confusion between valence and arousal, with at least a

3 hour time interval between tests. Subjects evaluated these scales using a graphic user

interface as shown in Fig.4.2. The ranges, scale steps, and other rules are the same as

explained in Section 4.

5.3.3 Subjective evaluation result in V-A space

Analysis of the evaluated results mainly focuses on two parts: perception of the emotion

category and the degree of emotion. The evaluated results (perceived positions) analyzed

in terms of emotion category in the valence and arousal spaces are shown in Fig.5.16.

The oval is calculated using average and standard deviation of valence and arousal values.

The central point of each oval is the mean value of each emotion. The radius of the oval

shows the standard deviation related to valence and arousal of each emotion. Fig.5.16

shows that the mean value of evaluated joy, cold anger and sadness can be obtained in

the intended quadrant and the standard deviation is acceptable for each emotion; this

means that the category of emotion can be perceived well by subjects for joyful, cold

anger, and sad emotional speech. But for hot anger, the intended position is the second

quadrant while the evaluated line of hot anger is in the first quadrant, so subjects perceived

synthesized hot anger as a joyful emotion. The reason for this misunderstanding is that,

as we mentioned in Section 4, only by replacing the spectral sequence of hot anger can

the neutral speech be perceived as hot anger. For now, our modification method only

controls for duration, F0, and power envelope. Therefore, hot anger emotion cannot be

well obtained.

The degree of emotion perception is shown in Fig.5.15. As the input positions of

the three different linguistic utterances are the same, the average evaluated values for
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each position among the three utterances are calculated. In Fig.5.15, the solid circles

represent the intended position and the hollow circles are the positions evaluated from

the perceptual experiment in V-A space. The dashed lines show the distance of the two

pairs: intended and evaluated. From Fig.5.15, we can see that the tendencies of the

degrees of valence and arousal for the intended and evaluated emotions are the same,

except for cold anger. Moreover, we note that the degree of the synthesized speech is

more mild than intended. This phenomenon is in line with the results reported in Section

4. It is found that if only the F0 or spectral sequence of neutral speech is replaced by

those from the emotional speech, the degree of perceived emotion is decreased.
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Figure 5.15: The evaluated and intended positions in V-A space. (the dashed lines are
the intended position and the solid lines are the obtained position.)
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Figure 5.16: The average and standard deviation of the evaluated results. (1st, 2nd, 3rd
stand for the intended quadrants. Cold and hot represent the intended cold anger and hot
anger. av and str mean the average and standard deviation values of each quadrant.)

5.3.4 Subjective evaluation result of naturalness

The naturalness quality of the converted utterances was rated on a 1-to-5 scale [1-bad,

2-poor, 3-fair, 4-good, 5-excellent] using the neutral sentence as the reference. The Mean

Opinion Score (MOS) is shown in Fig.5.17. The MOS of each emotion is calculated

separately. From these results, we see that all naturalness scores are fair, i.e., above 2.5.

Joyful speech was rated best (MOS about 3.38), with cold anger as a second (MOS about

3.1). The MOS of hot anger and sad are about 2.98 and 2.27. The reason that the quality

of sadness is the lowest is because that the duration of sad speech is long but the pauses

between phrases were not markedly obvious. We treated the ratio of modification to voice

and unvoiced part the same. Therefore, the synthesized speech seemed machine-like. More
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precise control of duration ratios between voiced and unvoiced periods is needed in order

to improve the quality of sadness; this is a topic that will be researched in the future.
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Figure 5.17: Mean opinion scores for converted speech in each quadrant.
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Chapter 6

Emotion conversion for multiple

languages

As the collection of speech for multiple emotions in multiple languages costs huge, if one

system can be applied to multiple languages, it will improve the efficiency. Therefore,

this chapter aims to explore the possibility for apply the mono trained emotional voice

conversion system to other languages without training.

6.1 Commonalities of human perception for emotional

speech among multi-languages

Many previous researches have focused on the perception differences of emotional speech

among different languages and among different mother-languages listeners. Huang [105]

tested the adjective that Japanese and Mandarin listeners used to describe the Japanese

emotional speech. Results show that 60% adjectives they chose are common. Subjects

from three different countries were invited to evaluate the emotion categories of the emo-

tional speech database without linguistic information. Principal component analysis re-

sults revealed that some common factors are shared among human being for perceiving

emotion.

These previous researches based their research on emotion category representation.

Han in 2015 analyzed [88], five emotional speech databases in five different languages,

Japanese, German, English, Vietnamese and Chinese in valence-arousal space. Four emo-
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tional states, happy, angry, neutral, and sad, were selected from the five databases. Thirty

subjects from three different countries, Japan, China and Vietnam, evaluated the three

databases in terms of valence and arousal. The five databases are CASIA database,

IEMOCAP database, Berlin database, Fujitsu database and VNU database in Chinese,

American English, German, Japanese and Vietnamese respectively.

Han compared the experimental results in three points of view:

1. the position of neutral state.

2. the direction of emotional states.

3. the degree of emotional states.

Results show that same positions of neutral states can be achieved by different native

language groups. And the direction from neutral to other emotional state is also identical

among them. However, the degree is different. This suggests that even with different

language and cultures, human beings can have the same feeling on neutral speech.

Some emotion recognition system based their researches on these findings. Li [49]

proposed a multilingual speech emotion recognition system based on a three-layer model

who believed that human emotion recognition can be constructed using one system.

Based on this result, we hypothesize that, given the same direction in V-A space from

neutral voice to other emotional states, the emotion conversion system can also convert

other languages with the same impression of emotion.

In order to confirm this hypothesis, we apply the emotion conversion system build for

Japanese to two other languages, English and Chinese, without training using the two

languages. In the following section, the outline of the emotion conversion system and the

procedure for applying the emotion conversion system to other languages are illustrated.

6.2 Applying conversion system to other languages

As we investigate whether, given the same direction from neutral speech to other emotional

states, the converted speech can give the same impression among multiple languages,

two different neutral speech as well as Japanese one are given as input to the emotion

conversion system.
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Figure 6.1: Emotional states position on Valence-Activation approach [88].

One utterance is spoken in Chinese by a professional female voice actor which is

selected from the Chinese emotional corpus developed by Institute of Automation, Chinese

Academy of Sciences (CASIA). The content is in Chinese means “He ends an meaningless

love” in English. Another utterance is spoken in English by a female US English speaker

from English CMU ARCTIC database. The content is “LORD BUT I’M GLAD TO SEE

YOU AGAIN PHIL”.

Figure 6.2: Convert the source neutral speech from Japanese to other languages

This emotion conversion system built for Japanese shown in Fig. 6.2 is applied to

Chinese and English sentences without changing parameter values in the rules extraction

and rules application steps. The inputted positions are the same among three languages,
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that we choose the 8 positions with either large or small value of valence or activation to

represent the intended and intensity of emotion; Four in the 1st quadrant that represent

joy and four in the 3rd quadrant which represent sad emotion. The input position is

shown as dashed line in Fig. ??.

Figure 6.3: Evaluation results (emotion category) of synthesized voices in Chinese.

6.2.1 Listening Test

To verify whether the synthesized voices care well perceived by humans, we carried out

subjective listening tests to let subjects evaluate the synthesized speech in the V-A space.

Subjects and Stimuli

In the listening test, 9 subjects (two Vietnamese female, one Vietnamese male, three

Japanese male, one Chinese female and two Chinese male, mean 26 years old) with normal
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Figure 6.4: Evaluation results (emotion category) of synthesized voices in English.
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Figure 6.5: Evaluation results (emotion category) of synthesized voices in Japanese.
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Figure 6.6: Evaluation results (emotion degree) of synthesized voices in Chinese.

hearing ability gave evaluation scores on three aspects: activation, valence and natural-

ness. 27 stimuli are presented to the subjects. The 27 stimuli contain three languages

and each language has 9 stimuli. Among the 9 stimuli, four voices of joy, four voices of

sad and one voice of neutral. The neutral speech is the original speech given as inputs of

the system and the 8 stimuli for joy and sad are prepared with either largest or smallest

values of valence or activation.

Procedure

Subjects were asked to listen to the stimuli presented through an audio interface (FIREFACE

UCX, Syntax Japan) and headphones (HDA200, SENNHEISER) in a soundproof room.

The original sound pressure level was 64 dB.

For valence and activation, subjects listened to all stimuli twice. This was done so

that they could acquire an impression of the whole stimulus the first time and then

evaluate one dimension from -2 to 2. Valence and activation needed to be done separately
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Figure 6.7: Evaluation results (emotion degree) of synthesized voices in English.

Figure 6.8: Evaluation results (emotion degree) of synthesized voices in Japanese
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Figure 6.9: Evaluation results (The mean opinion score) of Chinese synthesized voices.

in order to avoid conceptual confusion. Valence and activation were evaluated using 40

scales (Valence: Left [Very Negative], Right [Very Positive]; Activation: Left [Very Calm],

Right [Very Excited]: range −2 ∼ 2 in increments of 0.1). Subjects evaluated these scales

using a graphic user interface. During the listening test, subjects could listen to the

stimulus as many times as they wanted.

For naturalness, all synthesized voices were presented once before subjects gave evalu-

ations. The scale of evaluations was divided into five levels from bad to excellent (1 ∼ 5).

Subjects gave evaluations according to original speech spoken by a human whose natu-

ralness is excellent.

85



Figure 6.10: Evaluation results (The mean opinion score) of English synthesized voices.
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Figure 6.11: Evaluation results (The mean opinion score) of Japanese synthesized voices.
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6.2.2 Results

Emotion Perception

In Fig. 6.3, Fig. 6.4 and Fig. 6.5, evaluated positions in the valence and activation space are

shown with solid line in each quadrant among multiple languages. The oval is calculated

using average and standard deviation in each quadrant. Here, the dashed lines are the

inputs of the system and the solid lines are the evaluated results by subjects in the listening

test. The dashed lines are what we want, and the solid lines are what we actually obtained.

The blue lines represent the joy voices and the green lines show the sad voices. As among

three languages, blue lines are all in the first quadrant and green lines are all in the

third quadrant. It means that subjects can perceive emotions category well among three

languages.

In Fig. 6.6, Fig. 6.7 and Fig. 6.8, 9 stimuli with either largest or smallest value of

valence or activation are used to represent the intended and obtained intensity of emotion

in each quadrant. The red dashed line shows directions from the intended positions to

obtained positions and the rectangles are the intended intensity and the quadrilaterals

are the obtained intensity from the listening test in the V-A space. We can see that

the quadrilaterals in the first quadrant show a small area but the tendency of emotional

intensity is the same except one valence values of Japanese voices. And the quadrilaterals

in the third quadrant shows a large area and the tendency of emotional intensity are

similar as intended except for the synthesized voice whose intended position is VA(-1.6,-

1.2) which is caused by the estimation part. From the results of emotion category and

degree, we can confirm that this system can convert neutral speech to emotional ones

with the same intended category and similar intensity for multiple languages.

Naturalness

The evaluation result for the naturalness of synthesized speech is shown in Fig. 6.9,

Fig.6.10 and Fig.6.11. Mean opinion score (MOS) of each quadrant is calculated sepa-

rately. From these results, we can see that all naturalness scores are above or near 2, that

means not bad. The excellent synthesized speech in terms of naturalness was Chinese joy

voices. MOS of English synthesized voices are all above 3, that means ordinary natural

and naturalness of sad voices are low for Chinese and Japanese. The reason why sadness
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was not good is because the duration control of sad speech sometimes fails in some points

so that the synthesized voices were long but the interval in each phrase was not obvi-

ous. Therefore, the synthesized speech seemed like machine-like. More precise control of

duration ratios between voiced and unvoiced periods is needed to be researched.

6.3 Discussion

These results show given the same direction from neutral speech to emotional states in

V-A space, the conversion system built with one language can convert neutral speech to

emotional ones among multiple languages. The conversion system for emotion trained

in Japanese is used to convert a tone language, Chinese and a stress language, English.

The results from the listening tests by subjects confirmed that the synthesized voices

can convey the same category and similar intensity of emotion among different languages

which means that the conversion system for emotion built for Japanese is compatible to

other languages.

89



Chapter 7

Discussion

In the previous section, the modeling and representation of the non-linguistic information,

emotion is considered. In order to convert neutral speeches to emotional ones with emotion

degree-controllable following human emotion perception mechanism, a rule-based voice

conversion system with emotions represented in dimensional space using the inverse three-

layered model has already been proposed.

In Section 4, with the purpose of investigating the related acoustic features to each

emotion dimensions (arousal and valence), the perception experiment was conducted by

evaluating the synthesized voices with one acoustic feature replaced from neutral to emo-

tional utterances. Four acoustic features: F0, spectral sequence, power envelope and

duration were considered. The statistical method, ANOVA is used for analyzing the per-

ception results. It is shown that F0 and spectral sequence make a great contribution to

both dimensions while power envelope and duration are important to arousal dimension.

These findings are in lines with the previous researches which focus on using the statistical

method between acoustic features and emotion dimensions [25] [81].

Perception results in dimensional space show that only replacing F0 from emotional

utterance to neutral utterance, joy and sad emotion can be perceived as original emotion

category although the degree of emotion is decreased. For hot anger emotion, it is found

that only replacing F0, it will be perceived in the first quadrant. On the other hand, if the

only spectral sequence is replaced from neutral to emotional, joy, sad and anger emotion

can be perceived as original and the degree of emotion is also decreased.

In this research prosody-related acoustic features, duration, F0 and power envelope was
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controlled by interpolation method, Fujisaki model and target prediction model. Results

of listening test shown in Chapter 5 reveal that the evaluated position of joy and sad

emotion are all in the first and third quadrant separately. And the hot anger emotion

is perceived in the first quadrant. This result is in line with the findings in Chapter 4.

It indicates that the proposed method achieved the success following the purpose of this

research.

Based on this idea, the system is applied to multiple languages without training. And

the input positions are in the first and third quadrant in the dimensional space. Perception

results show that this system trained in one language is suitable for multiple languages

by modifying the prosody-related acoustic features.

On the other hand, the influence of emotions on human speech is manifested mainly

in prosody, however, emotional state of a speaker is accompanied also by physiological

changes causing a shift of individual formants, different amount of low-frequency and

high frequency energy. Results in Chapter 4 reveals that not only the prosody related

acoustic features, spectral sequence also plays an important role in emotional speech,

especially for anger emotion. So the controlling of spectral parameters by parameterizing

spectrum utilizing temporal decomposition and Gaussian mixture model [111] [147] [148]

for emotional voice conversion is tried in this research.

Temporal decomposition is used to represent the continuous variation of the speech

events as a linear-weighted sum of a number of discrete elementary components. Gaussian

components in Gaussian mixture model are utilized to represent the distribution based

on the spectral envelope. By modifying the parameters of a Gaussian component, the

amplitude of spectral and formant frequency can be controlled well.

The satisfactory naturalness of resynthesized speech shows that spectrum can be pa-

rameterized well by using temporal decomposition and Gaussian mixture model. While

when a large degree is applied for modification, the naturalness of the synthesized speech

is drastically decreased. That means more works are needed for controlling the spectral

sequence.

In this research, the prosody-related acoustic features were explored. The successful

perception results confirm that the proposed method is suitable for controlling the degree

of emotion in voice conversion system. In the future, the optimization method for con-
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trolling the spectral sequence to fit the desired acoustic features related to spectrum will

be researched. The hypothesis can be made that the complete voice conversion system for

all kinds of emotion and non-linguistic information can be built if the spectral sequence

can be controlled well. Furthermore, the combination of prosody and spectral related

acoustic features will make this system capable for multiple languages from any speaker.
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Chapter 8

Discussion and Conclusion

8.1 Discussion

In the previous section, the modeling and representation of the non-linguistic information,

emotion is considered. In order to convert neutral speeches to emotional ones with emotion

degree-controllable following human emotion perception mechanism, a rule-based voice

conversion system with emotions represented in dimensional space using the inverse three-

layered model has already been proposed.

In Section 4, with the purpose of investigating the related acoustic features to each

emotion dimensions (arousal and valence), the perception experiment was conducted by

evaluating the synthesized voices with one acoustic feature replaced from neutral to emo-

tional utterances. Four acoustic features: F0, spectral sequence, power envelope and

duration were considered. The statistical method, ANOVA is used for analyzing the per-

ception results. It is shown that F0 and spectral sequence make a great contribution to

both dimensions while power envelope and duration are important to arousal dimension.

These findings are in lines with the previous researches which focus on using the statistical

method between acoustic features and emotion dimensions [25] [81].

Perception results in dimensional space show that only replacing F0 from emotional

utterance to neutral utterance, joy and sad emotion can be perceived as original emotion

category although the degree of emotion is decreased. For hot anger emotion, it is found

that only replacing F0, it will be perceived in the first quadrant. On the other hand, if the

only spectral sequence is replaced from neutral to emotional, joy, sad and anger emotion
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can be perceived as original and the degree of emotion is also decreased.

In this research prosody-related acoustic features, duration, F0 and power envelope was

controlled by interpolation method, Fujisaki model and target prediction model. Results

of listening test shown in Chapter 5 reveal that the evaluated position of joy and sad

emotion are all in the first and third quadrant separately. And the hot anger emotion

is perceived in the first quadrant. This result is in line with the findings in Chapter 4.

It indicates that the proposed method achieved the success following the purpose of this

research.

Based on this idea, the system is applied to multiple languages without training. And

the input positions are in the first and third quadrant in the dimensional space. Perception

results show that this system trained in one language is suitable for multiple languages

by modifying the prosody-related acoustic features.

On the other hand, the influence of emotions on human speech is manifested mainly

in prosody, however, emotional state of a speaker is accompanied also by physiological

changes causing a shift of individual formants, different amount of low-frequency and

high frequency energy. Results in Chapter 4 reveals that not only the prosody related

acoustic features, spectral sequence also plays an important role in emotional speech,

especially for anger emotion. So the controlling of spectral parameters by parameterizing

spectrum utilizing temporal decomposition and Gaussian mixture model [111] [147] [148]

for emotional voice conversion is tried in this research.

Temporal decomposition is used to represent the continuous variation of the speech

events as a linear-weighted sum of a number of discrete elementary components. Gaussian

components in Gaussian mixture model are utilized to represent the distribution based

on the spectral envelope. By modifying the parameters of a Gaussian component, the

amplitude of spectral and formant frequency can be controlled well.

The satisfactory naturalness of resynthesized speech shows that spectrum can be pa-

rameterized well by using temporal decomposition and Gaussian mixture model. While

when a large degree is applied for modification, the naturalness of the synthesized speech

is drastically decreased. That means more works are needed for controlling the spectral

sequence.

In this research, the prosody-related acoustic features were explored. The successful

94



perception results confirm that the proposed method is suitable for controlling the degree

of emotion in voice conversion system. In the future, the optimization method for con-

trolling the spectral sequence to fit the desired acoustic features related to spectrum will

be researched. The hypothesis can be made that the complete voice conversion system for

all kinds of emotion and non-linguistic information can be built if the spectral sequence

can be controlled well. Furthermore, the combination of prosody and spectral related

acoustic features will make this system capable for multiple languages from any speaker.

8.2 Conclusion

A voice conversion system for emotional speech which utilized dimensional space to rep-

resent emotion in order to control the degree of emotion following the human emotional

speech perception mechanism is proposed in this research.

For emotion representation, two dimensions, valence(from positive to negative) and

arousal (from excited to calm), are considered. So the degree and category of emotion

can be freely controlled by changing the position values in dimensional space.

For modeling process of emotion, the inverse three-layered model is proposed as the

structure between emotion dimensions and acoustics. The inverse three-layered model

follows the Brunswik’s functional lens model which assumes that the perception of emotion

by humans is multi-layered.

For the method of synthesizing emotional speech, rule-based emotional voice conver-

sion system is proposed which can obtain the rules among different degree of emotions

using limited training database.

The significant acoustic features related to each dimension are explored by synthe-

sizing speech, certain acoustic features of which are from emotional speech and others,

from neutral speech. Perceptual evaluations in V-A space show that F0 and spectral

information are the most important factors related to arousal and valence.

By replacing the F0 and spectral information of neutral speech from joyful, cold anger

and sad emotional speech, the synthesized speech can be perceived as having the same

original emotional category, although the degree is decreased by replacing either of them.

But by replacing only the F0 of the neutral utterance to the F0 from the hot anger

utterance, the synthesized utterance is perceived as a joyful emotion. If only spectral
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information is replaced by that from the hot anger utterance, the synthesized voice can

be perceived as hot anger while the degrees in both valence and arousal dimensions are

decreased. These results support the previous studies that voice quality and F0 contribute

much to emotions [86] [87].

The voice conversion system has two parts: rule extraction and rule application. AN-

FIS, which embraces the concept of human perception of emotion as fuzzy logic, connects

the three layers as a non-linear mapping. The low mean absolute error between the

estimated value from ANFIS and the reference shows that ANFIS and the inverse three-

layered model has the ability to build the non-linear relationship between acoustics and

the emotion dimensions. The rules of acoustic features for modifying the neutral speech

are extracted using the estimated acoustic features from ANFIS and the extracted acous-

tic features from neutral speech. In order to convert the neutral speech to the desired

emotional speech in dimensional space, the Fujisaki model and target prediction model

for parameterizing F0 and power envelope separately are conducted. STRAIGHT is used

as the analysis-synthesis tool in this system.

Perceptual evaluation results in V-A space show that the synthesized speech of joyful,

sad and cold anger emotion can be perceived well, including the category and the degree,

although the perceived degree is decreased compared to the desired values. For hot anger

emotion, since spectral modification was not conducted, the synthesized speech of hot

anger is perceived as a joyful emotion.

The possibility for extended this emotional conversion system build in one language

is explored lastly. Given the same direction from neutral speech to emotional states in

V-A space, the conversion system for emotion can convert neutral speech to emotional

ones among multiple languages. The conversion system for emotion trained in Japanese is

used to convert a tone language, Chinese and a stress language, English. The results from

the listening tests by subjects confirmed that the synthesized voices can convey the same

category and similar intensity of emotion among different languages which means that

the conversion system for emotion built for Japanese is compatible with other languages.
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8.3 Contribution

In this research, the significant contribution is to apply the dimensional approach for rep-

resenting emotion in emotion conversion system instead of the categorical method. Hence

the degree of emotion can be controlled freely by changing the position in dimensional

space.

Then the propose of the inverse three-layered model following the emotion perception

of human beings makes the modified Brunswikin’s lens model applicable. And it provides

a new structure between acoustic and emotion.

Lastly, the rule-based speech synthesis system realized by the fuzzy inference system

independence of the language and speaker, it can make the conventional TTS synthesize

emotional speech of the target speaker and target language using only the neutral speech

of the speaker in any language. It will have a great impact on practical TTS applications

in the future.

8.4 Future works

Exploring the individuality among speakers

All these findings are based on one female voice actress database. Yet, speakers encode

their affective states using various acoustic features. In future work, the database will be

extended to multiple speakers in order to explore speaker individuality for affectiveness.

Exploring the differences and commonality among languages

This system is trained only in one language. For the purpose to build the affective voice

conversion system for multiple languages, the training database can be extended to more

kinds of languages. And the commonality and difference among languages can be explored

in the future.

Controlling the spectral sequence

The current system can control the prosody related acoustic features. While the spectral

sequence is also important for emotional speech. More efforts will be made on temporal
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decomposition and Gaussian mixture model for controlling spectral sequences in order to

convert neutral speech to any kind of affective speech.

Building the affective voice conversion system for multiple lan-

guages

As three kinds of information are embedded in speech, other affective factors such as

emphasis, shouted will be researched in the future for building the complete affective

voice conversion system.

Lastly, previous research has already revealed the commonality and difference in cross-

cultural emotion perception [88] [89] [90]. Since this system does not have a restriction

on linguistic information, this will be a good approach for exploring the applications to

multiple languages and multiple speakers in the future.
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[6] T. Shochi, A. Rilliard, V. Aubergé and D. Erickson, “Intercultural Perception of En-

glish, French and Japanese Social Affective Prosody,” The role of prosody in Affective

Speech, pp. 31, 2009.
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