
JAPAN ADVANCED INSTITUTE OF SCIENCE AND TECHNOLOGY

DOCTORAL THESIS

Elucidation of physical similarity concepts
by machine learning approach

Author:
NGUYEN Duong Nguyen

Supervisor:
Assoc. Prof. DAM Hieu Chi

A thesis submitted in fulfillment of the requirements
for the degree of Doctor of Philosophy

in the

Dam laboratory
School of Knowledge Science

September 24, 2019

http://www.jaist.ac.jp/index.html
http://www.johnsmith.com
http://www.jamessmith.com
http://www.jaist.ac.jp/profiles/info_e.php?profile_id=417&school=1
https://www.jaist.ac.jp/english/areas/knowledge-science.html




iii

Declaration of Authorship
I, NGUYEN Duong Nguyen, declare that this thesis titled, “Elucidation of physical
similarity concepts by machine learning approach” and the work presented in it are
my own. I confirm that:

• This work was done wholly or mainly while in candidature for a research de-
gree at this Institute.

• Where any part of this thesis has previously been submitted for a degree or
any other qualification at this Institute or any other institution, this has been
clearly stated.

• Where I have consulted the published work of others, this is always clearly
attributed.

• Where I have quoted from the work of others, the source is always given. With
the exception of such quotations, this thesis is entirely my own work.

• I have acknowledged all main sources of help.

• Where the thesis is based on work done by myself jointly with others, I have
made clear exactly what was done by others and what I have contributed my-
self.

Signed:

Date





v

“The thing that doesn’t fit is the thing that most interesting.”

Richard Feynman





vii

JAPAN ADVANCED INSTITUTE OF SCIENCE AND TECHNOLOGY

Abstract
Knowledge Management

School of Knowledge Science

Doctor of Philosophy

Elucidation of physical similarity concepts by machine learning approach

by NGUYEN Duong Nguyen

Canonical similarity measurements in machine learning determine relationships among
data objects over the description space to achieve efficient inferences. In contrast,
in human recognition and materials science, the similarity between two objects de-
pends on whether they follow a common mechanism/function. In this thesis, we
show the use of existing machine learning model as well as developing methods to
determine similarity–dissimilarity among data objects with respect to physical prop-
erties.

HTTP://WWW.JAIST.AC.JP/INDEX.HTML
https://www.jaist.ac.jp/english/areas/knowledge-science.html




ix

Acknowledgements
I would like to express my sincere thanks to my advisor, Professor Dam Hieu

Chi, for allowing me to participate and help me find happiness in doing scientific
research. Please let me emphasize again that, the happiness of doing scientific re-
search is the most valuable that I have earned here. It was the harmony between
several layers of emotions and experiences.

It was the moment when he encouraged me to revise twenty-nine times for my
very first publication since the previous ones stand still had "something" not in per-
fectly smooth. After that, the very first "similarity" terminology was born and drives
all my thesis now. It was the lesson of not compromising with anything we could do
better. The emotions could be disappointed, but in the end, it was comprehended
then thankful.

professional work,
naive but concise thinking,
chasing and dedicating our mind to the beauty of science,
It was apart of the lessons I have learned from him. Finally, after three years of

working under his advise, I might not know yet the answer to what science looks
like, but I quite certain about how the happiness of doing scientific research looks
like.

Besides that, I would like to send my appreciation to all collaborators in my lab:
Mr. P. T. Lam, Mr. N. V. Cuong, Mrs. N. T. Linh, Mr. N. V. Doan, Mr. D. T. Thai, Mr.
L. D. Khiet, Mr. H. M. Quyet. I might not finalize my works without constructive
and fruitful discussions from them. All the members experienced with me through
150 seminars, conducted in five hours each time. Let’s imagine how many beautiful
things I have learned from them.

All of my work was partly supported by PRESTO; by the “Materials Research
by Information Integration Initiative” (MI2I) project of the Support Program for
Start-Up Innovation Hub, from the Japan Science and Technology Agency (JST); by
JSPS KAKENHI Grant-in-Aid for Young Scientists (B) (Grant JP17K14803), Japan; by
MEXT as a social and scientific priority issue (Creation of New Functional Devices
and High-Performance Materials to Support Next-Generation Industries; CDMSI) to
be tackled using a post-K computer.

Lastly, I would like to spend this thesis as thankful to my family, especially my
parents. By somehow they might not contribute to detail works, but they taught me
about the foundation about how to do the right thing.

. . .





xi

Contents

Declaration of Authorship iii

Abstract vii

Acknowledgements ix

List of Figures xv

List of Tables xix

1 Introduction 1
1.1 Breakthrough discoveries in Materials science . . . . . . . . . . . . . . 1

1.1.1 Message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Similarity, Intuitively, Harmony . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Canonical methods in Materials science research . . . . . . . . . . . . . 5
1.4 Machine learning: new similarity miners . . . . . . . . . . . . . . . . . 6
1.5 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 A dialogue between material scientists and machine learning experts 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 The materials scientist . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Purposes: new structure and new physical law . . . . . . . . . . 9
2.2.2 Provider: materials science’s data . . . . . . . . . . . . . . . . . 10
2.2.3 Notable works . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 The machine learning expert: explainable AI and similarity modeling . 11
2.3.1 Similarity in other domains . . . . . . . . . . . . . . . . . . . . . 14

2.4 The object of research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 Relation function – the center of similarity concept 17
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 Predicting formation energy of Fm3̄m AB materials data . . . . 18
3.2.3 Predicting lattice parameter of body-centered cubic material data 19
3.2.4 Predicting experimental observed Curie temperature of rare-

earth–transition metal alloys . . . . . . . . . . . . . . . . . . . . 20
3.2.5 Appropriated physical phenomena . . . . . . . . . . . . . . . . 21

3.3 Regression function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1 Linear regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Kernel-ridge regression . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4 Kernel regression-based variable evaluation . . . . . . . . . . . . . . . . 24
3.4.1 Subset prediction ability: PA . . . . . . . . . . . . . . . . . . . . 24
3.4.2 Strongly relevant and weakly relevant features . . . . . . . . . . 25



xii

3.4.3 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Prediction ability PA . . . . . . . . . . . . . . . . . . . . . . . . . 26
Strong-weak relevant features . . . . . . . . . . . . . . . . . . . . 27
Prediction of TC for new compounds . . . . . . . . . . . . . . . . 29

3.5 Linear regression-based clustering . . . . . . . . . . . . . . . . . . . . . 31
3.5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5.2 Determine number of clusters . . . . . . . . . . . . . . . . . . . . 34
3.5.3 Interpreting cluster structure by decision rule . . . . . . . . . . 34
3.5.4 Group index prediction for new instance . . . . . . . . . . . . . 35
3.5.5 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Determine number of clusters . . . . . . . . . . . . . . . . . . . . 35
Learning decision rule from cluster structure . . . . . . . . . . . 36
Prediction ability of regression-based clustering . . . . . . . . . 41
Identify different behavior groups in catalyst data set . . . . . . 42

3.6 Non linear regression ensembling . . . . . . . . . . . . . . . . . . . . . . 43
3.6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.6.2 Related methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6.3 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4 Modeling similarity–dissimilarity concepts 47
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Committee voting machine for similarity measurement . . . . . . . . . 47

4.2.1 Similarity voting machine . . . . . . . . . . . . . . . . . . . . . . 47
4.2.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Experiment 1: Formation energy of Fm3̄m AB materials data set 49
Experiment 2: Lattice parameter for body-centered cubic struc-

ture data set . . . . . . . . . . . . . . . . . . . . . . . . 52
Experiment 3: Curie temperature of Rare earth Transition metal

magnetic data set . . . . . . . . . . . . . . . . . . . . . 53
4.2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.3 Committee voting machine for dissimilarity measurement . . . . . . . 55
4.3.1 Dissimilarity voting machine . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

Experiment 1: Prototype models . . . . . . . . . . . . . . . . . . 56
Experiment 2: Curie temperature of rare-earth–transition metal

alloys data sett . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.4 Combining evidence on similarity with Dempster–Shafer theory . . . . 62
4.4.1 Similarity–dissimilarity evidence modeling . . . . . . . . . . . . 62

Similarity–dissimilarity modeling by mass function . . . . . . . 63
Error-based source of evidences . . . . . . . . . . . . . . . . . . 63
Local-based source of evidences . . . . . . . . . . . . . . . . . . 64

4.4.2 Dempster’s rule in combining evidences . . . . . . . . . . . . . 64
4.4.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Experiment 1: Bifurcate data . . . . . . . . . . . . . . . . . . . . 65
Experiment 2: Motorcycle data . . . . . . . . . . . . . . . . . . . 66
Experiment 3: Noisy data . . . . . . . . . . . . . . . . . . . . . . 67
Experiment 4: Curie temperature of rare-earth–transition metal

alloys data set . . . . . . . . . . . . . . . . . . . . . . . 69
4.4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71



xiii

5 Contributions and limitations of the thesis 73

6 Publication list 75

A Appendix for combining similarity evidence work 77

B Joint distribution context in grouping similarity 79
B.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B.2 The first case study: Gaussian mixture model in unveiling oxygen

diffusion track . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
B.2.2 Oxygen storage and release mechanism . . . . . . . . . . . . . . 79
B.2.3 Experiment setting . . . . . . . . . . . . . . . . . . . . . . . . . . 80
B.2.4 Problem setting in data science . . . . . . . . . . . . . . . . . . . 80

Data instance definition and feature enrichment . . . . . . . . . 80
Gaussian mixture model in finding similarity evidences . . . . 82

B.2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Result 1: 3D HXSP nanoscale imaging of Ce valence state . . . . 83
Result 2: Unveiling four reaction phases in the 3D nanoscale

valence map . . . . . . . . . . . . . . . . . . . . . . . . 83
B.2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

B.3 The second case study: Gaussian mixture model in understanding
catalyst degradation process . . . . . . . . . . . . . . . . . . . . . . . . . 87
B.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
B.3.2 Pt-Co catalysts in Polymer electrolyte fuel cells . . . . . . . . . . 87
B.3.3 Experiment setting . . . . . . . . . . . . . . . . . . . . . . . . . . 88
B.3.4 Problem setting in data science . . . . . . . . . . . . . . . . . . . 89
B.3.5 Results: Unsupervised learning of the visualized 3D maps of

the Pt-Co catalyst in the MEA . . . . . . . . . . . . . . . . . . . . 90
B.3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

B.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

Bibliography 95





xv

List of Figures

1.1 Prehistoric Timeline. (Source: historyinteractive.co.uk) . . . . . . . . . 1
1.2 Notable points in history of the periodic table . . . . . . . . . . . . . . . 2
1.3 The way creativity is driven, and so the world does. . . . . . . . . . . . 3
1.4 The J. W. Döbereiner paper in 1829 which shows his identifies about

Triads correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Four paradigms in materials science development. (Source: https://www.nomad-

coe.eu/news/147/39/NOMAD-establishes-new-fourth-paradigm-in-
computational-materials-science) . . . . . . . . . . . . . . . . . . . . . . 6

2.1 Context dependence of similarity measure, according to Amos Tver-
sky, "Feature of similarity" 1977 Tversky, 1977. . . . . . . . . . . . . . . 13

3.1 Left: two data points A and B are much closer, or equivalent, more
similar than A and C in the descriptive space. Right: similarities
among the three data points change considering the appearance of
other data points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 Observed and predicted TC for 101 transition–rare-earth bimetal al-
loy compounds by an ensemble Gaussian kernel regression. The pre-
diction model is constructed by taking ensemble averaging of top 5
models that yield highest R2 score after kernel regression-based vari-
able evaluation. The prediction accuracy of this model, R2 score of
0.984, MAE: 31.21 (K), achieves a higher prediction accuracy than PA
of all our designed variable sets. . . . . . . . . . . . . . . . . . . . . . . 27

3.3 The distribution of R2 score larger than 0.9 in exhaustive search of
all variable combinations models with four kernels: Gaussian with
892,612 models - polynomial; 284,649 models - Laplacian; 1,317,193
models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.4 Dependence of the best prediction accuracy on the number of vari-
ables in the Gaussian kernel regression model. The red line represents
the maximum prediction ability PA(D) of the full descriptive variable
set D with respect to the different numbers of variables. The other
lines represent the trend of PA(D− {di}) by removing variable {di}
from D in the same manner. The significant decrease of PA(D−{CR})
shows that the concentration of the rare-earth element CR is strongly
relevant to TC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29



xvi

3.5 Dependence of the best prediction accuracy on the number of vari-
ables in the polynomial(a) - Laplacian(b) - Sigmoid (c) kernel regres-
sion model. The red line represents the maximum prediction ability
PA(D) of the full descriptive variable set D with respect to the dif-
ferent numbers of variables. The other lines represent the trend of
PA(D− {di}) by removing variable {di} from D in the same manner.
Supporting to the result from Gaussian kernel in Figure 3.4, the sig-
nificant decrease of PA(D−{CR}) shows that the concentration of the
rare-earth element CR is strongly relevant to TC. . . . . . . . . . . . . . 30

3.6 The dependence of TC on the concentration of the rare-earth metal
(CR) in binary alloy compounds. . . . . . . . . . . . . . . . . . . . . . . 31

3.7 Predicted value distribution of test compounds by using a bagging
model constructed from top–5 highest prediction accuracy kernel re-
gression model with Gaussian and Laplacian kernels. The distribu-
tions appear as a mixture of several Gaussian distribution compo-
nents. This serves as evidence to show that there are a number of func-
tions that generate such components. The black dashed lines show the
predicted value obtained by taking the average of all possible values.
The red dashed lines show the observed values. . . . . . . . . . . . . . 32

3.8 Determination of the number of clusters and the results of regression-
based clustering technic using a map of two evaluation objectives: (1)
maximize prediction R2 score for all models and (2) maximize the dis-
similarity among models in evaluation of different problems: 3.8a AB
compound, 3.8b lattice parameter, and 3.8c Tc magnetic phase transi-
tion temperature. The red rectangle denotes the region in which the
mixed linear model shows the best prediction ability and the highest
degree of dissimilarity from other models. . . . . . . . . . . . . . . . . . 36

3.9 Binary AB compound – (A): confusion matrix describes the dissim-
ilarity among the models employed (B): the overall prediction accu-
racy achieved by combining 5 clusters. (C): The decision tree used to
classify group indices determined using regression-based clustering. . 37

3.10 Lattice parameter data set – Results of regression-based clustering for
binary compounds with Lconst is set as the target variable. The com-
pounds in the data set are divided into 3 separated groups. (a): the
overall prediction accuracy achieved by combining 3 clusters is R2

score 0.955 (MAE: 0.058 Å). (b): Unrealistic alloys - noble gas com-
pounds are almost allocated on small linearity "edge" that bend an
angle with the dominated component in group 3. It shows that all of
this unrealistic compounds are belong to minority group differ from
normal ones in this group . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.11 Lattice parameter data set – (a): Confusion matrix describes high dis-
similarities among models. (b): The decision tree takes group index
learned from regression-based clustering as target variable. . . . . . . . 39

3.12 Curie temperature data set – (A) confusion matrix describing the dis-
similarities among models, (B) the overall prediction accuracy achieved
by combining 3 clusters. (C) The decision tree for the classification of
group indices determined using regression-based clustering. . . . . . 40

3.13 Two original images of the cerium density ρCe(left) and valence valCe(right)
of Pt/Ce2Zr2Ox(x=7–8) . . . . . . . . . . . . . . . . . . . . . . . . . . . 42



xvii

3.14 Linear regression based clustering results with four groups. Left: dis-
tribution of four groups over the original map. Right: joint distribu-
tion of all linear correlation coefficients a and intercepts b . . . . . . . . 43

4.1 The data flow of our proposed method to measure similarity between
materials, regarding to a given target physical properties. The method
is illustrated under Map-Reduce language. The method consists of
two sub-processes. The first process is kernel-regression based vari-
able evaluation step: an exhaustive screening for all predicting vari-
able combinations. By applying this step, one select the best variable
combinations yielding the most likely regression models. The second
process is an utilization of the regression-based clustering technique
to search for partition models. break down the data set into a set of
separated smaller data sets, so that each target variable can be pre-
dicted by a different linear model. We can obtain a prediction model
with higher predictive accuracy by taking an ensemble average of the
yielding models in (a). We use the collected partitioning models in (b)
to construct a committee machine that votes for the similarity between
materials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 From left to right, observed and predicted target variable by taking
ensemble averaging of 139 (E f orm problem), 57 (Lconst problem) and
59 (Tc problem) best prediction models including similarity measure
information. By ensembling top 5 largest accuracy models yield a PA
with R2 scores of 0.982 (MAE: 0.101 eV) for predicting E f orm problem,
0.992 (MAE: 0.011 Å) for predicting Lconst problem and 0.991 (MAE:
24.16 K) for predicting Tc problem. . . . . . . . . . . . . . . . . . . . . . 49

4.3 a) Affinity matrix between the Fm3̄m AB materials yielded by regression-
based committee voting machine. . . . . . . . . . . . . . . . . . . . . . . 50

4.4 a) Broaden view of highly similar elements in G1 and G2 regions in
affinity matrix. b) Confusion matrixes measuring linear similarities
among materials in G1 and G2, as well as dissimilarities between
models generated for materials in different groups. . . . . . . . . . . . 51

4.5 a) Similarity matrix between materials for Lconst prediction problem
yielded by regression-based committee voting machine. This similar-
ity matrix can be approximated as three disjoint groups of materials
denoted by G1, G2, and G3. b) Confusion matrixes measuring linear
similarities among materials in each group, as well as dissimilarities
between models generated for materials in different groups. . . . . . . 53

4.6 Similarity matrix between the rare-earth–transition metal alloys yielded
by regression-based committee voting machine. . . . . . . . . . . . . . 54

4.7 Left: Broaden view of highly similar elements in G1, G2, and G3 re-
gions in similarity matrix. Right: Confusion matrixes measuring lin-
ear similarities among alloys in each group as well as dissimilarities
between models generated for alloys in different groups. . . . . . . . . 55



xviii

4.8 a) Visualization of the prototype data with the one-dimensional pre-
dictor variable, x, and target variable, y. b) Dissimilarity voting ma-
trix with colored cells show the dissimilarity pairs of materials. c)
Hierarchical clustering graph is constructed by embedding informa-
tion of dissimilarity voting matrix. d) Distribution of the predicted
values y along the x axis, applying the bagging model (orange lines)
and observed data (green and red points), which are clustered using
hierarchical clustering technique and information from dissimilarity
voting results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.9 TC predicted-value distribution of Co5La for different bagging sizes.
The constant plane shows the position of the observed value. . . . . . . 58

4.10 TC predicted-value distribution of Co5La with a bagging size of 65 %
of the total data instances in the dataset. The distribution is a mix-
ture of seven Gaussian components. The red dashed lines shows the
positions of the observed values. . . . . . . . . . . . . . . . . . . . . . . 59

4.11 Heat map visualization depicting the contribution of the training al-
loys to the target alloys under the different prediction models in Fig-
ure b). The horizontal axis shows training materials sorted by the L1
distance to the target material on the description space. The vertical
axis shows the predicted TC value with sorting order, i.e., the summa-
tion of all the contributions. . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.12 Hierarchical clustering model by utilizing information from dissimi-
larity matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.13 Relationship between TC and the concentration of rare-earth element
variable, CR. The lines in red and blue show anomalies of Co5Ce and
Fe5Gd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.14 Left: source data and hierarchical clustering result collected using the
extracted dissimilarity matrix. Two bifurcated branches are unveiled.
Right: similarity and dissimilarity matrices constructed from combin-
ing error-based evidences (upper panel), as well as error-based and
local-based evidences (lower panel). . . . . . . . . . . . . . . . . . . . . 65

4.15 Left: Original data points and two hidden mechanisms of motorcycle
accident types. For the middle phase of accident, 15ms ≤ t ≤ 45ms,
the first type (red) is associated with 1.5 damping oscillation period
and the second type (blue) is associated with only one damping oscil-
lation period. Right: Similarity and dissimilarity matrix constructed
from combining error-based and local-based evidences. . . . . . . . . . 67

4.16 Similarity and dissimilarity matrix constructed from combining the
error-based and local-based evidences to a noisy dataset with bg −
50% . The pattern and background points are labeled with prefixes a
and bg, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.17 From left to right, upper panel: Synthesized noisy data with bg −
30%, 50%, 70% respectively with cosine patterns (red) and random noise
points (blue). Lower panel: projection of extracted similarity matri-
ces into a new dimensional space using the multidimensional scaling
method and distribution on the first coordinate with red and blue col-
ors consistent with source data. . . . . . . . . . . . . . . . . . . . . . . . 69

4.18 Similarity matrix extracted through the combination of error-based
evidences with the Dempster–Shafer theory . . . . . . . . . . . . . . . . 70

4.19 Outlier compounds (with labels) extracted from the similarity matrix. . 70



xix

B.1 Similarity between data points A, B, C in considering distribution of
other points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

B.2 Schematic representation of 3D HXSP. Synchrotron X-rays are monochro-
matized using a Si(111) double-crystal monochromator. The monochro-
matic X-rays are two-dimensionally focused using a pair of KB mir-
rors. A sample placed at the focal plane is laterally scanned across the
illumination field. Coherent X-ray diffraction patterns are collected
as a function of both the incident X-ray energy and angle. The pro-
jected amplitude and phase images at each angle and each energy are
reconstructed, followed by 3D image reconstruction . . . . . . . . . . . 81

B.3 3D mapping and XAFS analysis. a Isosurface rendering of the recon-
structed 3D phase map of partially oxidized Pt/CZ particles. The
scale bar is 700 nm. b Three-dimensionally resolved XAFS spectra
and their fitted spectra. The green spectra are the results of the linear
combination of the XAFS spectra of Pt/CZ-7 (red) and Pt/CZ-8 (blue)
normalized at the isosbestic point of 5.7697 keV. The black dots (i),
(ii), and (iii) are the XAFS signals extracted from the 56× 56× 56nm3

volumes indicated at (i), (ii), and (iii) in c. c Series of slices of the 3D
Ce valence image along the z direction. The black square represents
700x700nm2. d Ce valence distributions for the number of voxels of
the particles labeled in a . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

B.4 (Scatter plot of mean Cerium valence (m) and its standard deviation
(sd) for 42× 42× 42nm3 (3× 3× 3 voxels) domains of partially oxi-
dized Pt/CZ-x particles, and classification of correlation trends using
a Gaussian mixture clustering method. Figure (a): investigating mix-
ture effect on whole data points, (b) investigation on different particles. 85

B.5 The 3D map of Cerium valence by using unsupervised learning. (a)
Joint distribution of mean Ce valence (m) and its standard deviation
(sd) for 42× 42× 42nm3 (3× 3× 3 voxels) domains of partially oxi-
dized Pt/CZ-x particles, and unveiling components by using a Gaus-
sian mixture model. Red-G1; orange-G2; green-G3; blue-G4. The Gaus-
sian centers are denoted by crosses in white for G1−G4; µk, k = 1− 4:
Gaussian center; Σk: covariance matrix. (b) The distribution in 3D
rendering of the four component groups between m and sd for 42×
42× 42nm3 (3× 3× 3 voxels) regrions of partially oxidized Pt/CZ-x
particles, and (c) series of slices showing the 3D distributions of the
four correlation groups along the z direction. The scale bar for (b) and
(c) is 700 nm. (d) The dependence of the proportion of each group in
c respected to the distance from the particle surface. . . . . . . . . . . . 86

B.6 Operating diagram of XANES-CT imaging under PEFC operating con-
ditions and reconstituted 3D maps of the cathode catalyst layer in an
MEA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

B.7 (a) The experimental sequence of XANES-CT operando imaging and
PEFC operation. (b) TEM images of cathodic catalysts striped from
MEAs (1) before ADT and (2) after ADT 34,000 cycles. (c) Granulo-
metric distribution of the cathodic catalysts analyzed from the TEM
images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88



xx

B.8 3D maps and cross-sectional images of the MEA with the Pt-Co/C
cathode catalyst reconstructed by the operando PtLIII-edge and Co
K-edge XANES-CT data. Morphology (µt at 11.497 keV before PtLIII-
edge), Pt density (PtLIII-edge jump), Co density (Co K-edge jump),
and Co/Pt ratio (1.17×Co density/Pt density, calculated on the 3D
images). Field of view: X = 550, Y = 555, andZ = 60¯m. Cross-sectional
images: Z = 60µm (interface between the cathode catalyst layer and
the Nafion membrane), and 30µm (center of the cathode catalyst layer). 89

B.9 (Bottom) Pearson diagrams of plate density and valence state from
pt at 1.0 V to Z = 60µm (1, Nation interface and cathodic catalyst
layer) and at 30 µm (2: center of the cathode layer) catalyst layer). It
has been suggested to divide the Gaussian model of each platinum
density graph into three groups: G1, G2 and G3 (in each package).
(Top) Their distribution maps in the cross-sectional images (blue: G1,
green: G2 and red: G3 ). (a) New condition, (b) after ADT cycles 21000
and (c) after ADT 34000 cycles. . . . . . . . . . . . . . . . . . . . . . . . 90

B.10 (Bottom) Pearson plots of Co density and Pt valence state at 1.0 V at
Z = 60µm (1; interface of Nation and the cathode catalyst layer) and
30µm (2: center of the cathode catalyst layer). The Gaussian model
of each Pt density plot was suggested that each Pt density plot was
categorized to three groups of G1, G2, and G3 (in each plot). (Top)
Their distribution maps in the cross-sectional images (blue: G1 , green:
G2, and red: G3). (a) Fresh state, (b) after the ADT 21000 cycles, and
(c) after the ADT 34000 cycles. . . . . . . . . . . . . . . . . . . . . . . . . 91

B.11 (a) Pearson plots of the calculated distance from surface and ∆Pt (dif-
ference in Pt density between two states) or ∆Co (difference in Co den-
sity between two states) at Z = 30µm (center of the cathode catalyst
layer). Top: Fresh state→ ADT 21000 cycles, bottom: ADT 21000 cy-
cles→ ADT 34000 cycles. The Gaussian model of each ∆Pt or ∆Co plot
was suggested that each ∆Pt or ∆Co was categorized to four groups
of G1, G2, G3, and G4 (in each plot). (b) Their distribution maps in
the cross-sectional images overlaid on the morphology images (dark
blue: G1, sky: G2, yellow: G3, and red: G4). (b-All) present all groups
on the morphology images. . . . . . . . . . . . . . . . . . . . . . . . . . 92



xxi

List of Tables

3.1 Designed predicting variables show fundamental physical character-
istics of component elements and structure-properties of compounds
in E f orm predicting problem for . The A and B elements compose the
AB materials with binary cubic structure identical to that of the Fm3̄m
symmetry group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2 Designed predicting variables show fundamental physical character-
istics of component and structural characteristic of materials in the
lattice parameter prediction problem. A and B are elements of the
binary AB BCC materials. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 Designed predicting variables describing fundamental characteristics
of component elements and structural characteristics. The Curie tem-
perature, Tc is set as target variable in predicting of the rare-earth–
transition metal alloys. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.4 Prediction accuracy of ensemble learning model with different kernel
matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Prediction accuracy of regression-based clustering . . . . . . . . . . . . 41

4.1 PA values for E f orm, Lconst, and Tc prediction problems. The results
collected with and without using the similarity measure (SM) infor-
mation are shown for comparison. . . . . . . . . . . . . . . . . . . . . . 52

4.2 Prediction accuracy of unveiling mixture of regression . . . . . . . . . . 67
4.3 Evaluation of noise removal ability using similarity–dissimilarity in-

formation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68





xxiii

List of Symbols

D data set
x representation vector of data
y target variable representation of data
xi vector representation of data instances indexed i
yi value of target variable of data instances indexed i
R2 Coefficient of determination
MAE mean absolute error
N normal distribution function





xxv

Dedicated to my. . .





1

Chapter 1

Introduction

1.1 Breakthrough discoveries in Materials science

Materials science is the oldest form of engineering, applied science and concurrently
appears with human live. The studying about the composition of Nature eventually
become defining point in Three-age history system with Stone Age, which began
at 500,000 years BC 1.5, Bronze Age (2,000 years BC) and Iron Age (700 BC). The
discovery of Cooper or Iron significantly effect to human society with trading devel-
opment; weapon growth or urban civilization evolution etc,. In the first revolution,
Bronze, a ductile alloys helps people much convenient in producing daily utilities,
weapons, coins comparing with stone. At the time, people discovered both Cooper,
Tin and Arsenic and Bronze is only one of various alloys were made by difference in
combinations. The other with almost the same functionality could not bring some-
thing new to social. However, Iron with significant different properties as: easier to
forge; hardness control by carbon composition and magnetic property become cen-
ter of the second revolution. From this historic story, people earn the very first lesson
that a breakthrough discovery is to find new things with difference in functionality
viewpoint.

Prehistory

Stone Age Bronze Age Iron Age

500,000 2,000 700

BC

The 
birth of 
Christ

FIGURE 1.1: Prehistoric Timeline. (Source: historyinteractive.co.uk)

In the modern era, concerning to breakthrough discoveries in Science, Mendeleev
periodic table should be the most notable name. Its own story, Figure 1.2 gives us
useful information about the struggling the way to understand the nature. In here, I
list up only some significant landmarks follows the time line. In 1829, Johann Wolf-
gang Döbereiner observed that there is a number of the fundamental elements that
could belong to distinct groups. He called these groups as triads Döbereiner, 1829
and each triad is dissimilar to the other in considering to its chemical behavior in
Nature. Lithium, sodium, and potassium, for example, were grouped together in a
triad as soft, reactive metals. Döbereiner also claimed that, by ordering in atomic
weight, there is a very simple rule throught out these triads. If taking the mass of
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1829
Döbereiner began his first attempt in classifying elements 
through the rule of increasing in atomic weight  

1862 Alexandre-Emile Béguyer de Chancourtois also proposed 
classify elements by atomic weight

1864

1. John Newlands classified by octaves law 
2. Lothar Meyer in the first time proposing classify elements 
by valence and ignore atomic weight,  create a vertical  
periodic table

March 6,  
1869

1. D. I. Mendeleev classify by atomic weight + valencies 
2. Predict 4 elements “similar” to Al (Ga), Si (Ge), Bo (Sc), 
Mn (Tc) 
3. Shows that atomic weight of Tellurium had been wrong 
measurement (123-126 instead of 128)

1914 Henry Mosely classify by atomic Z through Xray spectra => 
fix Mendeleev table 

FIGURE 1.2: Notable points in history of the periodic table

the second member in every triads, we found that it is roughly equal to the average
of the first element and the third element. In 1862, researcher A. E. B. de Chan-
courtois published an his idea about the very first formation of the periodic table
“Table of the natural classification of elements, called the "telluric helix"” by taking
a same sorting rule of atomic weight of all elements. and became the first person
noticed about the periodicity of the elements. After two years, other scientists pro-
posed different properties to classify element such as John Newlands Newlands, 8
August 1865 with octaves law and Julius Lothar Meyer Meyer, 1864 with valence
value rather than atomic weight its self.

Three years after proposed version of Newlands and Meyer, on March 1869,
Dmitri Mendeleev published his version D., 1869 of periodic table with classifica-
tion by both atomic weight and chemical property shown through valence value.
The most notable work of Dimitri Mendeleev is to predict four missing four elements
which is similar to Aluminium, Silicon Boron. He predicted possible elements which
are all lighter than the rare-earth element family, boron-likely (later known as Eb, un-
der Boron, 5), aluminium-likely (later known as Ea, under Al, 13), manganese-likely
(later known as Em, under Mn, 25), and silicon-likely (later known as Es, under Si,
14), proved to be good predictors of the properties of Scandium (21), Gallium (31),
Technetium (43), and Germanium (32) respectively.

In fact, the periodic table we use today is not exactly the Mendeleev version. The
major revision was done by Henry Moseley, Moseley, 1914 in 1914, only one year
before his death at Gallipoli, with his classification by atomic number, Z, rather than
weight by analyzing relationship of X-ray wavelength of an element and its atomic
number. He corrected the Mendeleev version by placing argon before potassium in
spite of the fact that weight of Argon (39.9) is slightly bigger than the Potassium’s
atomic weight (39.1). His method introduce a new order with the existed periodic
table and show more agreement with the chemical behaviors of these elements. In
fact, Argon is a noble gas and potassium is an Alkali-metal, two groups of elements
even closely in pair of atomic weights but significantly different in chemical reaction.
By doing the same method, Henry Moseley swithced the possitions of Cobalt before
Nickel and explain that Tellurium should be placed before Iodine, without the need
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Similarity - Analogy - Intuitively - Harmony 
Correlation - Connection - Abstraction 

Metaphor

FIGURE 1.3: The way creativity is driven, and so the world does.

of reconsidering the order of their experimental atomic weights.
The story of the breakthrough discovery, periodic table again shows us about the

similarity concepts among elements relying on commons in chemical properties,
rather than its weight, the description values.

1.1.1 Message

• Breakthrough discoveries must be objects with dramatically changes in func-
tional viewpoint.

• People prefer grouping similar objects under a given property viewpoint, rather
than its description.

1.2 Similarity, Intuitively, Harmony

Analogy is the core of cognition Breakthrough discoveries are important but they
have already existed. Awareness about the way the discoveries made by or the ori-
gin of human cognition drive the process of creating discovery might help us go far
more away, i.e to warming up, providing guidelines for future discovery. Focusing
on this meta-knowledge, the essence of this section, or in general, the essence of my
thesis is the similarity.

Correlation is equivalent to Similarity Stepping back a little into the previous
example of the breakthrough finding of the periodic table. One of the very first
clues in finding a periodic table made by J. W. Döbereiner with his paper about: "An
attempt to group elementary substances according to their analogies". Once again,
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301

dem eines ähnlichen Drahts vergleicht, der aus einem
vom verstorbenen Dr. Clarke vor dem Knallgasgebläse
vollständig geschmolzenen Probe verfertigt worden ist.
Das des ersteren ist 21,5, das des letzteren, nach An
gabe des Dr. C., 21,16. Einen ferneren Beweis von der
Vortrefflichkeit der vom Verfasser angewandten Methode,
liefert die groſse Zähigkeit des so erhaltenen Platins, wel
che durch Vergleichung der Gewichte, die zum Zerrei
ſsen gleichgeformter Drähte von diesem Platin, von Gold
und Eisen erforderlich waren, bestimmt wurde. Diese
Gewichte standen in dem Verhältnisse: 590:500: 600.

Ein Nachtrag enthält einen Proceſs, um Palladium
mit Hülfe von Schwefel schmiedbar zu machen, und einen
andern, zur Darstellung von Osmiumoxyd in reinem, wei
ſsem und krystallisirtem Zustand.

XVI. Versuch zu einer Gruppirung der elemen
taren Stoffe nach ihrer Analogie;

von J. YY. Döbereiner.

Sehr interessant waren für mich Berzelius Versuche
zur Bestimmung der Atomgewichte des Jods und Broms*),
denn sie bestätigen die früher in meinen Vorlesungen aus
gesprochene Vermuthung, daſs vielleicht das Atomenge
wicht des Broms das arithmetische Mittel der Atomenge
wichte des Chlors und Jods sey. Dieses Mittel is

t näm

lich sºn:
126,470

etwas gröſser ist, als die von Berzelius gefundene
(78,383), aber doch dieser so nahe kommt, daſs man
fast hoffen darf, die Differenz werde bei (künftigen)
wiederholten scharfen Bestimmungen der Atomengewichte
dieser drei Salzbilder ganz verschwinden. Zu jener Vermu
thung gab ein bereits vor 12 Jahren gemachter Versuch, die

*) Dies. Ann. Bd. 90. S. 558.

=80,470, eine Zahl, welche zwar

“An attempt to group elementary substances 
according to their analogies”.
Johann Wolfgang Döbereiner, 

Annalen der Physik und Chemie. 
2nd series (in German). 15: 301–307, 1829 

FIGURE 1.4: The J. W. Döbereiner paper in 1829 which shows his
identifies about Triads correlation

the analogies. The analogies in his paper mentioned about the Triads Döbereiner,
1829 or Figure 1.4 which are shown later in the same group: Alkali-forming elements
(Lithium, Sodium, Potassium), Salt-forming elements (Calcium, Strontium, Barium),
Acid-forming elements (Chlorine, Bromine, Iodine), Transition metal elements (Iron,
Cobalt, Nickel). He found these groups by trivial observations: the mass of the
middle element is an average of the two others. By his analysis, these correlations
maybe imply some hidden knowledge about periodicity among elements in Nature.

Intuitively is equivalent to Similarity In Science, especially in studying Physics,
the word Intuitively is absolutely common if any researchers talk about his/she very
initial idea coming up. Intuitively is somehow equivalent to Similarity. They all
describe how the researcher map from complex, abstract, debatable phenomena to a
simple one, in their mind. If the simple one is easy to transfer the key idea to other
people, then the Similarity is the key to create the simple one.

Harmony is equivalent to Similarity In music, harmony are considered as an
exhibition in which a number individual sounds of different music instruments or
person are composed. In other meaning, harmony could be a composing of many
super positions of sounds. The composition should be made by integrating Similar
individuals by predefined hidden rules rather than a random mixing. In scientific
collaboration, the harmony in knowledge creation happens in the seminar room, in
casual discussion in the bar, smoking area, etc or "bar" terminology in knowledge
creation theory. In these mediums, people share a common problem, seeking for the
same purpose. The harmony atmosphere happens as the key and scientific results
are the consequences.

Metaphor, the art of interdisciplinary, is equivalent to Similarity
The metaphor normally is figure of speech in literature, poem; pictures in fine-

art photography; players’s action in stages etc which all try to map from visualizable
objects to abstract object. Artists working on these fields encode messages into their
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creation by using the similarity language. For that similarity language, people in
different field could earn the same essence of the story. Further coherence and reso-
nance from that could be developed.

Above aspects related to the similarity is to show how important of similarity
effects to human cognition. In the next section, we show a new power era to extract
similarity resources named Data mining.

1.3 Canonical methods in Materials science research

Human living exists on the Earth over 50,000 years and we have had thousands of
years looking for scientific questions about Nature. In the field of materials science
research, through the effect of sociality, people equipped knowledge, methodologies
from other scientific domains as physics, chemistry or computer science. Nowadays,
rather than hand-craft pencil, we have a number of utilities to do research, especially
the new kind of knowledge and research methods in data science era. Before data
science, there are three scientific paradigms that support materials scientists to con-
duct their research: empirical, theoretical and computational. These fields associated
with a lot of connections to people desire to work in data science as brief description
in follows.

Empirical science is the first paradigm for people research on the materials topic.
In the beginning era, mostly scientific discoveries were made by heuristic and em-
pirical experiment works. People firstly design experiments with assumption about
the expected results. Next, they run experiments and write down in detail all in-
put and output for each running time. After collecting a number of results from
trials, they look for correlations inside the result and revise the initial assumption
and experiments. Finding correlations and revise the initial assumption is the most
important part in this era. Indeed, the method mostly depends on insight of each
individual researcher. The works described 3, Chapter 5 could be considered as a
form of empirical science equipped with modern techniques.

Theoretical science has begun since the 17th century, under the strong develop-
ment in mathematics with algebra, differential calculus, theoretical physics inher-
its a strong foundation to develop deductive studying that modeling nature behav-
iors. The way of modeling with mathematics analysis tools called physical laws with
blooming human understanding in classical mechanics, electrodynamics, etc. Start-
ing in this era, people always looking for beauty functions that describe behaviors of
materials. The conventional thought about the functional relation among materials
connects to the central works in Chapter 3.

Computational science paradigm started in 1950s under the deep understanding
in quantum physics and computer science. People could have an additional method
to solving scientific question by simulating physical phenomena under the help of
numerical calculation. Density functional theory and molecular dynamics are re-
markable examples in this era. This paradigm also create a new layer of data, as the
viewpoint of data science.

The last paradigm, big-data driven science with machine learning, data mining
techniques, people now working in materials science have additional tools to ana-
lyze various type of observed or simulation data. By definition, Machine learning
provides systems the ability to automatically learn and improve from experience
without being explicitly programmed. By constructing these algorithms, Machine
learning behave human-like action with outstanding performs in various fields Marr,
2018: image recognition, speech recognition, medical diagnosis, natural language
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FIGURE 1.5: Four paradigms in materials science development.
(Source: https://www.nomad-coe.eu/news/147/39/NOMAD-
establishes-new-fourth-paradigm-in-computational-materials-

science)

processing, automobile etc,. Learning from experience, or if the learning process in-
side the machine actually happen by finding analogy as human, it is equivalent to
that we have a new source of providing the Similarity.

Nowadays, human knowledge in materials science has a potential chance to ex-
ceed a new horizon. However, due to the behavior of machine learning already
performed, people have on-going questions: Is there any new kind of knowledge
human could not understand? How about the human role in knowledge discovery
process? We discuss these topics and show the answer in the next section.

1.4 Machine learning: new similarity miners

The computer machine, thanks to the development of computer science could show
human-like behaviors in various domains. By Pedro Domingos, Domingos, 2015 his
book provides an overview of learning algorithms by categorizing the people who
use them. The author called each category as a tribe. Each tribe has its own master
algorithm for prediction. From the human cognition viewpoint discussed in section
1.2, each tribe has their own way to mine similarity information among phenomena.
The critical point here is that the way to modeling their found analogy information
either in machine language (black box to human) or understandable (transparent to
human). The five tribes in applying Machine learning algorithms show as follows:

• Symbolists: In this tribe, person used the learning method as the inverse of
deduction by taking apparent ideas from philosophy, psychology, and logic.

– In this tribe, the master algorithm is inverse deduction

• Connectionists: Experts who working in this tribe are inspired by neuroscience
and physics. The most nominal work is reverse engineer of the brain operation.

– In this tribe, the algorithm’s master is backpropagation

• Evolutionaries: They simulate evolution on the computer and draw on genet-
ics and evolutionary biology.
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– In this tribe, the master algorithm is genetic programming

• Bayesians: They believe that learning is a form of probabilistic inference and
have their roots in statistics.

– The master algorithm frequently use by this tribe is Bayesian inference

• Analogizers: They learn by extrapolating from similarity judgments and are
influenced by psychology and mathematical optimization.

– The most nominal algorithm’s master is Support vector machines.

The master algorithm that connects five tribes show how Domingos analyze the
role of each tribe to discovering new knowledge. Firstly, existed knowledge expands
and envolved through combination, mutation, etc, by Evolutionaries tribe with their
algorithms. "The Evolutionaries believe that the mother of all learning is natural
selection", Domingos, 2015. That is the reason the genetic algorithm place at the
beginning of creating new knowledge process. Next, adjusting connections among
new generations is the central role of the Connectionist with their back-propagation
algorithm family. The Connectionist put weighting to spawn objects with reference
knowledge for reducing searching space. In the fourth step, all learned knowledge
either from human or machine as the above process is uncertain. Learning itself is
a form of uncertain inference, which is the greatest advance of Bayesians. Finally,
Analogizers take their advanced skill in recognizing similarities between situations
and then inferring other similarities. They are the final component to make interpre-
tation results from the machine to human.

In fact, the master algorithm is an artifact created by Domingos. The author
believes that any permutation of these tribes could contribute to the development of
the knowledge creation process. Each tribe has their own belief in explaining and
modeling the learning process and as consequence, each tribe provides numerous
contributions to the society.

1.5 Structure of the thesis

The thesis is organized by seven main chapters from Chapter 1 to Chapter 7. Chapter
8 shows my publication related to the thesis and an Appendix for proof in Chapter
7. Overviews of Chapters from 1 to 7 are summarized as follows:

Chapter 1 - Introduction: This chapter firstly look back few breakthrough dis-
coveries in science and shows how scientific discoveries effect to the change in hu-
man society. The key point in scientific breakthrough is to discover the thing differ-
ent in mechanism than the existing one or to find similarities among things. Con-
cerning this point, this chapter shows an overview of the great ability of human:
analogical thinking through distinct phenomena. Taking this viewpoint as the core
of research, I consider Machine learning as a new similarity miner then show the
need for unifying three fields: materials science, psychology, and machine learning.

Chapter 2 - A dialogue between material scientists and machine learning ex-
perts: This chapter describes critical points of people working on materials science
and machine learning. The materials scientist propose the problem, with the pur-
pose of finding physical rules and finding new structure at the highest priority level.
The machine learning expert shows canonical methods as well as state-of-the-art
techniques in modeling the similarity terminology to the machine. Explainable ar-
tificial intelligence with the first requirement of designing similarity that matches
with human understanding is derived as a potential solution.
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Chapter 3 - Relation function: center of similarity concept: This chapter shows
the center idea of the thesis. The common mechanism driving through objects must
be considered as the key in measuring similarity, rather than any measurements on
description space. The use of supervised learning methods is discussed with vari-
able combination selection. In the work of identifying regression relation, we de-
velop linear regression-based clustering and discuss the use of non-linear regression
ensemble learning method. Post-processing models and results regarding interpret
the meaning of the clustering work are discussed in detail.

Chapter 4 - Modeling similarity–dissimilarity concepts: This chapter focuses
on showing three developed methods to measure similarity, dissimilarity informa-
tion among data instance. Two heuristic voting machines are developed with foun-
dation techniques shown in the previous Chapter 3. I also discuss the meaning of
the extracted results from various problem in this chapter. In the last section, an
unification method to determine similarity–dissimilarity relationship among data
instances by combining multiple pieces of similarity evidence. The method opens a
new viewpoint to overcome heuristic measurements. The results reveal that the sim-
ilarity information is a new layer of data, which is applicable for various purposes
simultaneously.

Chapter 5 - Contributions and limitations of the thesis: Beside detail contribu-
tion described in each work, this chapter summaries an overview of contributions,
advantages, and limitations of my thesis.

Appendix ?? - Appendix for Dissimilarity voting machine: This appendix shows
supplemental information for the dissimilarity voting machine.

Appendix A - Appendix for combining similarity evidence work: This ap-
pendix shows proof in modeling mass function in for the model in chapter 4.
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Chapter 2

A dialogue between material
scientists and machine learning
experts

2.1 Introduction

The chapter records a conversation between multiple viewpoints from material sci-
entists and machine learning expertises by taking the similarity as the central topic.
The similarity is not only the problem about choosing an appropriate measurement
to reflect the analogical meaning between objects in machine learning. It is a long
term discussion topic between human (domain experts) and human (machine learn-
ing experts) and the machine (the similarity miner). The topic widely spread through
various questions: how to representation objects, defining data instance-feature view-
point, model assumptions, the actual reason of selecting the learning model, inter-
pretations.

2.2 The materials scientist

2.2.1 Purposes: new structure and new physical law

Materials problem includes various forms of the concerning objects as well as con-
cerning properties. However, in general, there are only two most canonical purposes
in doing the materials research. In the following, I make a brief description about
these two purposes from the viewpoint of using machine learning as the solving
method.

The first purpose is to discover a new material structure targeted to a given prop-
erty. Nowadays, people have two main approaches for this. The first approach is to
build an artificial scientist, in the form of an Evolutionaire computer program or
even a kind of robot scientists King et al., 2004; King et al., 2009; Kevin et al., 2015.
All of scientific reasoning process include hypothesis generation; devising experi-
ments to test these hypotheses; physical running the experiments; interpreting the
results and repeating the process are made by robots. Everything except the final
results are output. In the thesis, the author would like to do experiment and reason-
ing any part of the process therefore the canonical approach with human interacting
with the obtained results is selected.

The second purpose is to find new physical law existed hidden inside data. In the
other word, a new unveiling correlations, rules of physical laws should be exposed
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and interpretable in explicit form of the result. The terminology interpretable ma-
chine learning models will be discussed in the next section. However, since the ob-
ject to interpretation is human, there is strictly requirement that the extracted knowl-
edge should be in the form of human knowledge.

2.2.2 Provider: materials science’s data

Materials scientist, indeed is the data provider in the context of this work. Since ma-
terials science contains a large number of objects with different hierarchy levels e.g
atom, molecule, crystal, amorphous etc, there are a number of different properties –
type of information associated with these objects. From the viewpoint of canonical
research approaches in Materials science, each property could also be separated by
theoretical, experimental or simulation data. In the following, I give a brief descrip-
tion about the most general form of materials science’s data.

Structure information Materials can generally be further divided into two classes:
crystalline and non-crystalline. Crystal structure is a description of the ordered ar-
rangement of atoms, ions or molecules and non-crystalline materials are other ma-
terials, armorphous with absence of the ordered arrangement Hook, 2010. The sym-
metry of each crystalline denoted by 230 different space group indexes. There are a
number of developed representations as Coulomb matrix, radical distribution func-
tion, orbital field matrix, etc that implicitly embed information about the structure

Atomic information A material structure contains a number of atoms. The dif-
ference among materials is shown through either arrangement of atoms (structure
information) or properties component atoms. The most common chemical proper-
ties that used are atomic number, electron negativity, electron affinity, first ioniza-
tion, etc. There are a number of implicit integrating the information in previous
research.

Physical properties Materials exhibit myriad properties, including mechanical
properties (stress terms, strength terms, deformation terms); chemical properties
(chemical phase, chemical bonding, formation energy, atomization energy, acidity,
equilibrium states, energy reactions); electrical properties (electric charge, electric
current, electric field, electrochemistry); thermodynamic properties (work, energy,
heat); optical properties (diffraction, dispersion, polarization, emission and absorp-
tion spectra, ); magnetic properties (magnetization, coercivity, Curie temperature)

Processing information Materials science with experimental or simulation ap-
proach are all sensitive with processing parameter setting as measure time stamp,
preprocessing information (quenching temperature, applied magnetic strength, par-
ticle size, type of applied catalyst), postprocessing information (TEM image, SEM
image, X-ray ptychography image)

From the author viewpoint, it is ambitious to propose a general framework that is
capable to deal with all types of data simultanously. In next chapters, I will describe
general approaches for some of special form of data set.

2.2.3 Notable works

Physical modeling acceleration: literal meaning As a part of the first purpose in
doing materials science – discovering new structure, finding a method to accelerate
the physical modeling process attract a large number of scientist in Materials science
community. We list in the following the most well known experts in this field.

Jörg Behler is a notable expert with Behler’s representations which is useful for
learning potential energy surface in chemistry Behler and Parrinello, 2007; Behler,
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2011; J., 2015; Behler, 2016. Almost all his representation targeted to implementa-
tions to artificial neural network under the purpose of replacing density functional
theory in molecular dynamic simulation.

Mathias Rupp is an expert working on fast modeling atomization energies Rupp
et al., 2012; Hansen et al., 2013, finding density functionals Snyder et al., 2012 or
by machine learning. From my viewpoint, his most notable work are the molecu-
lar fingerprint constructed by fourier series of atomic radial distribution functions
Lilienfeld O. Anatole et al., 2015. Beside that, similarity between molecular Rupp
and Schneider, 2010, visual interpretation of kernel-based prediction models Katja
et al., 2011 others concerning to the topic of unveiling physical laws also attract him.

Considering the same target of developing representation for machine learning
we have orbital field matrix representation targeted to properties of valence electron
shell Tien-Lam et al., 2018, Extended-connectivity fingerprints David and Mathew,
2010

In finding hidden physical rules Chasing to the topic of finding hidden physical
meaning in the data, Matthias Scheffler is one of the most notable people. His works
related to identifying interpretable rule-based models that describe materials phe-
nomena by sub-group discovery Goldsmith et al., 2017 or Insightful classification of
crystal structures Angelo et al., 2018. In addition, his works also focus on analyzing
the role of descriptor in using machine learning to materials science Ghiringhelli et
al., 2015 and developing SISSO method for evaluating meaningful features Ouyang
et al., 2018. From the viewpoint of similarity, one may seem that materials objects fol-
low the same behavior in physics, e.g a target property are similar together. On the
other hand, objects showing different behaviors under the given target are dissim-
ilar, regardless of its description properties. In the case of setting these definitions,
the problem of finding meaningful sub-group Goldsmith et al., 2017 or finding an
explainable set of descriptors that drive interpretable meaning inside the data set
are all converted to the problem of finding similarities that center to a given target
property.

2.3 The machine learning expert: explainable AI and simi-
larity modeling

From the viewpoint of the physicist, the machine is cappable to accelerate the pro-
cess of finding physical relations inside data. However, outcomes of the mining
work are either implicit knowledge of the machine or interpretable and transferable
to human. In here, I show that the interpretable machine learning or explainable arti-
ficial intelligence takes more advantages than the other in a number of sophisticated
ways.

Interpret means to explain or to present in understandable terms. In the context
of machine learning systems, we define interpretability as the ability to explain or
to present in understandable terms to human. The need for interpretability stems
from an incompletenes in the problem formalization, creating a fundamental barrier
to optimization and evaluation Doshi-Velez and Kim, 2017. Beside scientific under-
standing, safety, ethics, mismatched objectives, and multi-objective trade-offs are all
serious reasons people need interpretability system. For example, for complex tasks,
the end-to-end system is almost never completely testable and it is in computation-
ally and logically infeasible. In these cases, for safety purpose, the system should be
represented in well understand and controllable terms by the human. Five general
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cognitive chunks are defined in Doshi-Velez and Kim, 2017 as the basic units of ex-
planation. These chunks are (1) Form of cognitive chunks, (2) Number of cognitive
chunks, (3) Level of compositionality, (4) Monotonicity and interactions between
chunks and (5) Uncertainty and stochasticity. The five definitions cover almost all
necessary questions for the explanation, e.g what are the basic units of explanation?
or how much similar between the features in prototype models and the actual one.
There is plenty of necessity works people need to do for making an interpretable
machine system. In the following, we show that conventional similarity modeling
method in the machine learning mismatch with the human conventional though
about similarity.

To model similarity in Machine learning community, one of the biggest chal-
lenges is to select an appropriate operator to deal with the variety of data types.
Interval-scaled variables, binary variables, categorical variables etc are all need ap-
propriated similarity measurement operator to determine. The most common method
is to use mathematical metric. Some of canonical metric forms are Minkowski dis-
tance Sung-Hyuk, 2007 (including Manhattan and Euclidean distance), Chord dis-
tance Gan G, 2007, Mahalanobis distance BF, 2007, Cosine distance Sung-Hyuk,
2007. These distance measures imply that if distance between two data instances
A and B is smaller than A and C then A is similar to B than C. Beside canonical
similarity measurement basing on distance forms, a numerous methods have been
developed to make the form of their similarity values closer to human interpretation.
Joshua B. Tenenbaum with his publications on similarity topic is one of prominent
follow the research field of connecting these two phenomena. His papers including
Learning the structure of similarity Tenenbaum, 1996, Rules and Similarity in Con-
cept Learning Tenenbaum, 2000; Generalization, similarity, and Bayesian inference
Tenenbaum and Griffiths, 2001 make a flow of thought which is consistent and inher-
ited from Tversky’s theory Tversky, 1977. Otherwise, Michael I. Jordan and Francis
R. Bach Bach and Jordan, 2004 show a widely used model, spectral clustering with
the central idea by projecting data instances into new compact dimensions that max-
imize the similarity inside each partitioning groups. Other well known distance-
similarity learning methods should be mentioned are: learning Mahalanobis dis-
tance by optimizing Gaussian distribution constrain Davis et al., 2007, similarity es-
timation by using hash functions Dahlgaard, Knudsen, and Thorup, 2017, semantic
central similarity measurement Deudon, 2018 etc.

The similarity meaning, in conventional though by human, especially physicist
is totally mismatch with the way of similarity modeling by machine learning ex-
perts. According to Amos Nathan Tversky, one of the most distinguish researcher
in mathematical psychologist and cognitive science, there is a number of corollary
in implying canonical distance metric that contradict to the similarity meaning in
human cognition. In his paper, features of similarity in 1977 Tversky, 1977, the min-
imality axiom of distance metric, δ(a, b) ≤ δ(a, a) = 0 is violate if the identification
probability is interpreted as a measure of similarity. Secondly, the symmetry axiom
of distance δ(a, b) = δ(b, a) is also violated by the similarity judgments of human.
We say "the son resembles the father" rather than "the father resembles the son",
or "the portrait resembles the person" rather than "the person resembles the por-
trait." The last axiom about triangle inequality, according to Tversky is also violated
or at least, cannot be formulated as ordinal terms as in distance measurement. He
stated that: Consider the similarity between countries: Jamaica looks closely similar
to Cuba basing on geographical aspect and Cuba looks closely identical to Russia
basing on the common viewpoint in political aspect. However, Jamaica and Russia
looks like having not much things in common at all.
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(A)

FIGURE 2.1: Context dependence of similarity measure, according to
Amos Tversky, "Feature of similarity" 1977 Tversky, 1977.

From my viewpoint, the most critical point of similarity from human cognition
and also, material scientist is shown in Tversky’s work in section Similarity in Con-
text. According to him, changes in context or frame of reference correspond to
changes in the measure of the feature space. To better illustrate the idea, there was
a test done by Tversky about which face is considered as similar as face "a", results
summary in Figure 2.1,. In giving the set 1 with three faces (b) – angry, (p) – smile
and (c) smile, the most similar face according to human taking the test is angry one,
or the face (a) with 44% voters. By replacing only the face (p) – smile by a face (q) –
angry, the result is reversed totally with 80% people believe that the smile one, the
face (c) is the most similar to (a). That is an essence example for the concept of di-
agnosticity hypothesis or later, we called context based similarity measurement. His
similarity measurement, Tversky’s index was first announced in this paper.

Last but not least, one of the most essential points for all similarity measures
is the objective aspect. Any similarity measures are designed under the subjective
viewpoint of designers. Since the designers choose the subjective viewpoint by se-
lecting the logical aspect of any given mathematical formula (e.g Euclidean distance,
Hamming distance metric). Unfortunately, the logical aspects are not frequently
matched with the natural behavior of such objects (now it is the objective aspect).
On the other side, the similarity measures designed by domain expert researchers
frequently match with the natural behavior of objects. However, there are subjective
viewpoints of these designed cases. The first subjective point due to the limitation of
natural behavior observations for the researchers. The second subjective point due
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to the concept gap in choosing modeling formula that mimics the observations.
To conclude, the gap between mathematical form of distance to the similarity

meaning should be filled firstly if human target to knowledge co-creation with the
machine.The bridging concept of similarity and corresponding models that used in
materials science are shown in detail in 3, 4 and Chapter B.

2.3.1 Similarity in other domains

In the previous section, the mentioned similarity methods e.g canonical Minkowski
metrics are objective to any data science problems. These methods are indepen-
dent to the designed predicting variable, target variable or any relation among these
variables. However, in applying to domain problems as drug discovery, natural lan-
guage processing, a number of similarity measurement was developed for better
serving to concerned target.

In drug discovery, the most common similarity measurement was conducted
over SMILES (Simplified Molecular Input Line Entry Specification) representation
with Tanimoto score Tanimoto, 1957. The Tanimoto score was initially designed fo-
cuses on chemical structures of the drug rather than other drug’s properties. How-
ever, since the main target of designing drugs focuses on the treatment of diseases,
other similarity measurement models were developed for building more sophisti-
cated drug-disease network Luo et al., 2016. Other highlight researches in similarity
measure in drug discovery are all designed under specific purpose rather than an
objective measurement only Lo et al., 2018.

In bioinformatics domain, researchers always need to deal with various seg-
ments of genes. People believe that segments has its common expressions under a
given reaction context will associate with relations in functional viewpoint Golan2006.
From this common sense in the bioinformatic community, a number of similarity
measure algorithms were developed for grouping that genes with similar expres-
sion profiles Bammer2000; Yoo2003; Lopez2003. Others have studied the association
between different expression profiles and different cellular conditions. Such associ-
ations can help in developing assays that are designed to detect different types of
cancers based on the expression patterns of genes Yeatman2003.

2.4 The object of research

In the previous section, I pointed about the main purpose of materials science and
how possible works in machine learning could serve for the purpose. In addition,
the need for explainable artificial intelligence and especially in the materials science
field. An interpretable machine learning model not only reduces underspecification
cases but also giving more chances to human making analogy reasoning on what
knowledge the machine pointing out. The knowledge, from the psychologist, are all
produced from analogical thinking. For these reasons, the main goal of my thesis
is to develop machine learning methods to find similarity patterns, defined by
referring to a given physical property of materials.

There are two main contributions from my thesis. From viewpoint of physics
researcher community, the first contribution is to propose a framework for model-
ing an abstract domain knowledge, "the physical similarity" to the machine. The
framework contains seven main steps: (1) define the contexts, (2) generate the con-
texts, (3) collect meaningful contexts, (4) voting system, (5) evaluation, (6) utilizing
the similarity information and (7) accelerate the serendipity. The details are shown
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in the previous section. From viewpoint of machine learning expert community,
the second contribution is shown through partitioning methods in step (2) – linear
regression based clustering; three voting system in step (4); pointing out four ap-
proaches to utilize the similarity information in step (6). The methods are evaluated
by applying to a number of test beds and all published to the community through
research articles shown in Chapter 5.
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Chapter 3

Relation function – the center of
similarity concept

3.1 Introduction

Human conclusions about the similarity between objects are supported by taking
its common behaviors or underlying driving mechanisms as supporting evidence
R. Hofstadter, 2006; Döbereiner, 1829; Gentner, 2002; Gavetti G, 2005. Taking this
viewpoint as the central meaning of similarity, this terminology could be used to
interpret the essence of various methods in machine learning. For example, anomaly
detection methods focus on identifying the most dissimilar data points; a mixture of
regression methods target the grouping of the most similar data poin ts from the
viewpoint of regression functions. The work of unifying these methods through
the concept of human similarity could be a part of the realization the explainable
artificial intelligence Rudin, 2019; Letham et al., 2015.

To break down above the similarity concept, we first define the similarity be-
tween two data points considering reference functions passing through these points.
Figure 3.1 illustrates and compares similarity measurements using canonical meth-
ods (left) and our similarity measurement considering reference functions (right). In
the figure, there are three data points A, B, and C with a conventional distance be-
tween A and B measured in the descriptive space x, where d(A, B) is much smaller
than d(A, C). If only the distance of these three points is considered, the similarity
between A and B, sAB is larger than sAC. However, in Figure 3.1 (right), reference
functions f1 and f2 are established considering the appearance of other data points.
From the functional viewpoints, A and C belong to the same f1 or they are similar,
but dissimilar to B, which is located in f2. Comparing the similarity order, sAB is
smaller than sAC.

In considering to the subjective and objective viewpoint of similarity measure,
the main criteria in measuring similarity in materials science basing on the natural
property of materials. In other words, the similarity state of any pair of materi-
als even determined and make judgments by human but observed only from its
behaviors itself. To reduce the subjective aspects in selecting observations by de-
signers, designed similarity measurement methods we show in the following are all
included a multiple random selection step. Lately, the last attempt in this research to
reducing the subjectivity point is using theory of evidence rather than using heuris-
tic designed methods.

In the next following section, different forms of the abstract notation function f
e.g linear function, non-linear function are used to investigate and realize the simi-
larity concept. This chapter first introduces the three most commonly used data set
in the whole thesis, which takes three physical properties as target variables: for-
mation energy, the lattice constant, and Curie temperature. The next section shows
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FIGURE 3.1: Left: two data points A and B are much closer, or equiv-
alent, more similar than A and C in the descriptive space. Right: sim-
ilarities among the three data points change considering the appear-

ance of other data points

a brief introduction about linear and non-linear regression function. These func-
tions later are used as the center of similarity–dissimilarity concepts. The variable
selection and evaluation play in an important role in understanding the behavior of
non-linear regression shown in the fourth section. The fifth section is a developed
model called linear regression-based clustering and related problem. Lastly, the final
section shows related work and the bagging method in using non-linear regression
as partitioning data space tool.

3.2 Data set

In Chapter 2.2.2, we discuss a various types of information in Materials science in-
cluding atomic information, structure information, experimental information etc,.
In Chapter B, we discuss in detail about problem setting with imaging data set. In
this section, I describe three data sets which is to show the common data format of
Materials science. These data sets are all well described with materials associated
with its representation and calculated or experimental target property.

3.2.1 Notation

In the thesis, we denote a dataset by D of p data instances. Assume that an in-
stance with index i is described by an n-dimensional descriptive variable vector,
xi =

(
x1

i , x2
i , . . . , xn

i
)
∈ Rn. The dataset D =

{
(x1, y1), (x2, y2) . . . (xp, yp)

}
is then

represented using a (p× (n + 1)) matrix. The target variable values of all data in-
stances in the dataset are stored as a p-dimensional target vector y =

(
y1, y2 . . . yp

)
∈

Rp.

3.2.2 Predicting formation energy of Fm3̄m AB materials data

The first data set contains 239 binary AB materials, which are collected from the
Materials Project database Jain et al., 2013. All of atoms labeled by A are all metallic
forms: alkali, alkaline earth, transition, and post-transition metals, and including
lanthanide families. All of atoms labeled by B, by contrast, are mostly metalloids
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TABLE 3.1: Designed predicting variables show fundamental physi-
cal characteristics of component elements and structure-properties of
compounds in E f orm predicting problem for . The A and B elements
compose the AB materials with binary cubic structure identical to that

of the Fm3̄m symmetry group.

Category Predicting variables
Atomic prop-
erties of A
element

ZA, rionA, rA, IPA, χA, neA, TbA,
TmA

Atomic prop-
erties of B
element

ZB, rionB, rB, IPB, χB, neB, TbB,
TmB

Structural
information

Vcell

and non-metallic form. The computed formation energy E f orm of AB material as the
physical target property. In this problem setting, we limited the collected materials
to the same cubic structure, Fm3̄m symmetry group (one of the most well known
compound exhibits this structure is Sodium Chloride).

To represent predicting variables for all compound, we used seventeen variables
which categorize into three types, as summarized in Table 3.1. The first and sec-
ond categories pertained to the predicting variables of the atomic properties of the
element A and element B components; these included eight numerical predicting
variables: (1) atomic number (ZA, ZB); (2) atomic radius (rA, rB); (3) average ionic
radius (rionA, rionB), (4) ionization potential (IPA, IPB); (5) electronegativity (χA, χB);
(6) number of electrons in outer shell (neA, neB); (7) boiling temperature (TbA, TbB);
and (8) melting temperature (TmA, TmB) of the corresponding single substances. The
boiling and melting temperatures are all collected under standard conditions (0◦C,
105 Pa).

Information of crystal structure shows valuable meaning to any the physical
characteristic of materials. For this reason, we build the last category with structure
of predicting variables. These variables are estimated from the crystal structures of
the materials. In this dataset, basing on the similar of all materials in the dataset, we
use only the unit cell volume (Vcell). This variable only represent for the structural
predicting variable. The target variable in this experiment is E f orm.

3.2.3 Predicting lattice parameter of body-centered cubic material data

The second data set contains 1541 binary AB body-centered cubic (BCC) crystals
with a 1:1 element ratio from Ref.Takahashi et al., 2017. The data set associates with
computed lattice constant value Lconst of the crystals. The A elements corresponded
to almost all transition metals Al, As, Au, Co, Cr, Cu, Fe, Ga, Li, Mg, Na, Ni, Os, Pd,
Pt, Rh, Ru, Si, Ti, V, W, and Zn and the B elements corresponded to those with atomic
numbers in the ranges of 1–42, 44–57, and 72–83. The collected data set includes
materials which is non-existed in reality, e.g the binary compound of AgHe, which
is one of the constituent He, is a noble gase element and well known for unlikely to
form a solid.
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TABLE 3.2: Designed predicting variables show fundamental physi-
cal characteristics of component and structural characteristic of ma-
terials in the lattice parameter prediction problem. A and B are ele-

ments of the binary AB BCC materials.

Category Predicting variables
Atomic charac-
teristics of met-
als A

rcovA, mA, ZA, neA, `A, χA, ρA

Atomic charac-
teristics of met-
als B

rcovB, mB, ZB, neB, `B, χB, ρB

Structural &
additional
information

ρ, dχ, sumAD

To represent predicting variables of each compound, we used seventeen vari-
ables which categorize into three types, related to fundamental physical character-
istics of the A and B construction elements. Details of the designed predicting vari-
able are summarized in Table 3.2. The concerning physical characteristics are: the (1)
atomic radius (rA, rB); (2) mass (mA, mB); (3) atomic number (ZA, ZB); (4) number of
electrons in outermost shell (neA, neB); (5) atomic orbital (`A, `B); and (6) electroneg-
ativity (χA, χB). The atomic orbital values are used in this work under categorical
variables with elements: s, p, d, f respect to numerical values of orbitals, i.e. 0, 1, 2,
3, respectively. For integrating the structure information, we add four more proper-
ties : (7) the density of atoms per unit volume (ρA, ρB); (8) the unit cell density ρ; (9)
the difference in electronegativity dχ; and (10) the sum of the atomic orbital B and
difference of electronegativity sumAD (see Ref.Takahashi et al., 2017).

3.2.4 Predicting experimental observed Curie temperature of rare-earth–
transition metal alloys

The third data set contains 101 binary alloys which is combination of one transition
metal element and one rare-earth metal element. The data set was collected from
the NIMS AtomWork database Villars et al., 2004; Xu, Yamazaki, and Villarsß, 2011,
which included the detail information of all structures alloys and its experimental
Curie temperatures Tc.

For representing the structure properties and physical properties of all these bi-
nary alloys, we designed twenty one predicting variables in three categories. All
variables are described in the Table 3.3. All variables in the first category and the
second category all represents the atomic properties of the transition metal elements
and rare-earth elements, respectively. The designed physical pproperties are listed
as follows: (1) atomic number (ZR, ZT); (2) covalent radius (rcovR, rcovT); (3) first ion-
ization (IPR, IPT); and (4) electronegativity (χR, χT). Moreover, predicting variables
related to the magnetic properties include: the (5) total spin quantum number (S3d,
S4 f ); (6) total orbital angular momentum quantum number (L3d, L4 f ); and (7) total
angular momentum (J3d, J4 f ). For R metallic elements, additional variables J4 f gj and
J4 f
(
1− gj

)
are added, due to the strong spin-orbit coupling effect.

The third category variable was chosen which contained values calculated from
the crystal structures of the alloys reported in the AtomWork database Villars et al.,
2004; Xu, Yamazaki, and Villarsß, 2011. The designed predicting variables included
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TABLE 3.3: Designed predicting variables describing fundamental
characteristics of component elements and structural characteristics.
The Curie temperature, Tc is set as target variable in predicting of the

rare-earth–transition metal alloys.

Category Predicting variables
Atomic characteristics of
transition metals

ZT, rcov A, IPT, χT, S3d, L3d, J3d

Atomic characteristics of
rare-earth metals

ZR, rcovR, IPR, χR, S4 f , L4 f , J4 f , J4 f gj, J4 f
(
1− gj

)
Structural information CT, CR, rTT, rTR, rRR

the transition (CT) and rare-earth (CR) metal concentrations. It should be noted
that, by using the atomic percentage for the concentration, there is a correlation be-
tween these two properties. For this reason, we use the concentrations in units of
atoms/Å3. This unit is more informative than the atomic percentage since it con-
tains information on the constituent atomic size. As a consequence, (CT) and (CR)
are not completely dependent. Other additional structure variables are also added:
the mean radius of the unit cell between two rare-earth-elements rRR, between two
transition-metal-elements rTT, and between transition and rare-earth-elements rTR.
The experimentally observed Tc is used as the target variable.

3.2.5 Appropriated physical phenomena

In this section, we discuss the main underlying reason why we apply our similarity
measurement methods developed. As the main problems which interest us in this
thesis are the similarity / dissimilarity between the material objects, for example,
the binary, quaternary, ternary compounds, the alloys, etc. pairs or groups of objects
that are similar and different from others. There are two underlying assumptions: (1)
all hidden phenomena are observable within the confines of data collection / repre-
sentation, data selection and verification (2), the mixture physical phenomena could
be identifiable under the limit of functional representation and data representation.

Regarding the first hypothesis, our developed method could not work for miss-
ing information cases or the data representation case could not capture information
about the phenomena. These cases are called under-specification cases. In this sit-
uation, we need experts or domain knowledge to better guide the representation of
data from the first step.

Regarding the second hypothesis, we must assume that the physical phenomena
involved could be detected separately with our design problems. Without this as-
sumption, the similarity / dissimilarity results we obtained are all identical. There-
fore, we could not compare the results together to reject or reject our original hypoth-
esis; or revise the hypothesis by selecting other methods for measuring similarity.

3.3 Regression function

The terminology "relation function" between materials is complicated. In Physics,
a physical law function represents the relation between description properties of
objects to a given target property. For example, the Coulomb force, F = ke

q1q2
r2 rep-

resents repulse – attract force between two charge particles q1, q2 with r distance
between them. By increasing the distance r twice times, the magnitude of the force
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decrease four times. The relation described by the deterministic equation, or de-
ductive reasoning as the Coulomb force is considered as relation function by the
physicists.

The relation function in machine learning could be represented in various forms.
The most common way to categorize is by parametric and non-parametric models.
The parametric model, e.g linear regression, linear support vector machine, neural
network, etc, assume the data instances follows a predefined formula of the relation
among descriptive variable and the target variable. On the other hand, the non-
parametric model, e.g k-nearest neighbor, kernel ridge regression function assumes
the function’s value at any point in representation space by a parametric function to
other points. In the thesis, I investigate the type functions: linear regression (para-
metric model) and kernel ridge regression function (non-parametric model).

3.3.1 Linear regression

A linear regression function f̂ represents the relation between descriptive variable x
to a given target variable y by a linear relation form as follows:

y = f (x) = x · β + c + ε (3.1)

with β is a p dimensional parameter vector and c is a intercept, ε represents as error
term. The parameter vector β are determined by minimizing

p

∑
i=1

[ f (xi)− yi]
2 + RegTerm (3.2)

with RegTerm represents for regularization term which differ from various regree-
sion model: Lasso λ ∑

p
i=1 |ci|, ridge regression λ ∑

p
i=1 |ci|22, elastic net with balancing

the Lasso and ridge regression, etc. The RegTerm is used not only to reduce over
fitting but also select variables which is non-redundant. Detail formulation and in-
terpretation are shown in Murphy, 2012a.

3.3.2 Kernel-ridge regression

To learn a regression function f̂ for predicting the target variable, we utilize the ker-
nel ridge regression (GKR) technic Murphy, 2012a, which has been recently used
with a lot of successful in materials science studies Matthias, 2015; Botu and Ram-
prasad, 2014; Pilania et al., 2013.

Kernel regression or specifically, kernel-ridge regression is one of non-parametric
technic in statistics for estimating the conditional expectation of a random variable.
The general objective of the kernel-ridge technique is for finding a non-linear rela-
tion between a pair of random variables which generally called descriptive/predicting
variable x and a target variable y. In non-parametric models, the relation between
these variables is modeled by the conditional expectation of y relative to x as follows:

E(y|x) = f (x) (3.3)

with an unknown function f . The very first and most general estimation of f is
proposed by Nadaraya, 1964 and Watson, 1964, by locally weighted average by a
kernel function. There are number of canonical kernel functions as Gaussian, Lapla-
cian, Cosine, Linear etc as follows:
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Cosine kernel:
k(xi, xj) =

xi · xj

‖xi‖‖xj‖
(3.4)

Linear kernel:
k(xi, xj) = xi · xj + c (3.5)

Polynomial kernel:
k(xi, xj) =

(
αxi · xj + c

)d (3.6)

Gaussian kernel:

k(xi, xj) = exp(
−‖xi − xj‖2

2σ2 ) (3.7)

Laplacian kernel:

k(xi, xj) = exp(
−‖xi − xj‖

σ
) (3.8)

where ‖xi − xj‖ = ∑m
a=1 |xa

i − xa
j |; xi · xj = ∑m

a=1 xa
i xa

j , and m is the number of dimen-
sions; σ, α are the variance of the Gaussian/Laplacian and the hyper parameter of
polynomial kernel functions, respectively; d is the polynomial order of the polyno-
mial kernel—we set (d = 3) in all our experiments; c is a constant.

For a given new data instance x∗, the predicted value f̂ (x∗) is expressed by taking
summation of all weighted kernel functions as follows:

f̂ (x∗) =
N

∑
i=1

cik(x∗, xi) (3.9)

where N is the number of training materials. The coefficients ci which represent for
the weight of corresponding materials xi are determined by minimizing

N

∑
i=1

[ f̂ (xi)− yi]
2 + λ

N

∑
i=1
||ci||22. (3.10)

Both regularization parameter λ and hyper parameter σ are generally selected by
using cross-validation Stone, 1974; Picard and Cook, 1984 evaluation method. The
cross-validation method excludes a number (e.g 10%) of the data instances during
the training process, and maximizing the prediction accuracy for these excluded
data instances. The prediction accuracy is evaluated by different scores: coefficient
of determination R2 score and mean absolute error MAE, shown in Section 3.3.3.
We consider the component cik(x∗, xi) in Eq. 3.9 as the contribution of the training
material xi to the prediction model f̂ . In section 4.3 we will see back the utilization
of the contribution term, cik(x∗, xi), in investigating dissimilarity effect among data
instances.

3.3.3 Evaluation

Coefficient of determination R2 is the very common and widely accepted to eval-
uate the prediction ability of prediction models in Machine learning. In regression,
the R2 coefficient of determination, or adjusted version of R2 score Kvalseth, 1985,
measures of how well the regression predictions approximate the distribution of
real data instances. In the canonical form by, the score evaluates the relation be-
tween the sum of squares of residuals ∑

pvld
j=1

[
f (xj)− yj

]2 and the total sum of squares

∑
pvld
j=1

[
ȳ− yj

]2 as follows:



24 Chapter 3. Relation function – the center of similarity concept

R2 = 1−
∑

pvld
j=1

[
f (xj)− yj

]2

∑
pvld
j=1

[
ȳ− yj

]2 (3.11)

Here, pvld is the number of validation points, f (xj) is the predicted value by a
learning function f at point xj. yj is the observed value of data instance with index
j in the validation set and ȳ is the average of the validation set used to compare the
values predicted for the excluded data instances with the known observed values.

An value of R2 score, e.g R2 = 0.8 frequently is interpreted as: "Eighty per-
cent of the variance in the response variable could be interpreted by the predict-
ing/descriptive variables. The remaining twenty percent could represent for un-
known variability." An R2 that reach the maximum value at 1.0 will indicates that
the regression predictions perfectly fit the data. An R2 is smaller than 0.8 could be
seem as the regression predictions could not capture the nature between predicting
variable combination to the target variable. Values of R2 that reach out of the range
from 0 to 1 might occur if the model fits the data worse than a horizontal hyperplane.

Mean absolute error (MAE) is a measure of difference between two continuous
variables, in the most common case, are predicted and observed values of the target
variable. In all thesis, MAE is defined as follows:

MAE =
∑

pvld
j=1 | f (xj)− yj|

pvld
(3.12)

with pvld is the number of validation points, f (xj) is the predicted value by a
learning function f at point xj, yj is the observed value of data instance with index j
in the validation set.

3.4 Kernel regression-based variable evaluation

There are two most important objects in any data science problem, instances and
descriptive variable/feature. In almost all problems, people need to design data in-
stances and design the descriptive variable. However, there is always a subset of the
designed variables that serve well for a certain modeling method. In this chapter,
we focus to regression modeling methods targeted to a given property. Therefore,
the need of understanding the role of descriptive variable or each variable combina-
tion is a critical questions. To develop a better understanding of the processes that
generated the data, we choose the most completeness method as exhaustive search-
ing and evaluating all possible variable combinations Kohavi and John, 1997; Liu
and Yu, 2005; Blum and Langley, 1997 to identify and remove irrelevant and redun-
dant variables Duangsoithong and Windeatt, 2009; Almuallim and Dietterich, 1991;
Biesiada and Duch, 2007.

3.4.1 Subset prediction ability: PA

One can easily presume that incorporating irrelevant variables into the GKR model
may impair its prediction accuracy. For that reason, we denote the prediction ability
PA(S) of a set S by the maximum prediction accuracy that the GKR model gain by
using the subset of variables s of S as follows:

PA(S) = max
∀s⊂S

R2
s ; sPA = arg max

∀s⊂S
R2

s , (3.13)
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where R2
s is the coefficient of determination R2 value Kvalseth, 1985 gained by

the GKR using a variable set s as the independent predicting variable combination.
sPA is the subset of variable of S that yields the prediction model having the maxi-
mum prediction accuracy.

For gathering a set of concerned variable combinations which predict the target
variable at relatively high level of accurate, we train the GKR models for all possi-
ble combinations of designed predicting variables. Since we do not know yet the
effect of each predicting variable on the target quantity, all the numerical descrip-
tive variables are normalized in the same manner through all analysis. In this study,
R2 coefficient determination score is used to measure of PA. For accurate PA esti-
mation, cross-validation evaluation to the GKR Stone, 1974; Picard and Cook, 1984;
Kohavi, 1995 using the data repeatedly is used. For all possible combinations, the
regularization parameters are performed grid search targeted to maximize PA of the
corresponding GKR models. Each predicting variable combinations contributes a
perspective on the correlation between the target and the predicting variables. For
that reason, an ensemble averaging Tresp, 2001; Dietterich, 2000; Zhang and Ma,
2012 technic can be applied to combine all the pre-screened regression models to im-
prove the PA. Furthermore, the material’s similarity regarding the mechanism of the
chemical and physical phenomena equipped to the target quantity is investigated
more predominantly if we integrate information from all possible perspectives.

3.4.2 Strongly relevant and weakly relevant features

In this section, we focus on analyzing relation among descriptive variables in the
context of contributing to the prediction ability PA of predicting model under a
given target variable. From the foundation established by Eq.(3.13), we evaluate
the relevance Yu and Liu, 2004; Visalakshi and Radha, 2014 of a variable in predic-
tion work of TC using the expected reduction in the prediction ability resulting from
the removal of this variable from the full set of the variables. Let D be a full set of
variables, di a concerned variable, and Di = D − {di} the full set of variables cre-
ated by removing the variable di. The degree of the relevance of variables can be
formalized as follows:

1. Strong relevance: a variable called strongly relevant if and only if

PA(D)− PA(Di) = max
∀s⊂D

R2
s − max

∀s⊂Di
R2

s > 0. (3.14)

If removing a given variable which causes a larger reduction of prediction ability,
the variable should be considered as a strong variable. The degree of relevance of a
strongly relevant variable can be computationally estimated by using the leave-one-
out approach, i.e., by leaving out a variable in the currently considered variable set
for the GKR analysis and evaluating the extent to which the prediction accuracy is
impaired.

2. Weak relevance: a variable called weakly relevant if and only if

PA(D)− PA(Di) = max
∀s⊂D

R2
s − max

∀s⊂Di
R2

s = 0

and
∃D′i ⊂ Di s.t PA({di, D′i})− PA(D′i) > 0. (3.15)

Eq. (3.15) shows the estimation of the degree of relevance for the weakly relevant
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TABLE 3.4: Prediction accuracy of ensemble learning model with dif-
ferent kernel matrices

Cosine ker-
nel

Linear ker-
nel

Polynomial
kernel

Gaussian
kernel

Laplacian kernel

PA 0.572 0.569 0.982 0.982 0.973
sPA ZR, J4 f , ZT,

rcovT, S3d,
rTT, CR

rcovR, J4 f ,
rcovT, L3d,
rRR, rTT

ZR S4 f , L3d,
J3d, rRR, CT,
CR

ZR, χT, J3d,
rTR, CT, CR

χR, χT,
J4 f
(
1− gj

)
,

ZT, rcovT, IPT,
S3d, L3d, J3d, CR

variables cannot be carried out in a straightforward manner, as with the strongly rel-
evant variables. In actual meaning derivation, weakly relevant variables are relevant
for prediction, but they can be replaced by other variables.

3.4.3 Result

To investigate the scientific connection Dam et al., 2018 between the variables and
the actuation mechanisms of the physical phenomenon of TC in these bimetal sys-
tems, we examine whether TC can be predicted by using the designed variables of
the compounds. A screening was conducted for all possible variable combinations,
221 − 1 = 2, 097, 151 that respectively derive the same number of prediction models.
A given kernel metric formula associates with a method to measure the similarity
between compounds. Therefore, five kernel metrics- cosine, linear, Gaussian, poly-
nomial, and Laplacian are all implemented and analyzed in this section. Leave-one-
out cross-validations Stone, 1974; Picard and Cook, 1984 is performed to evaluate
the prediction accuracy of these models.

Prediction ability PA

The prediction abilities PA (equation 3.13) of the designed descriptive variables set
for different kernel-type predictors are summarized in the table 4.1. The highest PA -
R2 score 0.982 is achieved by two models deriving from variable combinations sPA =
{ZR, χT, J3d, rTR, CT, CR}with the Gaussian kernel and sPA =

{
ZR, S4 f , L3d, J3d, rRR, CT, CR

}
with the polynomial kernel. The PA value with the Laplacian kernel experiment
achieves an R2 score of 0.973, with its sPA =

{
χR, χT, J4 f

(
1− gj

)
, ZT, rcovT, IPT, S3d, L3d, J3d, CR

}
.

It should be noted that the prediction model created by ensembling top models
that yield highest R2 score, archieves a higher prediction accuracy than PA. Figure
3.2 shows result of ensembling top 5 models that yield highest R2 score to with R2

score of 0.984 and MAE: 31.21 (K), higher than PA of Gaussian kernel experiment.
In this screening result, there are 892,612 variable combinations associated with

the Gaussian kernel; 284,649 variable combinations associated with the polynomial
kernel and 1,317,193 variable combinations associated with the Laplacian kernel that
yield regression models with R2 scores exceeding 0.90. It is noted that, even with the
same kernel metric, several regression models achieved a similar excellent predic-
tion accuracy because the designed variables are not independent variables.

On the other hand, the PA values with linear and cosine kernels were lower than
0.8, i.e., the TC variable cannot be predicted by our designed descriptive variable set
with these kernel regression models.

Finally, the PA analysis indicates that with all the designed variables, it is pos-
sible to accurately predict the values of TC of the rare-earth transition bimetal alloy
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FIGURE 3.2: Observed and predicted TC for 101 transition–rare-earth
bimetal alloy compounds by an ensemble Gaussian kernel regression.
The prediction model is constructed by taking ensemble averaging of
top 5 models that yield highest R2 score after kernel regression-based
variable evaluation. The prediction accuracy of this model, R2 score
of 0.984, MAE: 31.21 (K), achieves a higher prediction accuracy than

PA of all our designed variable sets.

compounds by using Gaussian, polynomial, and Laplacian GKR models with the de-
signed variables. In the subsequent sections, we will discuss the method to improve
the maximum prediction accuracy of the models as well as the physical meaning of
strongly relevant variables.

Strong-weak relevant features

Figure 3.4 shows the dependence of the best prediction accuracy PA—red lines on
the number of variables recruited in the Gaussian - polynomial - Laplacian - Sigmoid
kernel regression models. In general, the prediction accuracy in all the experiments
reaches the highest value with the number of descriptive variables from 6 to 8, and
then gradually decreases when the number of recruited variables increases. The
small subset of the designed descriptive variables and the large number of high-
accuracy models described above originate from the fact that the overuse of many
weakly relevant variables Duangsoithong and Windeatt, 2009; Almuallim and Diet-
terich, 1991; Biesiada and Duch, 2007 weakens the correlation between the similarity
of the compounds, which is measured using the kernel of the variables, and the dif-
ferences in their TC values.
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FIGURE 3.3: The distribution of R2 score larger than 0.9 in exhaustive
search of all variable combinations models with four kernels: Gaus-
sian with 892,612 models - polynomial; 284,649 models - Laplacian;

1,317,193 models

Next, we evaluate the relevance of each variable for the prediction of TC. We
compare PA(D) of the full set of variables D and PA(D− {di}) for all the variables
di. We found that most of the variables are weakly relevant, and the prediction accu-
racy does not significantly change, except in one case—when removing the variables
of the concentration of the rare-earth metal CR. It is clearly seen in Figure 3.4 that
the absence of CR in the Gaussian and polynomial kernel model results in a dramatic
decrease in the accuracy: PA(D) < PA(D− {CR}); therefore, CR is surely assigned
as a strongly relevant variable in terms of the prediction of TC).

This result is consistent with the understanding so far that the values of TC of
binary alloys consisting of 3d transition-metal and 4 f rare-earth metals are mainly
determined by the magnetic interaction in the transition-metal sublattice. In terms
of molecular field theory P.Myers, 1997, we have

TC ∼ nTT M2
T/3kB, (3.16)

where MT and nTT are the magnetization and molecular field coefficients of the
transition-metal sublattice, respectively. Both MT and nTT strongly depend on CR.
The dependencies of MT and nTT on CR are different in compounds with different
combinations of rare-earth metal (R) and transition metal (T). In Co-based and Ni-
based compounds, MT and nTT tend to decrease when CR increases. This leads to
a rapid decrease in TC with an increase in CR. For example, in Gd–Co compounds,
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ZR !T L3d J4fgj rTT
ZT IPR L4f J4f (1 – gj ) CT
rcovR IPT J3d rRR CR
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𝜒R S4f

(A)

FIGURE 3.4: Dependence of the best prediction accuracy on the num-
ber of variables in the Gaussian kernel regression model. The red line
represents the maximum prediction ability PA(D) of the full descrip-
tive variable set D with respect to the different numbers of variables.
The other lines represent the trend of PA(D−{di}) by removing vari-
able {di} from D in the same manner. The significant decrease of
PA(D−{CR}) shows that the concentration of the rare-earth element

CR is strongly relevant to TC.

TC decreases from 1,404 K to 143 K with the increase in the concentration of Gd
from 0% to 75%. In contrast, in R–Fe compounds, MT and nTT tend to increase
with increasing CR. This leads to an increase in TC with increasing CR. Indeed, in
Gd–Fe compounds, TC rapidly increases from 0 K to 827 K with the increase in the
concentration of Gd from 0% to 33%. Detailed correlation between CR and TC in
different transition metal-based compound is shown in Figure 4.13.

Prediction of TC for new compounds

In this section, we discuss the ability of ensemble learning using the obtained GKR
models in the prediction of TC for new compounds. The test set of new compounds
includes five Fe–based compounds. The TC of two of these compounds has been
determined experimentally: SmFe12 − 555(K)Hirayama et al., 2017, YFe12 − 483(K)
Suzuki, 2017. No TC information is available for DyFe12, GdFe12, NdFe12.

From the discussion in Section 3.4.3, we know that CR is the most strongly rele-
vant to TC. The CR values of the five compounds in the test set are approximately
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FIGURE 3.5: Dependence of the best prediction accuracy on the num-
ber of variables in the polynomial(a) - Laplacian(b) - Sigmoid (c) ker-
nel regression model. The red line represents the maximum predic-
tion ability PA(D) of the full descriptive variable set D with respect to
the different numbers of variables. The other lines represent the trend
of PA(D− {di}) by removing variable {di} from D in the same man-
ner. Supporting to the result from Gaussian kernel in Figure 3.4, the
significant decrease of PA(D−{CR}) shows that the concentration of

the rare-earth element CR is strongly relevant to TC.

0.006 atoms/Å3, which is much lower than the smallest CR value for all the other Fe–
based compounds (which is 0.0075 atoms/Å3 of Fe17 compounds–based) (see Figure
4.13). The only compound having a similar CR value is LaCo13 with CR of 0.0055
atoms/Å3. Further, the compounds in the test set are recently synthesized and have
a crystal structure significantly different from that of all the other compounds in the
data set. Therefore, the prediction for the TC of these compounds could be seem
closer to an extrapolative than an interpolative prediction problem.

Figure 3.7 shows the predicted value distributions for all test compounds (black
line histogram) and the observed values (red dash line). It is easy to recognize that
the distributions of the predicted TC for these test compounds can be approximated
by a mixture of three separate Gaussian distributions. We represent these distri-
butions using red, blue and green, in increasing order of their mean values. From
this Gaussian distribution decomposition, we can suggest that at least three distin-
guish functions f̂ (x) can be regressed from the observed data to model the TC phe-
nomenon. Further, since the functions are learned from sub-groups of all the data
set by the bagging method, we can suggest that there are at least three sub-groups
of compounds corresponding to these three models.

Next, we analyze the relation of the experimentally observed TC of the two test
compounds SmFe12 and YFe12 to their predicted TC distribution. It is obvious that
both the experimentally observed values correspond to the green Gaussian distribu-
tion, i.e., the largest TC group (see Figure 3.7a, 3.7b). The mean value of these green
Gaussian distributions is close to the observed value of 535.1 K, as compared with
555.0 K of SmFe12, and 443.7 K as compared with 483.0 K of YFe12. From the fact
that all the five test compounds are Fe12–based compounds with the same crystal
structure, we can infer that the experimental values of the remaining three com-
pounds also correspond to the green distribution. Therefore, we predict that the TC
of DyFe12, GdFe12, and NdFe12 are 444.7 K, 482.7 K, and 488.5 K, respectively. There
is also the potential for further experimental study on the TC of these compounds.
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FIGURE 3.6: The dependence of TC on the concentration of the rare-
earth metal (CR) in binary alloy compounds.

Lastly, all the above investigations show that further research is required to ex-
tract hidden functions in data as well as an alternative method of integrating pre-
dicted results from ensemble learning algorithms.

3.5 Linear regression-based clustering

In reality, a simple linear model is often contain a number of limitations to model the
relationship existed in the data set. In almost cases, the data set contains non-linear
relationship or the data itself can be heterogeneous and contain multiple subsets.
Different subsets of data could fit best with different form linear model. However,
in traditional data analysis, linear models are often preferred because of their in-
terpretability. In the meaning covered by linear model , one might qualitatively
estimate and intuitively understand how the predicting variables contribute to the
target variable. Accordingly, several efforts have been devoted to develop subspace
partitioning technics to decompose a high-dimensional data set into a set of disjoint
small data sets, each of which might be approximated by a number of linearity sub-
spaces by employing principal component analysis Fukunaga and Olsen, Feb. 1971;
Vidal, Ma, and Sastry, Dec. 2015; J., L., and C., 2008.

In this experiment, our initial interest is the local linearity between the predicting
variables and the target variable. The linearity relation reflect the nature of the un-
derlying physical mechanism at the subspace of observations. To reach this purpose,
a simple strategy by using subspace segmentation is used. The method integrate the
key ideo of conventional clustering methods as well as linear regression analysis.
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FIGURE 3.7: Predicted value distribution of test compounds by us-
ing a bagging model constructed from top–5 highest prediction accu-
racy kernel regression model with Gaussian and Laplacian kernels.
The distributions appear as a mixture of several Gaussian distribution
components. This serves as evidence to show that there are a num-
ber of functions that generate such components. The black dashed
lines show the predicted value obtained by taking the average of all

possible values. The red dashed lines show the observed values.

Infact, the possible sub spaces could have fewer dimensions than the whole space.
Hence, we apply the sparse linear regression model that use L1 regularization Tib-
shirani, 1996 instead of the ordinary least square method.

In here, we introduce regression-based clustering method. The method base on
the well-known K-means clustering associated with two major modifications. The
first modification is the sparse linear regression model derived from data associated
with materials in a particular cluster will be considered as the common character-
istic (center of clustering model). The dissimilarities of the actual target property
of each material in a group relative to the common nature relation of that group
(the distance to the center). The dissimilarity values are estimated by the deviation
from the observed value the corresponding linear regression model. (2) The sum of
the differences of all materials in a group from the corresponding linear regression
model of another group is used to measure the dissimilarity in the characteristics
of that group with regard to the other group. The summation of all dissimilarities
between one group to another determine in the reverse direction are used to assess
the divergence between the two groups.
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3.5.1 Methodology

As follows of the variable evaluation 3.4 step, we assume that a number combina-
tions of predicting variables that yield non-linear regression models of high PA are
collected. Under of a given selected combinations, m′ numerical variables are se-
lected from the original m numerical variables. Therefore, a material in the data set
is described by an m′-dimensional predicting variable vector x′i = (x1

i , x2
i , . . . , xm′

i ) ∈
Rm′ , and the data are represented using a (p×m′) matrix.

Under a given data set D of p materials represented by m′-dimensional numeri-
cal vectors, a natural number k ≤ p is denoted to represent the number of clusters.
Our first assumption is the existence of k linear regression models hidden in the data
set. Any materials in D follows one of them. The purpose is to determine those k
linear regression models, accordingly, to divide D into k non-empty disjoint clus-
ters. Our algorithm searches for a partition of D into k non-empty disjoint groups
(D1,D2, . . . ,Dk) which minimize the overall sum of the residuals between the ob-
served and predicted values (using the corresponding models) of the target variable.
The problem is formulated as an optimization problem as follows.

For a given experiment with cluster number k, minimize

P(W, M) =
k

∑
i=1

p

∑
j=1

wij ‖ yj − yMi
j ‖ (3.17)

subject to

∀j : ∑k
i=1 wij = 1, wij ∈ {0, 1} (3.18)

1 ≤ k ≤ p, 1 ≤ i ≤ k, 1 ≤ j ≤ p (3.19)

where yj and yMi
j are the observed value and the value predicted by model Mi (of k

models) for the target property of the material with index j; W =
[
wij
]

p×k is a parti-
tion matrix (wij takes a value of 1 if object xj belongs to cluster Di and 0 otherwise),
and M = (M1, M2, . . . , Mk) is the set of regression models corresponding to clusters
(D1,D2, . . . ,Dk).

P can be optimized by iteratively solving two smaller problems:

• fix M = M̂ and solve the reduced problem P(W, M) to find Ŵ (re-assign data
points to the cluster of the closest center);

• fix W = Ŵ and solve the reduced problem P(W, M) to find M̂ (reconstruct the
linear model for each cluster).

Our regression-based clustering algorithm comprises three steps and iterates un-
til P(W, M) converges to some local minimum values:

1. The dataset is appropriately partitioned into k subsets, 1 ≤ k ≤ p. Multiple
linear regression analyses are independently performed with the L1 regular-
ization method Tibshirani, 1996 on each subset to learn the set of potential can-
didates for the sparse linear regression models M(0) =

{
M(0)

1 , M(0)
2 , . . . , M(0)

k

}
.

This represents the initial step t = 0;

2. M(t) is retained and problem P(W, M(t)) is solved to obtain W(t), by assigning
data points in D to clusters based upon models M(t)

1 , M(t)
2 , . . . , M(t)

k ;
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3. W(t) is fixed and M(t) is generated such that P(W, M(t+1)) is minimized. That
is, new regression models are learned according to the current partition in step
2. If the convergence condition or a given termination condition is fulfilled, the
result is output, and the iterations are stopped. Otherwise, t is set to t + 1 and
the algorithm returns to step 2.

3.5.2 Determine number of clusters

The number of clusters k is determined by balancing two criteria: high linearity be-
tween the predicting and target variables for all members of the group, and no model
representing two different groups. The first criterion is associated with higher prior-
ity and can be quantitatively evaluated by using the Pearson correlation scores be-
tween the predicted and observed values for the target variable of the data instances
in each group, by applying the corresponding linear model. The second criterion is
implemented to avoid any high linearity group is further divided into two or more
subgroups which might be represented by the same linear model. The determina-
tion number of k, from these intuitive concepts, can be formulated in terms of an
optimization problem, as follows:

k = arg min
k≤p

[
log

1−min1≤i≤k R2
i,i

min1≤i≤k R2
i,i

+ max
1≤i 6=j≤k

R2
i,j

]
(3.20)

where R2
i,i and R2

i,j are the Pearson correlation scores between the predicted and ob-
served values for the target variable when we apply the linear model Mi to data
instances in clusters i and j, respectively.

The first term in the function decreases regarding to the range of min1≤i≤k R2
i,i

varying from 0 to 1. Since the value min1≤i≤k R2
i,i approaches 1 (the entire cluster

exhibits almost perfect linearity between the target and predicting variables), the
optimization function significantly decrease in a log scale targeted to emphasize the
expected region. In contrast, the optimization function exponentially increases when
min1≤i≤k R2

i,i approaches 0, the case of any given cluster shows no linearity between
the target and predicting variables. The last component of the optimized function
is for avoiding overestimation of k. A group associated with high linearity further
is prevented to divide into two or more sub-groups which are all represented by
the same linear regression formula. In this work, the criterion for determining k is
identical with the criterion to evaluate and compare a given linear regression-based
clustering model to the other. Furthermore, any material associated with a number
of cluster labels without explicit information of the target physical property’s value.
In reality, the value could be estimated by obtain from a prediction models, e.g. a
non-linear regression model.

3.5.3 Interpreting cluster structure by decision rule

In order to establish the rule of determination of the material groups, we carry out a
multi class classification analysis using a decision tree Quinlan86; Rokach and Mai-
mon, 2008 regression model. The aim is to represent the dependence of the group
(cluster) on the features of the materials. By utilizing the regression-based clustering
method, the cluster label of the p materials are stored as a p-dimensional categorical
vector c =

(
c1, c2, . . . , cp

)
where ci ∈ {1, 2, . . . , k}, 1 ≤ i ≤ p and is considered as a

new target vector. We learn the model to predict the new target c by using all the
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original m numerical variables (u) and n categorical variables (v) for data represen-
tation. The description of materials in the data set D of p materials is subsequently
represented using a (p× (m + n)) matrix of both numerical and categorical values.

Categorical variables which are used in this step has several layers of meaning.
Firstly, a group of numerical variables could explicitly describe a group of objects,
however, it has a drawback of too explicit to interpret, especially by decision tree
method. For example, to describe a group of element: B, Si, Ge, As, Sb, Te and At by
two numerical variables: number of electrons in outer shell ne and number of elec-
tron shell nshell , the final decision tree is complex to acquire meaningful. However,
a categorical variable Type could solve easier with Type = ’Metalloids’. A reflect of
physical history reminds us the same story of categorizing complexity numerical el-
ements in the discovery of alkali, alkaline earth, noble gas groups in periodic table;
the grouping fundamental particles into fermion and bosons, lepton and quarks in
particle physics, etc.

The concept of the decision tree means that the prediction model is broken down
into a set of choices for each descriptor element - i.e. starting at the root of the tree
and progressing to the leaves, where the prediction result is received. The goal is to
create a model that predicts the value of a target variable by determining simple and
interpretable decision rules inferred from the data features. In this study, the aim
is to learn interpretable decision rules for determining the group that a material be-
longs to. An integration of the regression-based clustering analysis and the decision
tree for multiclass classification analysis can be utilized for both the interpretation
and prediction purposes.

It should be note that a material can be assigned to clusters based upon its devia-
tion from the corresponding linear models. If there is no information on the value of
a material’s target quantity, the cluster label can be predicted by applying the learned
decision rules or by utilizing the predicted value of the target quantity regressed by
the best constructed GKR model.

3.5.4 Group index prediction for new instance

In this section, we discuss about the group index estimation for a new instance and
prediction ability of the regression-based clustering (RBC) model, which inherits the
variable combination set from the initial model. A new instance will associate with k
predicted values which respect to outcome of k linear mixture models in our method.
The problem of identifying which group the true value belongs to is raised. To deal
with this, the outcome of the best performance non-linear predictive model is used
as a temporal true value ytmp and then the group label is estimated by using the
following formula:

gidx = arg mini∈{1:k}|ytmp − yi| (3.21)

This method is constructed by the clustering evaluation criteria in formula 3.20.
Since any pair of linear models are minimized the correlation, the most closest value
generated by those models to the value predicted by non-linear model will indicate
the group of the instance belongs to.

3.5.5 Result

Determine number of clusters

Regression-based clustering method as other widely used mixture model: Gaussian
mixture model, K-means . . . face with a problem of traditional parameter estimation
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(A) (B) (C)

FIGURE 3.8: Determination of the number of clusters and the results
of regression-based clustering technic using a map of two evalua-
tion objectives: (1) maximize prediction R2 score for all models and
(2) maximize the dissimilarity among models in evaluation of differ-
ent problems: 3.8a AB compound, 3.8b lattice parameter, and 3.8c
Tc magnetic phase transition temperature. The red rectangle denotes
the region in which the mixed linear model shows the best prediction

ability and the highest degree of dissimilarity from other models.

basing on maximum likelihood estimation (minimizing absolute error in equiva-
lent). One possible solution is to construct and optimize the tight lower bound of the
data marginal likelihood by variational methods Blei, Kucukelbir, and McAuliffe,
2017; Corduneanu and Bishop, 2001; Wang and Titterington, 2006. However, the
likelihood function of a mixture model is usually multimodal let the final maximum
likelihood result easy to trap into local maxima. Several methods are proposed to
overcome this problem by repeatedly optimize the likelihood under different initial-
ization strategies Christophe Biernacki, 2003; R, 2009; Fraley, 2006.

In our method, we pick the random initialization procedure and define the eval-
uation criteria for grouping work by two conditions: (1) maximize the prediction
accuracy inside a group (high R2 score and low MAE )and (2) minimize the predic-
tion ability between any two separated groups.

Figure 3.8 shows us the result of this clustering evaluation strategy in all three ex-
periments shown above. The right corner in each figure shows us the high expected
clustering result location.

Learning decision rule from cluster structure

Predicting formation energy of AB compound
We carried out the regression-based clustering analysis on this data. For deter-

mining the number of clusters and the weighted average of the linearity (measured
by using Pearson correlation as described above) for evaluating the performance of
the clustering analysis, we found that the best set of variables are {V, ZA, χA, neA, IPA, TmA, ZB, neB}
and the number of clusters is five. The prediction ability afforded by the constructed
linear mixture models reaches 0.941 (MAE: 0.188 eV), Figure 3.9c. The confusion
matrix, Figure 3.9a shows high prediction ability for individual models and high
dissimilarity between the models.

The group label obtained for each compound via the regression-based cluster-
ing analysis is subsequently set as the target variable for the decision tree analysis.
Figure 3.9b shows the obtained tree, which yields precision of 72.0%. Following the
tree, it is apparent that the dominant elements in group 1, 2 and 4 are compounds
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FIGURE 3.9: Binary AB compound – (A): confusion matrix describes
the dissimilarity among the models employed (B): the overall pre-
diction accuracy achieved by combining 5 clusters. (C): The decision
tree used to classify group indices determined using regression-based

clustering.
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(A) (B)

FIGURE 3.10: Lattice parameter data set – Results of regression-based
clustering for binary compounds with Lconst is set as the target vari-
able. The compounds in the data set are divided into 3 separated
groups. (a): the overall prediction accuracy achieved by combining 3
clusters is R2 score 0.955 (MAE: 0.058 Å). (b): Unrealistic alloys - no-
ble gas compounds are almost allocated on small linearity "edge" that
bend an angle with the dominated component in group 3. It shows
that all of this unrealistic compounds are belong to minority group

differ from normal ones in this group

with A elements are lanthanide. More detail, in the same condition of B elements
is either S, Se or Te, group 1 compounds have smaller unit cell volume than group
2 compounds. If B elements rather S, Se or Te, almost compound are assigned into
group 4. In contrast, with A elements rather than lanthanide, the criteria for as-
signing elements into group 3 and 5 is the electron negativity difference, which is
canonical rule for identifying type of bonding and formation energy characteristic.

Lattice parameter data for body centered cubic structure
For determining the number of cluster and the weighted average of the linearity

for evaluating the performance of the clustering analysis, we found that the best set
of variables is {ρ, mA, mB} and the number of cluster is three. The prediction ability
achieved by combining all 3 linear models reaches R2 score 0.955 (MAE: 0.058 Å,
Figure 3.10a). The confusion matrix in Figure 3.11b shows the high linearity of each
individual model and the dissimilarity nature among groups in the data set.

One thing to notice in this experiment is a linearity separation of noble gas com-
pounds shown in group 3. Following the figures 3.10b, by annotating name of noble
gas instances, one can recognize that they are all lying a small “edge”. This part
shows the linearity relationship of the group of noble gas that “bend” an angle com-
paring with the main trend in group 3. This result of linearity group separation
shows an useful feature of our method in the attempt of understanding structure
component of a data set.

The group label obtained for each compound using the regression-based clus-
tering analysis is subsequently set as the target variable for the decision tree anal-
ysis. Figure 3.11a shows the obtained tree, which yields a correct classification



3.5. Linear regression-based clustering 39

period_A

period_B

�4

period_A

>4

Group 2

P:338, N:200

�4

Group 1

P:339, N:126

>4

period_B

=5

Group 3

P:135, N:133

>5

Group 1

P:180, N:31

�5

diff_eleg_neg_A_B

>5

Group 3

P:24, N:9

�0.535

Group 1

P:21, N:2

>0.535

!"#$%&'

!"#$%&'!"#$%&(

!"#$%&(

&)')(

(A) (B)

FIGURE 3.11: Lattice parameter data set – (a): Confusion matrix de-
scribes high dissimilarities among models. (b): The decision tree
takes group index learned from regression-based clustering as target

variable.

result 79.0% of the time, as evidenced by 10-fold cross validation. Following the
tree, it is apparent that group 1 contains AB compounds with a light element (either
PeriodA ≤ 4 or PeriodB ≤ 5) associate with other massive element (PeriodB ≥ 4 or
PeriodA = 5 respectively). In contrast, all compounds in group 2 constructed by pair
of light elements (PeriodA ≤ 4 and PeriodB ≤ 4) and group 3 with massive elements
(PeriodA > 5).

Curie temperature data set
In the next step, we carry out regression-based clustering analysis. For determin-

ing the number of cluster and the weighted average of the linearity for evaluating
the performance of the clustering analysis, we found that the best set of variables
is
{

CR, S3d, L3d, S4 f
}

and the number of clusters is three. The R2 score of the mixed
model constructed from the three linear models reaches 0.963 (MAE: 48.183 K, Figure
3.12c), which is comparable with the score of the best performing non-linear predic-
tion model. Figure 3.12 shows a matching matrix of linearity of data in each group
and the deviation of data in a group from the linear models of the other groups, al-
lowing us to confirm the dissimilarity between the linear models and the linearity of
data within in each model.

The group label obtained for each compound using the regression-based cluster-
ing analysis is subsequently set as the target variable for the decision tree analysis.
Figure 3.12b show the obtained tree, which yields a correct classification result 80.0%
as evidenced by 10-fold cross validation. It is apparent that the decision rules, em-
ployed for the determination of the group an alloy should belong to, are based on
the species of the constituent transition metal and the concentration of the rare-earth
metal. The critical role of CR can be confirmed easily from results shown in Fig. 4.13,
where the upper limit of TC depends linearly on CR. Furthermore, the dependence
of TC on CR is qualitatively different for different transition metals. For Mn and Co
as transition metals, TC tends to decrease with CR. By contrast, it tends to increase
for Fe. In addition, for Ni, the TC is rather insensitive to CR. It is important to note
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FIGURE 3.12: Curie temperature data set – (A) confusion matrix de-
scribing the dissimilarities among models, (B) the overall prediction
accuracy achieved by combining 3 clusters. (C) The decision tree for
the classification of group indices determined using regression-based

clustering.
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TABLE 3.5: Prediction accuracy of regression-based clustering

Tc E f orm Lconst

Lasso R2 : 0.467, MAE :
213.965

R2 : −0.108, MAE :
0.938

R2 : 0.759, MAE :
0.136

GKR R2 : 0.911, MAE :
71.331

R2 : 0.958, MAE :
0.162

R2 : 0.981, MAE :
0.015

RBC R2 : 0.952, MAE :
51.199

R2 : 0.960, MAE :
0.156

R2 : 0.982, MAE :
0.017

that the decision tree model can reflect this situation quite well. From the decision
tree, we can see that the group 1 includes bi-metal alloys of Co with low concentra-
tion of rare-earth metals and bi-metal alloys of Mn. The group 2 is dominated by
bi-metal alloys of Fe, whereas group 3 consists mostly of alloys of Co and rare-earth
metal at high concentrations, and bi-metal alloys of Ni. The obtained results confirm
that our analysis flow can learn simultaneously and correctly the group of the ma-
terial and the relationships between the descriptors and the corresponding physical
phenomenon, i.e. TC in the present case, for each group.

Prediction ability of regression-based clustering

The result in this part is measured by leave-one-out test set separation in Tc; 10-
folds test set separation in AB compound E f orm and Lconst problem. This process is
iteratively conducted over all data instances of three data sets.

In Tc experiment, the considered variable combination
{

CR, S3d, L3d, S4 f
}

has a
kernel ridge regression prediction ability R2 score of 0.911 (MAE: 71.331), and the
temporal predicted value is taken from the highest predictive model. Finally, a re-
markable improvement in the regression-based clustering model is achieved at a R2

score of 0.952 MAE : 51.2. For other two problems, the prediction abilities are im-
proved with the R2 score from 0.958 to 0.969 in the E f orm problem and remaining
the same in range of 0.981 - 0.982 with the Lconst problem. The detailed conclusion
is shown in Table 4.1, including a comparison of the improvement to a simple linear
model.

In the E f orm and Lconst problem, the regression-based method under the "tem-
poral" prediction value from the highest prediction ability model could not reach a
higher prediction ability than the top 1. However, compared with the initial non-
linear model, they significantly improve the accuracy: from R2 : 0.958, MAE : 0.162
to R2 : 0.959, MAE : 0.156 with the E f orm AB compound problem and from R2 :
0.981, MAE : 0.015 to R2 : 0.988, MAE : 0.014 with the Lconst binary cubic crystal
problem.

Due to the gap between initial nonlinear model (the variable combination) and
the top 1 model in these two cases being relatively small, detail in 4.1 and also lack-
ing of domain knowledge (shown in initial state setting, the meaningful of variable
combination), the regression based clustering method could not show too much ef-
fect like the case of Tc problem. One more thing we should emphasize here is that the
suspected variable set does not correspond to the highest prediction ability among
the non-linear models. These criteria along with the prediction ability improvement
above show a potential strategy to investigate further the actual structure of data,
which is out of scope for this work.
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(A) (B)

FIGURE 3.13: Two original images of the cerium density ρCe(left) and
valence valCe(right) of Pt/Ce2Zr2Ox(x=7–8)

Identify different behavior groups in catalyst data set

In this section, we show a special data set that applicable by linear regression-based
clustering method. Two images 555 × 550 that measure the cerium density ρCe
and valence valCe in micrometer-size platinum-supported cerium–zirconium oxide
Pt/Ce2Zr2Ox(x=7–8) three-way catalyst particles are collected from M et al., 2018.
The original images shown in refFigCatalyst2D. These images were successfully
mapped by hard X-ray spectro-ptychography (ptychographic-X-rayabsorption fine
structure, XAFS). By assuming the dependece of valCe to ρCe originates from various
linearity relation, we can conduct the linear regression-based clustering method as
above.

By estimating the number of clusters as four, we have a map reflect back the
distribution of each group as in Figure 3.13. Four groups denoted as Gi, with i =
{1, 2, 3, 4}. The mixture of linear functions is simple in form:

vali
Ce = ai ∗ ρi

Ce + bi (3.22)

with i as index of each group. The result from linear clustering method show
coefficients ai, bi for each group as follows a1 = −0.33, b1 = 3.90, a2 = −0.15, b2 =
3.60, a3 = 0.34, b3 = 3.03 and a4 = 0.09, b4 = 3.32. It should be noticed that, there is a
large difference among groups, especially in the linear coefficient ai. Since the group
G1, (in green in 3.14) associates with largest negative slope of coefficient a1 = −0.33,
the group G3 could be described under the largest positive coefficient a3 = 0.34 (in
purple in 3.14). The G2 contains the slightly negative correlation between valCe and
ρce and the group G4 could be considered as no linear correlation between these two
variables. All these analysis is consistent with published result in M et al., 2018.
Further than that, our groups detection shows extraodinary resolution comparing
with the methods shown in M et al., 2018 and interestingly, the shape of identified
group matches with 3D SEM images shown in the paper.

To investigate the behavior of each voxel by considering to linearity of neighbor,
cubic 3 × 3 of neighbors for all voxels are collected. We perform fitting a simple
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FIGURE 3.14: Linear regression based clustering results with four
groups. Left: distribution of four groups over the original map. Right:
joint distribution of all linear correlation coefficients a and intercepts

b

linear relation on the neighbors then create joint distribution of all linear correlation
coefficient a and intercept b, Figure 3.14.

3.6 Non linear regression ensembling

3.6.1 Overview

In a lot of scientific problems, we frequently observe data which are believed to
be generated under distinct mechanisms with different setting contexts. From this
aware, even non-linear supervised machine learning models for predicting physical
properties of materials are used more and more frequent by empirical models, find-
ing a model that qualitatively determines the mixture effect is always a demanded
task in both theoretical establish and building experimental model. The applica-
tion of unsupervised learning technics, with the ability to screen predefined cor-
relations at different data scales, can be a promising approach LeCun, Bengio, and
Hinton, 2015, 05. Conventional unsupervised learning technics for unveiling of mix-
ture models in descriptive space are implemented using clustering methodsXu and
Tian, 2015 such as the hierarchical clustering model, K-means method, etc.

Besides, the revealing of mixture models under the use of supervised models as
the centers, has not gained much attention by experts working on machine learn-
ing. One of the well-known methods in this research direction is the mixture of
experts model Jacobs et al., 1991; Seniha, Joseph, and Paul., 2012, which learns the
gating functions to appropriately partition the descriptive space for identifying the
components of mixture models. Furthermore, a number of linear regression-based
clustering was recently developed in previous section or Eto et al., 2014; Hayashi
and Fujimaki, 2013; Nguyen et al., 2018 without partitioning the descriptive space.
However, the models by including a number of parameters as number of disjoint
clusters, the complexity of the learners often show diverge performance.
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In this section, we propose a method to unveil the mixture of information on
the mechanism of physical properties of materials by using nonlinear supervised
learning technics. The method is based on an ensemble method with Kernel ridge
regression as the predicting model. We apply a bagging algorithm to carry out ran-
dom subset samplings of the materials for generating multiple prediction models.
The distribution of the predicted values for each material is then approximated by a
Gaussian mixture model. Further, the contributions of the reference training mate-
rials to each of the corresponding models are investigated in detail. Reference train-
ing materials that are avoided and do not contribute to a predictive model, which
accurately predicts the physical properties of a particular material, are considered
dissimilar to that material.

3.6.2 Related methods

Canonical methods in unveiling mixtures of non linear regression models show
through Mixtures of Local Experts with over twenty years of development Seniha,
Joseph, and Paul., 2012; Jacobs et al., 1991, Mixture of Gaussian Process Rasmussen
and Ghahramani, 2002; Meeds and Osindero, 2006; Ross and Dy, 2013; Souza and
Heckman, 2014; Lázaro-Gredilla, Vaerenbergh, and Lawrence, 2012. In the thesis,
there are two developed models which is possible to unveil mixture of non-linear
regression functions does not require prior assumptions about using gating func-
tions (mixture of experts) or not (mixture of Gaussian processes).

3.6.3 Methodology

In this research, we tend to unveil the mixture of information in prediction model
space. The prediction space we emphasize here is a linear combination of kernel
functions constructed by training materials/data instances. Applying the bagging
algorithm Baldi and Sadowski, 2014, we carry out random subset samplings of the
materials dataset to generate multiple prediction models. For each sampling, we
prepare two separated data sets: bagging data set, Dbagg, and testing data set, Dtest.
These two data sets satisfy the condition Dbagg ∩ Dtest = ∅ and Dbagg ∪ Dtest =
D. With each of the two datasets Dbagg,Dtest, we generate a prediction model by
regressing the bagging datasets Dbagg using a cross-validation technic Stone, 1974;
Picard and Cook, 1984. For each obtained prediction model, we collect the predicted
values of the target property for all the materials in the corresponding testing data
set Dtest. The canonical size of Dbagg is selected as 66% of the total number of data
instances. By repeating the bagging process, each material xi has an equal chance
to appear in the test set Dtest. As the result, we obtain a predicted values of target
property distribution p(ŷ(xi)) for all considered materials.

The null hypothesis represents for for an assumption of the homogeneity of the
dataset in the kernel space or the existence of a single regression function. If the null
hypothesis is true, the distribution p(ŷ(xi)) should be Gaussian for every material
xi; else, we can significantly approximate the distribution p(ŷ(xi)) for a particular
material xi in the form of a mixture of Gaussian distributions. By examining the
distribution p(ŷ(xi)), we can test the hypothesis on the homogeneity of our dataset.

The distribution p(ŷ(xi)) could be approximated by a mixture of K number of
Gaussian distributions Murphy, 2012b as following:

p(ŷ(xi)|θ) =
K

∑
k=1

πk
iN (µk

i , σk
i ), (3.23)
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where πk
i , µk

i , and σk
i are the weights, centers, and coefficient matrices of the con-

stituent Gaussians components. Under a given number of mixture components, the
parameters are estimated using an expectation-maximization algorithm, which is ex-
plained in detail in Murphy, 2012b. Maximizing Bayesian information criterion G.,
1978 process is used to determine the number of mixture components. In practice,
the evaluation process is performed by applying several different trials to random-
ize the initial states then selecting the maximize the Baysian information score. By
combining the information from the bagging process, e.g investigate predicted value
distribution, the correlation between training dataset we could reproduce mixture of
regression works. In next chapter, we show that the use of bagging method as a par-
titioning data space produce very high potential to either building heuristic voting
method shows or envidence combining based method shows in detail in chapter 4.





47

Chapter 4

Modeling similarity–dissimilarity
concepts

4.1 Introduction

In this Chapter, three methods to qualitatively measure similarity–dissimilarity re-
spect to a given target property are developed. The essence idea about similarity
between two data instance A and B relying on whether or not the appearance of
regression functions passing through them. A committee voting machine for simi-
larity is constructed by result from linear regression-based partitioning methods in
section 4.2. Section 4.3 shows the dissimilarity voting machine that take non-linear
relation as the center. Lastly, an unify method for modeling similarity–dissimilarity
simultanously by using evidence combining method from Dempster-Shafer theory
is shown in section .

4.2 Committee voting machine for similarity measurement

4.2.1 Similarity voting machine

We developed a method for measuring the similarity between materials/data in-
stances, focusing on specific a target physical property. The collected information
can be utilized to understand the underlying mechanisms and to support the predic-
tion of the physical properties of materials. The method consists of three steps: eval-
uating variable/variable combination based on non-linear regression, linear regression-
based clustering in Chapter 3, and this chapter target to the similarity measurement
work with a committee machine constructed from the clustering results. The entire
data analysis flow is shown in Figure 4.1.

Three data sets of crystalline materials shown in Chapter 3 represented by crit-
ical atomic predicting variables are used as test beds. Three target variables are
formation energy, lattice parameter, and Curie temperature respectively. Based on
the information collected on the similarities between the materials, a hierarchical
clustering technique is applied to learn the cluster structures of the materials that fa-
cilitate interpretation of the mechanism, and an improvement of regression models
is introduced for predicting the physical properties of the materials. Our experi-
ments show that rational and meaningful group structures can be collected and that
the prediction accuracy of the materials’ physical properties can be significantly in-
creased, confirming the rationality of the proposed similarity measure.

The proposed linear regression-based clustering is applied for a number of pre-
dicting variables combination. The model shows a specific partitioning of the data
set into groups in which the linear correlations between the predicting and target
variables can be observed. The materials belonging to the same group potentially
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FIGURE 4.1: The data flow of our proposed method to measure sim-
ilarity between materials, regarding to a given target physical prop-
erties. The method is illustrated under Map-Reduce language. The
method consists of two sub-processes. The first process is kernel-
regression based variable evaluation step: an exhaustive screening for
all predicting variable combinations. By applying this step, one se-
lect the best variable combinations yielding the most likely regression
models. The second process is an utilization of the regression-based
clustering technique to search for partition models. break down the
data set into a set of separated smaller data sets, so that each target
variable can be predicted by a different linear model. We can ob-
tain a prediction model with higher predictive accuracy by taking
an ensemble average of the yielding models in (a). We use the col-
lected partitioning models in (b) to construct a committee machine

that votes for the similarity between materials.

have the same actuating mechanisms for the target physical property. However,
materials that actually have the same actuating mechanisms for a specific physical
property should be observed similarly in many circumstances. Therefore, the sim-
ilarity between materials, focusing on a specific physical property, should be mea-
sured in a multilateral manner. For this purpose, for each pre-screening of the sets
of predicting variables that yield non-linear regression models of high PA (section
3.4), we construct a regression-based clustering model. A committee machine which
votes for the materials’s similarity is then constructed from all collected clustering
models. Two materials can be measured its similarity naively by using the commit-
tee algorithm Seung et al., 1992; Settles, 2010, by counting the number of clustering
models that partition the two materials into the same cluster. The affinity matrix A
of all pairs of materials in the data-set is then constructed as follows:

Aa,b =
1
|Sh| ∑

∀S∈Sh

kS

∑
i=1

wS
iawS

ib (4.1)

where Sh is the set of all pre-screened combinations of predicting variables that
yield non-linear regression models of high PA and ks is the cluster number. Fur-
ther, WS =

[
wS

ij

]
p×kS

is the partition matrix of the linear clustering models with the

use of variable predicting variable combination. Each cell S (wS
ia receive 1 if mate-

rial a belongs to cluster i and 0 otherwise). By using this affinity matrix, one can
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FIGURE 4.2: From left to right, observed and predicted target vari-
able by taking ensemble averaging of 139 (E f orm problem), 57 (Lconst
problem) and 59 (Tc problem) best prediction models including sim-
ilarity measure information. By ensembling top 5 largest accuracy
models yield a PA with R2 scores of 0.982 (MAE: 0.101 eV) for predict-
ing E f orm problem, 0.992 (MAE: 0.011 Å) for predicting Lconst problem

and 0.991 (MAE: 24.16 K) for predicting Tc problem.

easily implement a hierarchical clustering technique Everitt et al., 2011 to obtain a
hierarchical structure of groups of materials that have similar correlations between
the predicting and target variables.

4.2.2 Experiments

Experiment 1: Formation energy of Fm3̄m AB materials data set

In this experiment, we perform three times ten folds cross validation to evaluate
all prediction models derived by all possible combinations of our seventeen de-
signed variables. The total number of all variable combination are 217 - 1 = 131,071.
Then, after analyze these result, we finally obtain 34,468 variable combinations asso-
ciated with Gaussian kernel ridge regression models with R2 scores larger than 0.90
(Fig.4.2). In particular, there are 139 prediciton models accompanied with R2 score
value larger than 0.96. Those designed variable combinations are used for the next
analysis work. We also obtain he highest prediction accuracy PA at level of R2 score
0.967 and the MAE: 0.122 eV. The sPA is {Vcell , χA, neA, neB, IPA, TbA, TmA, rB}. None
of the less, we archive even a prediction model with the predicton ability higher than
the PA with R2 score is 0.972 (MAE: 0.117 eV) by averaging Tresp, 2001; Dietterich,
2000; Zhang and Ma, 2012 of the 139 prediction models mentioned above.

In the work of applying linear regression-based clustering, we use 139 prediction
models that derived from variable combinations mention aboved. Each experiment
was performed under one thousand initial random initial states for each variable
set. From 3.20), we collected in total over 200 best clustering results after the use
of applying the same criteria for determining the number of clusters. These results
are used to build a voting machine to measure the similarity among all materials.
The collected similarity matrix for all the Fm3̄m AB materials shown in Fig.4.3. The
similarity value between each pair of materials varies in range from 0 to 1. A simi-
larity value of the similarity matrix takes zero if the any two materials are not ever
included in the same cluster, under the partitioning method by the linear regression-
based clustering. On the other hand, the similarity value takes the maximum value
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FIGURE 4.3: a) Affinity matrix between the Fm3̄m AB materials

yielded by regression-based committee voting machine.

of one if the any two materials always showing in the same cluster. Further inves-
tigation, we could roughly divides all the materials in the data-set into two distinct
groups. The detail information are represented by the upper left and bottom right of
Fig.4.3.

Figure 4.4a shows an broaden image of the simiarity matrix for two groups G1
and G2 of high similarity materials region. It is clear to see that the affinities be-
tween materials within each of these two groups, G1 and G2, exceed 0.7. In other
word, all materials of each group have high intragroup similarity. In contrast, the
affinities between materials in different groups are smaller than 0.2, showing signif-
icant dissimilarity between G1 and G2. Further detailed investigation reveals that
the materials in G1 are oxide, nitride, and carbide. The maximum common positive
oxidation number of the A elements is greater than or equal to the maximum com-
mon negative oxidation number of the B elements for the compounds in this group.
On the other hand, the materials in G2 are halides of alkaline metal, oxide, nitride,
and carbide, for which the maximum common positive oxidation number of the A
elements is less than or equal to the maximum common negative oxidation number
of the B elements. Looking more into details of extracted results, the matrix shows
only seven among 24 materials in group G1 have computed electronic structures
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FIGURE 4.4: a) Broaden view of highly similar elements in G1 and
G2 regions in affinity matrix. b) Confusion matrixes measuring linear
similarities among materials in G1 and G2, as well as dissimilarities

between models generated for materials in different groups.

with a non-zero band gap. In contrast, half of the compounds in G2 have computed
electronic structures with a band gap. The collected results suggest that the bonding
nature of compounds in G1 is different from that of compounds in G2.

The linearities between the target variable and the predicting variables for the
two groups are summarized in Fig.4.4b. The diagonal images illustrate the linear
correlations between the observed and predicted values of the target variables col-
lected by using linear models of the predicting variables for the materials in the two
groups. On the other hand, the off-diagonal images illustrate the linear correlations
between the observed values and predicted values for the target variables collected
using the linear models of the other groups. These results confirm the intra-group
similarity and the dissimilarity among different groups.

To quantitatively evaluate the validity of the analysis process, we embedded the
similarity measured by the committee machine into the regression of E f orm of the
Fm3̄m AB materials. For predicting the value of the target variable of an unknown
material, instead of using the entire available data set, only one-third of the available
materials having the highest similarity to the new material are selected. It should
again be noted that the similarity between the materials in the data set and the new
material can be determined without knowing the value of the target physical prop-
erty, using the value predicted by ensemble averaging of the non-linear regression
models.

Table 4.1 summarizes the PA in predicting E f orm values of the Fm3̄m materials
collected using several regression models with the designed predicting variables.
The non-linear model collected using ensemble averaging of the best non-linear re-
gression models, having an R2 score of 0.972 (MAE: 0.117 eV), could be improved
significantly to an R2 score of 0.982 (MAE: 0.101 eV) regarding the information from
the similarity measurement (Fig.4.2a). Therefore, the collected results provide signif-
icant evidence to support our hypothesis that the similarity voted by the committee
machine reflects the similarity in the actuating mechanisms of the target material
physical property.
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TABLE 4.1: PA values for E f orm, Lconst, and Tc prediction problems.
The results collected with and without using the similarity measure

(SM) information are shown for comparison.

Prediction method
E f orm (eV) Lconst (Å) Tc (K)

without
SM

with
SM

without
SM

with
SM

without
SM

with
SM

GKR with all
variables

R2 0.929 0.954 0.982 0.986 0.893 0.929
MAE 0.189 0.154 0.022 0.018 78.80 58.09

GKR with the best
variable
combination

R2 0.967 0.978 0.989 0.992 0.968 0.988
MAE 0.122 0.110 0.014 0.013 42.74 25.76

Ensemble of GKRs
with top selected
best variable
combinations

R2 0.972 0.982 0.991 0.992 0.974 0.991
MAE 0.117 0.101 0.013 0.011 37.87 24.16

Experiment 2: Lattice parameter for body-centered cubic structure data set

In this experiment, we perform three times ten folds cross validation to evaluate all
prediction models derived by all possible combinations of our seventeen designed
variables. The total number of examined combinations are (217 - 1 = 131,071). In
these combinations, we finally found 60,568 variable combinations for deriving GKR
models with R2 scores exceeding 0.90 (Fig.4.2). Among them, there are 57 variable
combinations yielding regression models with R2 scores exceeding 0.9895. The high-
est PA for this experiment is 0.989 (MAE: 0.014 Å), which is collected using the com-
bination {ρ, `A, rcovB, mA, mB, ρB, neB}. We could obtain a better PA with an R2 score
of 0.991 (MAE: 0.013 Å) by taking ensemble averaging of GKR models which derived
from the 57 selected variable combinations. This result is a considerable improve-
ment in comparison with the maximum PA (R2 score: 0.90) of the support vector
regression technique with the feature selection strategy mentioned in Takahashi et
al., 2017.

In the regression-based clustering analysis, the 57 selected variable combinations
accompanied by 1000 initial randomized states for each combination are used to
search for the most probable clustering results to construct the committee machine.
The affinity matrix collected for all materials is shown in Fig.4.5a, after rearrange-
ment by a hierarchical clustering algorithm Everitt et al., 2011. By utilizing this sim-
ilarity, we could roughly divide all materials into three groups: G1, G2, and G3.
Further investigation revealed that most materials in G1 are constructed from two
heavy transition metals. In contrast, the materials in G2 and G3 are constructed from
a metal and a non-metal element, e.g. oxide and nitride. For a given A element, the
Lconst of the materials in G1 increases with the atomic number of the B element. On
the other hand, the Lconst of the materials in G2 remains constant for the materials
sharing the same A element. Further, the Lconst for the materials in group G3 mainly
depends on the electronegativity difference between the constituent elements A and
B. Note that the materials in these three groups are visualized in detail in the Sup-
plemental Materials. The linearities between the observed and predicting variables
for these groups are shown in Fig.4.5b.

For predicting the Lconst of a new material, we use the same strategy as that ex-
plained in the previous experiment. Table 4.1 summarizes the PA values collected in
our experiments. The non-linear model collected using ensemble averaging of the
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FIGURE 4.5: a) Similarity matrix between materials for Lconst predic-
tion problem yielded by regression-based committee voting machine.
This similarity matrix can be approximated as three disjoint groups
of materials denoted by G1, G2, and G3. b) Confusion matrixes mea-
suring linear similarities among materials in each group, as well as
dissimilarities between models generated for materials in different

groups.

best 57 non-linear regression models and having an R2 score of 0.991 (MAE: 0.013 Å)
could be marginally improved to an R2 score of 0.992 (MAE: 0.011 Å) by including
information from the similarity measurement (Fig.4.2b).

Experiment 3: Curie temperature of Rare earth Transition metal magnetic data set

In this experiment, we perform leave one out cross validation to evaluate all pre-
diction models derived by all possible combinations of our designed variables. The
total number of examined combinations are 221 − 1 = 2, 097, 151. In this result,
we finally found 84,870 variable combinations in which the deriving GKR models
are all shown R2 scores larger than the threshold 0.90 (Fig.4.2). In this result, there
are fifty nine variable combinations that all derive Gaussian kernel ridge regressison
models accompanied with R2 scores over 0.95. Those combinations of designed vari-
ables are collected to apply into the next analysis step. The maximum value PA in
this experiment is 0.968 (MAE: 42.74 K), under the use of the variable combination
{CR, ZR, ZT, χT, rcovT, L3d, J3d}. Furthermore, we obtain a prediction model associ-
ated with prediction ability higher than the PA with R2 score at 0.974 (MAE: 37.87
K), by taking average of the top 59 highest prediction accuracy models.

In applying linear regression-based clustering analysis, there are in total 59 vari-
able combinations deriving highest prediction accuracy which used to search for the
most probable clustering results. Each case has been applied with 1000 random ini-
tial states to construct the committee machine that votes for the similarity between
the alloys. The collected affinity matrix for all the alloys is shown in Fig.4.6. An
broaden view of the three groups of alloys having high similarity (denoted G1, G2,
and G3) is shown in Fig.4.7–left. Further investigation revealed that G1 includes
Mn- and Co-based alloys with high Tc, e.g. Mn23Pr6 (448 K), Mn23Sm6 (450 K),
Co5Pr (931 K), and Co5Nd (910 K). Other low-Tc Co-based alloys, e.g. Co2Pr (45 K)
and Co2Nd (108 K), are counted as having higher similarity with Ni-based alloys in
G3, e.g. Ni5Nd (7 K) and Ni2Ho (16 K). In contrast, G2 includes all the Fe-based
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FIGURE 4.6: Similarity matrix between the rare-earth–transition
metal alloys yielded by regression-based committee voting machine.

Fe17RE2 alloys, where RE shows different rare-earth metals. To confirm the value
of our similarity measure, Fig.4.7–right shows the linearities between the observed
and predicting variables for these groups, as well as the dissimilarities among these
groups.

In the next analysis step, we used the collected similarity measure for predicting
Tc for a new material by using the same strategy used in the two previous experi-
ments. The non-linear model collected using ensemble averaging of the best non-
linear regression models and having an R2 score of 0.974 (MAE: 37.87 K) could be
improved significantly to attain an R2 score of 0.991 (MAE: 24.16 K) by utilizing the
information from the similarity measurement (Fig.4.2c and Table 4.1). The collected
results provide significant evidence to support our hypothesis that the similarity
voted for by the committee machine indicates the similarity in the actuating mecha-
nisms of the Tc of the binary alloys.
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FIGURE 4.7: Left: Broaden view of highly similar elements in G1, G2,
and G3 regions in similarity matrix. Right: Confusion matrixes mea-
suring linear similarities among alloys in each group as well as dis-
similarities between models generated for alloys in different groups.

4.2.3 Conclusion

In this work, we developed a method to measure the similarities between alloys,
focusing on specific physical properties, to describe and interpret the actual mecha-
nism underlying a physical phenomenon in a given problem. The proposed method
consists of three steps: variable evaluation based on non-linear regression, linear
regression-based clustering, and similarity measurement with a committee machine
constructed from the clustering result. We applied our proposed method to three
data sets of crystal materials that represented by key atomic predicting variables.
Three different physical target properties: the formation energy, lattice parameter,
and Curie temperature are used to examine our considered alloys. The extracted
results show that rational and meaningful group structures can be synthesized by
utilizing our proposed approach. The similarity measure information significantly
improve the prediction accuracy for the prediction ability of all experiments.The en-
sembling method applied to top kernel ridge prediction models, the R2 score signif-
icantly improve from 0.972 to 0.982 to predict the formation energy; improve from
0.974 to 0.991 in predicting the Curie temperature. There is slightly increasing in
the prediction accuracy for work of predicting the lattice constant. Through these
results, our proposed data analysis could be seem as a systematic method to help re-
searcher go further in interpreting and understanding different physical phenomena
by recognizing similarity patterns hidden inside the data set.

4.3 Committee voting machine for dissimilarity measurement

4.3.1 Dissimilarity voting machine

In this work, we use the information from the bagging experiment to vote for the dis-
similarity among data instances. To perform the dissimilarity voting procedure, the
very first need is to define a threshold in prediction error δthres for all prediction mod-
els f̂ learned from a data set Dbagg (Eq. 3.9), which satisfies | f̂ (xi)− yi| < δthres, are
collected. The second need of the method is to define the condition of considering
neighbors in description space kthres, for all pairs of xi in D and xj in the correspond-
ingDtest. Then, a vote ds(xi, xj) to the dissimilarity state between xi and xj is defined
as following:
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ds(xi, xj) =

{
1, if ci = 0 and k(xi, xj) < kthres

0, otherwise
. (4.2)

In this voting machine, for each alloy, we pay more attention on its relationship
with the neighborhood alloys (in the data set) in the description space. If the neigh-
bor alloys are omitted or in other word, it does not contribute to the predictive mod-
els that accurately predict the target variable value of the concerning alloys, those
neighborhood alloys are considered dissimilar to our concerned alloys.

The pseudo code for the bagging-based dissimilarity voting algorithm is sum-
marized as following:

Algorithm 1: Bagging-based dissimilarity voting algorithm
Data:

Dataset: D =
{
(x1, y1), (x2, y2) . . . (xp, yp)

}
Base learning: f̂

Number of base learners:T

Parameters: kthres, δthres
Result: Dissimilarity matrix, dS

1 begin
2 for t← 1 to T by 1 do
3 ht = f̂ (D,Dbagg)

4 H(x) = ∑T
t=1 I (ht(x∗) ≤ δthres)

5 dS = 0 with dS =
[
dsij
]

p×p

6 foreach ht ∈ H do
7 forall k(xi, x∗t) ≤ kthres do
8 if ci = 0 then
9 dsij += 1 ∀xj ∈ ht

10 return dS.

4.3.2 Experiments

Experiment 1: Prototype models

For illustrate the effect of applying the ensemble–bagging prediction model in in-
vestigating the structural insight data sets, we present the results of applying the
model to two-dimensional simulation data. The prototype data set contains seventy
instances with a one-dimensional descriptive variable, x, and target variable, y, as
depicted in Figure 4.8b. The bagging prediction model includes one million ran-
dom samplings, with the sampling size is 35 % of the total number of data instances.
Details about setting parameters are described in Table ?? in Appendix ??.

Figure 4.8a shows the distributions of the predicted values, ŷ, collected using the
bagging model. It is obvious that, for x values lesser than -0.4, the ŷ distributions
include a single distribution centered around 0.1. On the other hand, for x values
greater than -0.4, almost all the ŷ distributions can be considered to be a mixture
of two main Gaussians, whose mean are approximately 0.2 and -0.1, respectively.
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FIGURE 4.8: a) Visualization of the prototype data with the one-
dimensional predictor variable, x, and target variable, y. b) Dissimi-
larity voting matrix with colored cells show the dissimilarity pairs of
materials. c) Hierarchical clustering graph is constructed by embed-
ding information of dissimilarity voting matrix. d) Distribution of the
predicted values y along the x axis, applying the bagging model (or-
ange lines) and observed data (green and red points), which are clus-
tered using hierarchical clustering technique and information from

dissimilarity voting results.

These distribution components of the predicted value, ŷ reflect the actual shape of
the designed data, shown by colored points.

Figure 4.8c shows the dissimilarity (70× 70) matrix collected by our developed
dissimilarity voting machine. In the matrix, dark blue cells represent dissimilarity
pairs of data instances. Zero value cells show no dissimilarity information between
corresponding pairs. For convenience, the ordered data instances shown in the ma-
trix are sorted by the x values. Details about how the voting machine works to detect
dissimilarity effect are shown by zero contribution example profiles in Appendix ??
section ??.

There are two noticeable points extracted from this figure. First, the upper left
of the matrix shows a large bright region or the region of non-dissimilarity among
instances. It is consistent with the monotone and smoothly changes for x values
lesser than -0.4. Second, for x values larger than -0.4, one can notice that any data
instances in this region are dissimilar with their two closest neighbors and similar
to the next ones. Once again, this extracted information shows consistency with the
actual distribution of the designed data set.

By transferring the extracted information from the dissimilarity matrix to hierar-
chical clustering Murtagh and Contreras, 2011, one can acquire the clustering out-
come as shown in figure 4.8c. The dissimilarity information from the voting ma-
chine bring the ability of identification the data set contains a mixture of two main
groups, labeled by green and red color in the figure. These two groups successfully
reassemble the distribution of two branches in the bifurcated region of the data set.
To summary, through analyzing result extracted from the prototype data set, the
dissimilarity voting machine based on the ensemble-bagging algorithm is shown
the ability to unveil the mixture regressions/phenomena regarding a specific target
property.
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FIGURE 4.9: TC predicted-value distribution of Co5La for different
bagging sizes. The constant plane shows the position of the observed

value.

Experiment 2: Curie temperature of rare-earth–transition metal alloys data sett

For the pre-designed descriptive variables, the maximum prediction ability with an
R2 score of 0.967 ± 0.004 is achieved by a model derived from the variable com-
binations,

{
χR, χT, J4 f

(
1− gj

)
, ZT, rcovT, IPT, S3d, L3d, J3d, CR

}
. The high prediction

accuracy level of this model shows that it is possible to accurately predict the TC
values of rare-earth transition alloys with these designed variables. In other words,
under the use of this variable combination, the regression function for predicting TC
could be seem approximately as single function. However, there are with a num-
ber of probable unknown anomaly alloys in the model with higher prediction error
comparing to the others. Our designed dissimilarity voting machine could help to
address this problem.

In the following, we analyze the predicted value distribution of the Curie tem-
perature TC. Almost predicted value distribution for all alloys associate with a single
Gaussian function distribution. However, there are a number of alloys which asso-
ciated with its non-ordinary distributions. In the that are a mixture of Gaussians.
For instance, figure 4.9 shows the TC predicted-value distribution of Co5La (with
observed TC of 838 K) for bagging sizes varying from 50–95 percent of the total data
set. It is clear to see that, the distribution of predicted values is consistent for all
setting the bagging size in the subset sampling selection. Even by varying the size,
the corresponding Gaussian distributions whose peaks at 686 K, 739 K, 925 K, and
980 K remained stable. Figure 4.10 displays an broaden view of the distribution for a
ensemble-bagging size of 65 percent of the total data set. In looking into detail result,
on applying the Gaussian mixture model, it is clear to see that this distribution is a
mixture of seven Gaussian distributions. All distribution components associate with
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FIGURE 4.10: TC predicted-value distribution of Co5La with a bag-
ging size of 65 % of the total data instances in the dataset. The distri-
bution is a mixture of seven Gaussian components. The red dashed

lines shows the positions of the observed values.

means at 580.34 K, 686.81 K, 739.52 K, 881.59 K, 925.18 K, 980.15 K, and 1101.72 K,
respectively. This indicates the appearance of a mixture of nonlinear functions in the
structural insight data set. Further investigations show the significance of appear-
ance of these functions.

Figure 4.11 shows the contribution of each training alloy to the target alloys,
Co5La. The color bar encodes contribution values of all materials in the data set in
concerning to Co5La. It is clear to recognize the zero center symmetric distribution
with colors in white (zero contributions)of any materials do not appear in training
set. The vertical axis shows those sorted by the predicted TC value, i.e., the sum-
mation of all the contribution rows. The horizontal axis shows materials with an
ascending order of the L1 distance to the target material. The top five closest to
Co5La are: Co5Ce (662 K), Co13La (1298 K), Co17Ce2 (1090 K), Co5Pr (931 K),and
Co7Ce2 (50 K). This figure also shows that models with the closest predicted value
of TC (purple distribution with a mean of 881.59 K) are constructed from a combi-
nation of instances, Dbagg, with no contribution from Co5Ce, Co13La, Co17Ce2, and
Co7Ce2. Only Co5Pr shows significant contribution to Co5La. Details about zero-
contribution counting profiles are shown in Figure ?? in Appendix ?? .

For comparing, the two nearest neighbor models of the purple model, namely,
the distribution in green associated with mean 739 K, and the distribution in blue
associated with mean 925.18 K are used to further analyzing. For the blue distri-
bution, top five nearest neighbors are considered as contributors. However, in con-
sidering to the green distribution, the contribution of Co13La alloys is omitted. The
results obtained by analyzing contributions of the training alloys as shown above,
provide meaningful clues on the actual physical meaning. The three alloys, Co5Ce,
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FIGURE 4.11: Heat map visualization depicting the contribution of
the training alloys to the target alloys under the different prediction
models in Figure b). The horizontal axis shows training materials
sorted by the L1 distance to the target material on the description
space. The vertical axis shows the predicted TC value with sorting

order, i.e., the summation of all the contributions.

Co13La, and Co17Ce2, should not be considered highly "similar" to Co5La with re-
spect to TC, even though they have the same constituent T-metal and the same con-
stituent R-metals or are positioned next to each other on the periodic table (ZLa=57
and ZCe=58). In other words, the distance between these materials with respect to
the rare-earth element difference should not be close, as measured by the three R
predictive variables, χR, J4 f (1− gj), and CR. As the concentration of the R-metal
efficiently indicates the change in TC values among those sharing the same R and T
alloys, e.g., Co5La vs Co13La, these dissimilarity results show that the other two R
variables do not capture the real mechanism of TC.

From the clustering result, the collected Curie temperature data set could be di-
vided into four main groups. These groups are classified basing on the transition
metal elements: Cobalt based, Iron based, Manganese based, and Nickel based al-
loys. In our defined kthres neighbor regions, the number of dissimilarity values is not
identical for all the groups of alloys. Here, we analyze the cobalt-based and iron-
based material groups. In the cobalt-based group, we can notice that Co5Ce does
not receive contributions from the other alloys of the group Co5R. The dissimilarity
between the Co5Ce and the Co5La alloy is shown in the previous analysis. Here,
the dissimilarity can be observed more distinctly. Compared to the other Co5R al-
loys, Co5Ce has a TC of 662 K, which is considerably lower than those of Co5La at
838 K, Co5Pr at 931 K, Co5Nd at 910 K, and Co5Sm at 1016 K. In this family, except
for Co5Ce, an increase in the atomic number of the rare-earth element correlates to
an increasing TC value. Figure 4.12 shows the hierarchical clustering result collected
by utilizing the information from the dissimilarity voting machine. It is obvious
that Co5Ce is isolated from other Co-based alloys. We can also confirm the anoma-
lousness of Co5Ce by comparing Co5Ce with other Co-based alloys (Fig. 4.13, the
compounds surrounded by red line). This result confirms the significance of our
method of dissimilarity measurement.

In the group of iron-based alloys, Figure. 4.12 shows that Fe5Gd appears with a
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FIGURE 4.12: Hierarchical clustering model by utilizing information
from dissimilarity matrix.

large number of dissimilarity values compared to other Fe-based alloys – especially
the FexGdy group, indicating that Fe5Gd is out of trend with its nearest neighbors.
From Figure 4.13 (the compounds surrounded by blue line), it can be shown that,
for an increasing concentration of rare-earth elements CR, Fe17Gd2, Fe5Gd, Fe23Gd6,
Fe3Gd, and Fe2Gd, the TC values are 479 K, 465 K, 659 K, 725 K, and 814 K, respec-
tively. It is clear that, Fe5Gd does not follow the general trend of FexGdy groups.
Once again, the results illustrated that the information collected by the dissimilarity
voting machine is potentially applied as a useful method for detecting anomalies.

4.3.3 Conclusion

In this work, a method for dissimilarity extracting between data instances by re-
specting to a given target variable is propose. The model is initially constructed
by ensemble-bagging method with Kernel ridge regression as the predicting model
(Chapter 3); multiple random subset sampling of the materials is performed to gen-
erate prediction models and corresponding contributions of the reference training
materials in detail. The predicted value distribution is analyzed under the use of
Gaussian mixture clustering method. The reference training materials contributed
to the prediction model that accurately predicts the physical property value of a spe-
cific material, are considered to be similar to that material, or vice versa. To evaluate
the proposed model, a prototype data set is used to show the intuitively meaning
of dissimilarity between data instances. Next, the proposed model is applied for
analyzing the Curie temperature (TC) prediction of the binary 3d transition metal
- 4 f rare-earth binary alloys problem. As the results, our propose model shows a
number of meaningful results, in considering to the physical meaning. To conclude,
the proposed dissimilarity voting model could be considered as a potential tool for
obtaining a deeper understanding of the data’s structure, under the consideration to
a given target property.
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of Co5Ce and Fe5Gd

4.4 Combining evidence on similarity with Dempster–Shafer
theory

Canonical similarity measurements in machine learning determine relationships among
data objects over the description space to achieve efficient inferences. In contrast,
in human recognition and other scientific fields, the similarity between two objects
depends on whether they follow a common mechanism/function. In this Chapter,
we propose an approach for measuring similarity–dissimilarity among data objects
with respect to a given target variable by integrating evidences on their relation-
ships. Multiple random subset sampling of regression functions is used to generate
evidences of a common mechanism/function, which indicates similarity . The col-
lected evidences are then combined within the framework of the Dempster–Shafer
theory. The approach is evaluated using two prototype datasets, a simulated motor-
cycle accident with head acceleration measurements, and materials science data of
physical properties of magnetic binary alloys, and the results show that similarity–
dissimilarity can be effectively measured. Furthermore, the approach is applicable to
unveiling mixtures of regression models, finding hidden laws, or detecting anoma-
lies. We show that knowledge on each domain problem can be extended using the
proposed similarity and dissimilarity information.

4.4.1 Similarity–dissimilarity evidence modeling

We consider a dataset D of p data instances. Assume that an instance with index i
is described by an n-dimensional descriptive variable vector, xi =

(
x1

i , x2
i , . . . , xn

i
)
∈

Rn. The datasetD =
{
(x1, y1), (x2, y2) . . . (xp, yp)

}
is then represented using a (p× (n + 1))
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matrix. The target variable values of all data instances in the dataset are stored as a
p-dimensional target vector y =

(
y1, y2 . . . yp

)
∈ Rp.

Similarity–dissimilarity modeling by mass function

We formulate a method to measure similarity among a pair of data points consid-
ering reference functions constructed using other points. We start with a definition
of mass function. definition Let X be the universe set representing similarity states
of any two data points A = (xA, yA) and B = (xB, yB), with reference to a given
function fr, X =

{
s fr

AB, ds fr
AB

}
. All possible combinations states from X are given as:

2X =
{

∅,
{

s fr
AB

}
,
{

ds fr
AB

}
,
{

s fr
AB, ds fr

AB

}}
(4.3)

where
{

s fr
AB

}
,
{

ds fr
AB

}
and

{
s fr

AB, ds fr
AB

}
denote similarity, dissimilarity, and am-

biguous states, respectively, between A and B. In other words,
{

s fr
AB, ds fr

AB

}
shows

"unknown" information about similarity and dissimilarity.
Using the bootstrap-aggregating algorithm Baldi and Sadowski, 2014; Hastie

Trevor, 2009; Dietterich, 2000, we perform random subset samplings of the data in-
stances to generate multiple reference function fr models. For each sampling, we
have two datasets: reference dataset, Dre f , and evaluation dataset, Deval . These two
datasets satisfy Dre f ∩ Deval = ∅ and Dre f ∪ Deval = D. The reference function, fr
is regressed by a Gaussian process using the mean and covariance functions among
data points.

According to the Dempster–Shafer theory, a mass function m to each element E
in 2X is formulated:

m : 2X → [0, 1] with m(∅) = 0 and ∑
E∈2X

m(E) = 1 (4.4)

Different sources of evidence could be used simultaneously to model m. In this pa-
per, we propose two evidence sources with one from error-based reasoning and an-
other adopted from a local observation in a previous work on a dissimilarity voting
machine Nguyen et al., 2019.

Error-based source of evidences

By defining a function fr as a reference to determine the degree of similarity, devia-
tions from observation points to fr are used as a source of evidence. For each fr, the
mass function m for all pairs of data points is modeled as follows.

Definition 1 The mass function value, m
({

s fr
AB

})
, of the similarity state between

A and B under reference function fr is defined by a likelihood product as follows :

m
({

s fr
AB

})
= p(A| fr)p(B| fr) (4.5)

where p(A| fr) and p(B| fr) show the likelihood of observing points A and B for a
given fr, respectively.

Definition 2 The mass function value, m
({

ds fr
AB

})
, of the dissimilarity state

between A and B under reference function fr is defined relative to the deviation of
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predictive distribution at query points σA and σB

m
({

ds fr
AB

})
= p(A| fr)p(B| fr)1dev fr

A >σA ∨ dev fr
B >σB

(4.6)

where dev fr
A,B = |yA,B − f̂re f (xA,B)| is a deviation from true values of points

AandB to predicted values from fr, respectively. Regarding the indicator function,
1cond = 0 if cond is False and 1cond = 1 if cond is True. Finally, the mass function for
the ambiguous state is a complement value to the condition in Equation 4.4.

For all pairwise instances of A and B in Deval , the mass function evidences, m
of similarity states are collected, as described in Section 4.4.1. In an error-based
experimental setting, without losing any generality, p(A| fr) (or p(B| fr)) is modeled
by:

p(A| fr) = p
(
yA|xA,Dre f

)
= 2

∫ +∞

dev fr
A

N (x|0, σA) dx (4.7)

In other words, the probability of observing point A with the reference function fr
is a normal distribution N with its mean as a predicted value f̂re f and its predictive
variance, σA. This method of modeling p(A| fr) ensures that mass function values
m satisfy all conditions in Equation 4.4. Details of proof are shown in Supplemental
material.

Local-based source of evidences

We adopted an existing dissimilarity voting machine from Nguyen et al., 2019. Rather
than using the likelihood measurement to reference functions, as in the previous
section, appearances/absences of the reference data points in Dre f are counted as
source evidences for dissimilarity information with respect to other data points in
Deval . The dissimilarity value between points A and B incrementally increases if two
following conditions are satisfied: (1) A and B are neighbors in the limit of a prede-
fined number of neighbors kthres and (2) A is not in Dre f , for which the corresponding
p(B| fr) > δthres with a predefined parameter δthres and vice versa. Converting to the
Dempster–Shafer theory, the mass function between these two points A and B is
defined as:

m
({

s fr
AB

})
= 0 ; m

({
ds fr

AB

})
= 1− u ; m

({
s fr

AB

}
,
{

ds fr
AB

})
= u (4.8)

The parameter u heuristically indicates the ambiguous level of the evidence. In
all of experiments in this work, δthres is set as 0.5 and u is set as 0.9.

4.4.2 Dempster’s rule in combining evidences

According to the Dempster–Shafer theory, with multiple mass functions {m1, m2 . . . mn}
either collected from single or multiple sources of evidence, a combining function
from is calculated as follows:

(m1 ⊕m2 ⊕ . . . mn⊕) (E) =
∑

X1∩X2∩···∩Xn=E
m1(X1) ·m2(X2) · · · · ·mn(Xn))

∑
X1∩X2∩···∩Xn 6=∅

m1(X1) ·m2(X2) · · · · ·mn(Xn))
(4.9)

Finally, by combining multiple evidences, the proposed method estimates similarity–
dissimilarity among any pairwise instance of data points. The similarity information
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FIGURE 4.14: Left: source data and hierarchical clustering result
collected using the extracted dissimilarity matrix. Two bifurcated
branches are unveiled. Right: similarity and dissimilarity matrices
constructed from combining error-based evidences (upper panel), as

well as error-based and local-based evidences (lower panel).

could be considered a new layer of data extracted from the original data. The col-
lected dissimilarity matrix is applicable as a distance matrix for use in clustering
methods as hierarchical clustering or directly applicable to the multidimensional
scaling method Kruskal, 1964; Borg, 1997; Mead, 1992.

4.4.3 Contribution

Our work contributes to the field of study in the following aspects: (1) we propose a
concept of similarity measurement between data instances considering the appear-
ance of combinations of other data instances; (2) we model the mentioned concept
in the framework of the Dempster–Shafer theory by designing appropriate mass
function and two sources of similarity evidences (3) through experiments, the ex-
tracted similarity-dissimilarity information shows a great potential for application
to various purposes (unveiling mixtures of regression models, finding hidden laws
or detecting anomalies).

4.4.4 Experiments

Experiment 1: Bifurcate data

We simulate a dataset containing 83 data points with a one-dimensional descriptive
variable x and a target variable y, as shown in Figure 4.14 (left). Each data point is
denoted by index ai with i varying from 1 to 83 corresponding to increasing x values.
The dataset is designed as a mixture of three main functions. In the range of x lesser
than -0.2, the function y = f (x) is monotonic and centered at 0.1. In the range of
x greater than -0.2, the function f is bifurcated with a branch fluctuation increasing
from 0.1 to 0.3 and the other variation decreasing from 0.1 to -0.15.
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Figure 4.14 (right) shows the similarity and dissimilarity matrix collected by ap-
plying the Dempster’s rule in combining evidences. Red cells in the similarity ma-
trices show pairs associated with high similarity values and vice versa. Two upper
and two lower matrices show results collected from the error-based evidences and
from both the error-based and local-based evidences, respectively. In all matrices,
similarity and dissimilarity values among data points from a1 to a27 are homoge-
neous. In other words, these data points lie on the same function. Otherwise, data
points from a28 to a83 show high dissimilarity values to its two closest neighbors, and
high similarity values to the second closest neighbors, etc. This leads to the appear-
ance of checkerboard patterns in these matrices. By adding the local evidences, the
dissimilarity information about neighbors is emphasized, i.e., addition of blue/red
checkerboard patterns in the lower similarity/dissimilarity matrix, respectively. The
patterns are consistent with the arrangement of the source data.

Figure 4.14 shows a clustering result using the collected dissimilarity matrix as a
distance matrix to the hierarchical clustering algorithm. Two bifurcate branches are
separated with maximum resolution at data instance a31 with the use of local evi-
dences. Table 4.2 shows comparison of prediction accuracy through coefficient de-
termination R2 score Kvalseth, 1985 and mean absolute error MAE of single model
and unveiled mixture models in this dataset.

Experiment 2: Motorcycle data

We use a motorcycle dataset from “Motor cycle dataset”, which are derived from
a study on the effect of protective helmets in motorcycle accidents G., R., and F.,
1981; Silverman, 1985. The dataset contains 133 measurements of head accelera-
tion (in g) at the time (in ms) after impact in simulated motorcycle accidents. This
dataset is widely used to demonstrate the effect of various methods, such as in Ras-
mussen and Ghahramani, 2002; Meeds and Osindero, 2006; Souza and Heckman,
2014; Silverman, 1985. This dataset is initially considered as non-stationary and
input-dependent noise Rasmussen and Ghahramani, 2002, which is shown through
the time-dependency variance of acceleration in Figure 4.15 (left). However, since
the data is collected from multiple accident sources, the existence of multiple gen-
erated mechanisms rather than an individual mechanism can be assumed. These
hidden mechanisms could be overlapped in certain time stamps and show distin-
guishable features in other time stamps. For this reason, we apply the combination
of evidences using the Dempster–Shafer theory for screening the similarity among
any pairwise measurement events rather than a hard assumption of the existence of
a fixed number of regression lines in the dataset.

Figure 4.15 (right) shows the similarity and dissimilarity matrices among data
points. The order of data points in these matrices follows the order of the accident
time. In general, two models mostly overlap in the initial phase (for t < 15ms) and
the ending phase (for t > 45ms) of accident time. High similarity values and no
dissimilarity values among all data points in the initial and ending phase indicate
the overlapping of models. For the middle phase of accident, 15ms ≤ t ≤ 45ms,
dissimilar patterns could be observed, i.e., blue and red patterns in the similarity
and dissimilarity matrices, respectively.

Using the extracted dissimilarity matrix in the hierarchical clustering algorithm,
we recognized two mechanisms, denoted by blue and red accordingly in Figure 4.15.
The point with the largest difference between two mechanisms is focused on the
highest variance region, within the time range 30ms ≤ t ≤ 40ms. As the first group,
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FIGURE 4.15: Left: Original data points and two hidden mecha-
nisms of motorcycle accident types. For the middle phase of accident,
15ms ≤ t ≤ 45ms, the first type (red) is associated with 1.5 damping
oscillation period and the second type (blue) is associated with only
one damping oscillation period. Right: Similarity and dissimilarity
matrix constructed from combining error-based and local-based evi-

dences.

TABLE 4.2: Prediction accuracy of unveiling mixture of regression

All Mixture of regression

Name R2 MAE R2 MAE

Bifurcate data −0.029± 0.02 0.113± 0.001 0.60± 0.023 0.04± 0.001
0.98± 0.02 0.002± 0.001

Motorcycle data 0.759± 0.014 17.54± 0.42 0.823± 0.003 10.85± 0.19
0.845± 0.002 14.70± 0.21

the red regression line shows an accident type with 1.5 period of acceleration os-
cillation, and as the second group, the blue regression line shows another accident
type with one period of acceleration oscillation. In fact, the observation data reflect a
damping oscillation of helmets in accidents. Therefore, the extracted regression lines
with cosine forms and graduated decrease in amplitude show reasonable meaning
compared with previous works Lázaro-Gredilla, Vaerenbergh, and Lawrence, 2012;
Souza and Heckman, 2014. Table 4.2 shows that the prediction accuracy of the un-
veiled mixture models could be improved over the single model using this dataset.

Experiment 3: Noisy data

We also apply the similarity voting machine to two dimensional synthesized noisy
datasets. The dataset contains 100 data points generated from a cosine function and a
number of random background data points. The level of randomness, bg is sampled
from 10% to 90% of total number of the cosine lines.

Figure 4.17 shows the source datasets (upper panel) with the noise level for three
cases bg− 30%, 50%, and70%. Owing to space limitations, Figure 4.16 shows only the
similarity and dissimilarity matrices constructed from combining the error-based
and local-based evidences with the Dempster–Shafer theory applied to bg − 50%
noisy dataset. In these matrices, pattern points with prefix a are all similar. In
contrast, noise background points with prefix bg show high dissimilarity among all
other data points.
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FIGURE 4.16: Similarity and dissimilarity matrix constructed from
combining the error-based and local-based evidences to a noisy
dataset with bg − 50% . The pattern and background points are la-

beled with prefixes a and bg, respectively.

TABLE 4.3: Evaluation of noise removal ability using similarity–
dissimilarity information

Noise level 20% 30% 40% 50% 60% 70% 80% 90%

Precision 0.95 0.90 0.85 0.78 0.76 0.72 0.66 0.60
Pattern Recall 1.0 1.0 1.0 0.98 1.0 1.0 0.95 0.89

f1-score 0.98 0.95 0.92 0.87 0.86 0.84 0.78 0.71

Precision 1.0 1.0 1.0 0.92 1.0 1.00 0.86 0.73
Background Recall 0.75 0.63 0.57 0.44 0.47 0.44 0.4 0.33

f1-score 0.86 0.78 0.73 0.59 0.64 0.61 0.55 0.46

The lower panel in Figure 4.17 shows data points projecting the extracted dis-
similarity matrix to an abstract 2D dimension through the multidimensional scal-
ing algorithm Kruskal, 1964; Borg, 1997; Mead, 1992, respect to noisy level bg −
30%, 50%, 70%. Overall, the cosine pattern and random noise data points are clearly
separated into distinct groups. With increased noisy level, more background data
points become close into the group of pattern points. The predicted labels of the pat-
tern and background are assigned according to labels of dominant elements in each
group. Table 4.3 shows the order of precision and recall in estimating the patterns
and noise background. With increasing noise level from 20% to 90%, the precision
of identifying the cosine patterns decreases from 0.95 to 0.60 gradually. On the other
hand, the precision of background identification remains accurate up to the noise
level of 80%. Regarding the recall score, the lowest value for the cosine pattern group
is 0.89 with 90% noise, and the highest value of the background group is 0.75 with
20% noise. According to the table, our model uncovered at least 89% points of the
cosine pattern. In conclusion, the extracted similarity information show potential in
identifying outliers for removing noise in datasets.
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FIGURE 4.17: From left to right, upper panel: Synthesized noisy data
with bg− 30%, 50%, 70% respectively with cosine patterns (red) and
random noise points (blue). Lower panel: projection of extracted sim-
ilarity matrices into a new dimensional space using the multidimen-
sional scaling method and distribution on the first coordinate with

red and blue colors consistent with source data.

Experiment 4: Curie temperature of rare-earth–transition metal alloys data set

We use the Curie temperature data sets of binary transition-rare earth binary com-
pounds as a test bed for this experiment. A variable combination, χR, χT, J4 f

(
1− gj

)
,

ZT, rcovT, IPT, S3d, L3d, J3d, CR , and parameters α = 5.12 ∗ 10−5, γ = 0.461 from
Nguyen et al., 2019 are used to build the Gaussian process model as the main con-
figuration for our work. The model offers a high prediction accuracy with R2 score
of 0.942± 0.005 and MAE of 25.8± 1.9(K).

Figure 4.18 shows the similarity matrix with almost high similarity values among
data points (red cells). In other words, almost all data points lie on a relatively
smooth function, which is consistent with the high prediction accuracy of the model.
However, five points are dissimilar to the others (blue cells): Fe17Nd5, Fe5Gd, Co7Er,
Co5Sm, Ni2Eu.

Further investigation of the map of compounds and the Curie temperature, Fig-
ure 4.19, would help in better understanding these compounds. In this figure, from
left to right, all compounds are visualized under transition metal based criteria
for manganese, iron, cobalt, and nickel based families. Five extracted compounds
are labeled, and compounds with the same structural group are indicated by the
same marker style. Firstly, compounds Fe17Nd5, Fe5Gd, andCo7Er appear in the data
space without any neighbors having the same structural group. In other words, the
descriptive space surrounding these compounds is relatively sparse. Secondly, for
all families, gadolinium based compounds are all in the local maximum. However,
Co5Sm, Ni2Eu with its local maxima are not bound by this rule. From the obser-
vation, we claim that the similarity information extracted using our method is rea-
sonable, and the method can be applied to future studies in materials science to
accelerate the finding of outliers — new hidden knowledge in the dataset.
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4.4.5 Conclusion

In this work, the similarity concept is modeled by integrating evidence about their
relationships according to the Dempster’s rule. Multiple sampling of regressions
is used to generate evidence about similarity, in which data points on the same
function are considered to be similar. The extracted information from similarity–
dissimilarity matrices appear to be useful in multiple tasks, such as unveiling hid-
den laws, identifying mixtures of regression models or detecting anomalies. The
method is evaluated using two prototype data sets, simulated accident data and ma-
terials science data considering the Curie temperature. The collected results extend
existing knowledge on problems related to the applied data sets.
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Chapter 5

Contributions and limitations of
the thesis

The thesis was conducted by proposing the use of machine learning methods in
doing research in materials science. The central topic of the thesis is the regression-
based similarity concept, in which the similarity among materials is measured with
considering appearance of the function (linear or non-linear) created by other mate-
rials. By proposing this concept, the thesis provides a unified viewpoint for various
scientific domains: cognitive science, psychology, materials science, and explainable
machine learning.

An overview about effect of breakthrough discovery in science, phylosophical
viewpoint about similarity are discussed in 1. Chapter 2 represents viewpoints of
materials scientist in applying machine learning algorithms and machine learning
experts with discussion about similarity modeling by machine and similarity un-
derstanding by human. The central meaning of similarity is represented in machine
learning language by regression function and discussed in detail in3. Three de-
veloped similarity methods, heuristic similarity–dissimilarity voting machines and
combining similarity evidence by Dempster-Shafer theory shown in 4. Other works
related to grouping similar behavior catalyst domains shown in Chapter B.

Hereby, the thesis shows several contributions as follows:
The thesis brings the similarity terminology frequently used in convention hu-

man cognition, especially in physics to developed machine learning models. It helps
the extracted results by the models are highly interpretable the meaning rather than
canonical models.

Developed voting machines, e.g for similarity or dissimilarity measurement by
using appropriated parametric and non-parametric models. These models could be
used in the future research simutanously for better understanding about the real
structure of data.

The method of utilizing Dempster-Shafer in combining pieces of evidence about
the similarity and dissimilarity among data instances open a new view of connecting
theory of evidence to similarity measurement. The method provides a systematic
viewpoint of measuring similarity just by designing different source of evidence.

With the performance in using similarity measurement machine, the thesis shows
that the extracted similarity information could be seem as a new layer of data. This
kind of data shows convenient to use for multiple purposes as identifying mixture
models, reducing noise or detecting outliers.

Beside that, the thesis exists a number of limitations, which are consider for fu-
ture improvements.

Similarity and dissimilarity voting machine are heuristic models. Even though
all machine learning models are inductive reasoning with pre-defined assumptions,
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the model’s assumptions and implementations should be revised with higher logi-
cal inference. For example, the assumption about non-contribution neighbor objects
counted as dissimilarity information could seem as a corollary of similarity defini-
tion and it is not a completeness statement.

Even successful in showing meaning information for prototype model, all de-
veloped similarity measure required a screening step of variable evaluation firstly
to select a variable combination set that relatively derive high prediction accuracy
model. The model to examine similarity information from arbitrary design of de-
scription variable combination has not yet developed.

In the use of canonical machine learning models as Gaussian mixture model of
clustering, the design, selection and interpretable of important variables has been
relied mostly by human experts.
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Appendix for combining similarity
evidence work

Proof:
The mass function values need to satisfy non-negative and normalization con-

ditions shown in equation 2. We define the mass function values for similarity and
dissimilarity states in equations 3, 4. Therefore, we prove the non-negative condition
of the ambiguous state as follows.

If 1
dev fr

A >σA ∨ dev fr
B >σB

= 0, or equivalent, dev fr
A ≤ σA and dev fr

B ≤ σB. From equa-

tion 5, we have p(A| fr) ≤ 1 and p(B| fr) ≤ 1. From equations 3 and 4, the mass
function values of similarity state, m

({
s fr

AB

})
= p(A| fr)p(B| fr) ≤ 1 and the mass

function values of dissimilarity state m
({

ds fr
AB

})
= 0. Therefore, the mass function

values of ambiguous state m
({

s fr
AB, ds fr

AB

})
≥ 0.

If 1
dev fr

A >σA ∨ dev fr
B >σB

= 1 or equivalent, either dev fr
A > σA or dev fr

B > σB, or both

are true. Without loss of generality, we consider the case dev fr
A > σA. From equation

3 and 4, the mass function values of similarity state m
({

s fr
AB

})
= p(A| fr)p(B| fr) <

2
∫ +∞

σ
fr
A
N (x|0, σA) dx ≈ 0.32. In this case, m

({
ds fr

AB

})
= m

({
s fr

AB

})
< 0.32.

Therefore, the mass function values of ambiguous state, m
({

s fr
AB, ds fr

AB

})
= 1 −

2m
({

s fr
AB

})
> 0.36.
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Appendix B

Joint distribution context in
grouping similarity

B.1 Introduction

In this chapter, we show another connection from intuitive similarity meaning in
human cognition to canonical machine learning algorithms. In the previous chapter,
4, the central representation of the context in similarity terminology is the relation
function (regression). However, in this chapter, the context meaning is the appear-
ance of Gaussian distribution in some representation space.

A cartoon in B.1 is used to better represent the idea. The left sub-figure in figure
B.1 shows three data points A, B and C on two dimensional space x1 and x2. The con-
ventional distances, e.g Euclidean among three points denoted with d1 as distance
measurement between A and B; d2 as distance measurement between A and C. As
an illustration in the figure, d1 < d2. The very first intuitive conversion to similarity
meaning is that A is similar to B than C. However, in considering to other data points
(blue), one easily notices that A and C should be all generated by a simple Gaussian
distribution and B is generated by another Gaussian distribution. In that case, we
often claim that A is similar to C than B. The method to identify these distributions
could be processed by a simple machine learning algorithm called Gaussian mixture
model Murphy, 2012a.

The most difficult parts here is shown through the work of define data instances
in each problem, enrich the appropriated features then finding the potential space
that exist a mixture of effects. In the following, two case studies regarding analyzing
chemical imaging experiment are used to show how these data mining works effect
materials science.

B.2 The first case study: Gaussian mixture model in unveil-
ing oxygen diffusion track

B.2.1 Introduction

This work was published in Communications Chemistry, Hirose et al., 2019.

B.2.2 Oxygen storage and release mechanism

Three-way exhaust catalysis is a primary reacting process for all most all automobile
systems G. et al., 2008; S., L., and J., 2013. The oxides with mixing cerium compo-
nent have been used in very common to support exhausting process of catalysts. The



80 Appendix B. Joint distribution context in grouping similarity

A B

C

A B

C

𝑥"

𝑥#

𝑥"

𝑥#

d# d" d# d"

d" < d#
then s A, B > s(A,C)

With	appearance	of	blue	points
It is more likely that s A, C > s(A, B)

(A)

FIGURE B.1: Similarity between data points A, B, C in considering
distribution of other points.

oxygen storage and release capacity (OSC) of cerium-containing mixed oxides coop-
erated with the reversible/unpredictable oxidation and reduction of Ce3+ and Ce4+

ions. These process is potential to use for widening of our understand of operation
of three-way catalysts C. and Y., 1984; J., P., and Graziani, 1999; S, 2004. In partic-
ular, Ce2Zr2Ox (denoted CZ-x, where x = 7 − 8) solid solutions with an ordered
arrangement of Ce and Zr atoms exhibit remarkable OSCs A. et al., 2002; Urban et
al., 2017. The dynamic structural changes of CZ-x compounds with oxygen diffusion
in the bulk during the redox reaction have been investigated using X-ray diffraction
Sasaki et al., 2004; SASAKI et al., 2003, neutron diffraction Achary et al., 2009, time-
resolved X-ray absorption fine structure (XAFS) “Origin and Dynamics of Oxygen
Storage/Release in a Pt/Ordered CeO2–ZrO2 Catalyst Studied by Time-Resolved
XAFS Analysis”, and theoretical calculations F et al., 2009; A. et al., 2017. However,
the reversible oxygen storage and release processes erase the oxygen diffusion track
in the bulk of the CZ-x particles, and consequently the details of the oxygen storage
pathways in the CZ-x particles remain unclear.

B.2.3 Experiment setting

Detailed information about experimental setting and data sample preparation are
described in our published manuscript: Makoto Hirose, Nozomu Ishiguro, Kei Shi-
momura, Duong Nguyen Nguyen, Hirosuke Matsui, Hieu Dam, Mizuki Tada, and
Yukio Takahashi, Oxygen-diffusion-driven oxidation behavior and tracking areas
visualized by X-ray spectro-ptychography with unsupervised learning, Communi-
cations Chemistry, volume 2, Article number: 50 (2019)

B.2.4 Problem setting in data science

Data instance definition and feature enrichment

The result of 3D HXSP imaging process is shown through a 3D nano-scale of Cerium
valence value map of six solid particles with 452× 450× 136 voxels in total. From
Data science viewpoint, one needs to clarify objects: data instances representation
variable and target variable.

About the data point definition, we have three possible cases to designate data
instance:

https://doi.org/10.1038/s42004-019-0147-y
https://doi.org/10.1038/s42004-019-0147-y
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FIGURE B.2: Schematic representation of 3D HXSP. Synchrotron X-
rays are monochromatized using a Si(111) double-crystal monochro-
mator. The monochromatic X-rays are two-dimensionally focused us-
ing a pair of KB mirrors. A sample placed at the focal plane is laterally
scanned across the illumination field. Coherent X-ray diffraction pat-
terns are collected as a function of both the incident X-ray energy and
angle. The projected amplitude and phase images at each angle and
each energy are reconstructed, followed by 3D image reconstruction

• The whole 3D image as an individual data instance. Since there is only a sin-
gle of the 3D image, if we choose the whole image, we cannot perform any
operator.

• Each 2D images as an individual data instance, i.e there are 136 data instances,
and each instance’s dimension is 452× 450. If that is the case, before discussing
about the method we represent each 2D image, the expected similarity mea-
surement operator will measure how this image is identical or dissimilar to
others. However, these images represent Cerium value distribution for each
layer of distinguishing particles. It seems difficult to interpret the chemical
meaning of comparing one slide of particles to another slide of particles.

• Each particle as an individual data instance, i.e there are six data instances.
From the experiment setting, all particles have no correlation for any pairwise.
In other words, the expected similarity among particles potentially shows com-
parison about distribution over geometrical shape as Ce valence distribution
on the surface / inside the bulk, volume, roughness/smoothness, etc. The
expected in grouping similarity instances – similarity among data points is un-
reasonable.

• Each voxel as an individual data instance, i.e there are 27,662,400 Ce valence
data instances. In this circumstance, one can perform clustering methods to
grouping potential voxels with expected hidden "correlation" among them.

Finally we consider each data voxel as a data instance. The definition gives a
data set of 27,662,400 Ce valence data instances for the six CZ-x particles for mining
of the patterns of Ce valence in the particles during the oxygen storage process. In
the original description, any voxel v associates with seven dimensions vector repre-
sentation.

v =
{

x, y, z, ValCe(x, y, z), m(x, y, z), sd(x, y, z), rsur f (x, y, z), κ(x, y, z)
}

(B.1)



82 Appendix B. Joint distribution context in grouping similarity

Among these features, ValCe(x, y, z), valence value of Cerium is the only one that
represent chemical property of the catalyst oxidation process. Without any target
property, the process used to find correlations between parameters in the visualized
3D maps is only unsupervised learning. To find the correlation–function between
geometrical shape and ValCe, it neccessary to investigate the differential of the ValCe
to local shape. For the reason, to characterize each voxel, we considered the sur-
rounding binning of 42 × 42 × 42nm3 (3 × 3 × 3 voxels) in the 3D map and used
the local mean (m(x, y, z)) and local standard deviation (sd(x, y, z)) of the Ce valence
state in each binning domain as descriptors. The variable m(x, y, z) corresponds to
the degree of oxygen storage (Ce3+ → Ce4+) and sd(x, y, z) corresponds to the vari-
ation of oxygen storage in the local domains. Using these descriptors, we observed
a volcano-type correlation between m(x, y, z) and sd(x, y, z), as shown in Figure B.2.
Finally, to estimate the effect of oxidation process which effect from the outer sur-
face into the bulk of particles, feature rsur f (x, y, z), the distance from any voxel to its
closest surface and the curvature to each position κ(x, y, z), if the voxel locates on
the surface are determined.

Gaussian mixture model in finding similarity evidences

In this step, an approach of imaging process with 3D hard X-ray spectro ptychog-
raphy (HXSP) coupled with unsupervised learning was proposed to achieve the 3D
nanoscale chemical imaging of heterogeneous reaction events in bulk solid mate-
rials. The 3D HXSP method gives us a chance to realize not only the simple 3D
nanoscale imaging of the structure but also a map of valence state inside individual
Pt/CZ-x solid solution particles during the oxygen storage process.

As a starting assumption, we assume the observed images describing partly ex-
hausted catalyst particles. Therefore, the oxidation storage and release process are
also naturally deduced to perform through several distinct phases. In our assump-
tion, all reaction phases represent different mechanism in comparing together. Ac-
cordingly, all of reaction phases left different evidences to the imaged catalyst par-
ticles. In the most simple understanding, the chemical evidences of oxygen storage
phase that left inside imaged particles should be totally dissimilar with the com-
pleted releasing oxygen region.

Concerning to regions whose the same chemical reaction phase, people observe
data points associated with the same distribution and vice versa; a group of data
points that shows a best fitting to a single distribution is likely to be generated under
the same mechanism. From these assumptions, we perform Gaussian mixture model
target to group similar data voxels generated from the same Gaussian distribution
function.

The most important question after setting the problem is from which variables
we can observe the evidences of the reaction. The evidence could be found in a single
or multiple dimension of observation. With the number of dimensions larger than
three, it is more complicate to visualize and understand obtained results. Therefore,
we investigate the possible mixture effects for any pairwise of variables shown in
variable preparation .

For any pairwise of variables, a voxel with index i in D is described by 2D vector
xi = (ai, bi), therefore the dataset D is represented using a (n × 2) matrix. The
distribution was approximated by a mixture models of K Gaussian distributions as
following:



B.2. The first case study: Gaussian mixture model in unveiling oxygen diffusion
track

83

p(xi|θ) =
K

∑
(k=1)

πkN (µk, σ), (B.2)

where π, µ, σ were weights, centers, and coefficient matrices for the 2D Gaus-
sians. For a given number of mixture components K, the estimation for parameter is
conducted through an Expectation-Maximization algorithm with detailed explana-
tion in Murphy, 2012a. To determine the number of mixture component, a maximiz-
ing Bayesian information criterion G., 1978 process is utilized by applying several
different trial to randomize initial states.

Finally, unsupervised data mining with Gaussian mixture models of the visual-
ized 3D nanoscale chemical maps then successfully revealed the concealed hetero-
geneous oxygen- diffusion-driven 3D nanoscale Ce oxidation tracking areas inside
the individual mixed-oxide particles during the oxygen storage process. The pair-
wise variables m(x, y, z)− sd(x, y, z) are used to extract the mixture chemical reac-
tion phases. Details results are shown in B.2.5.

B.2.5 Results

Result 1: 3D HXSP nanoscale imaging of Ce valence state

Detailed information about ordinary imaging analysis are described in our pub-
lished manuscript: Makoto Hirose, Nozomu Ishiguro, Kei Shimomura, Duong Nguyen
Nguyen, Hirosuke Matsui, Hieu Dam, Mizuki Tada, and Yukio Takahashi, Oxygen-
diffusion-driven oxidation behavior and tracking areas visualized by X-ray spectro-
ptychography with unsupervised learning, Communications Chemistry, volume 2,
Article number: 50 (2019)

Result 2: Unveiling four reaction phases in the 3D nanoscale valence map

The distribution in the 2D m(x, y, z) − sd(x, y, z) plot could not be represented by
an ordinary distribution function. One can easily to recognize that the distribution
shows a mixture of separated components and each components are seem to rep-
resent for different physical mechanisms. For this reason, we model the distribu-
tion of m(x, y, z)− sd(x, y, z) approximately by a mixture of K Gaussian distribution
components. To accurately determine the position of each component, an expecta-
tion–maximization algorithm is used to estimate necessary parameters, i.e the mean,
variance and weight of each Gaussian component. The Bayesian information crite-
rion is minimize in searching for the best value of K with different a number of K
trials.

It should be noted that the Gaussian mixture model, which approximate the
2D plot of (m, sd) breaking down the actual distribution of the total observation
data set D. The entire distribution is then a mixture of four Gaussian components
denoted G1, G2, G3, and G4 with respect to the set of the following centers µ =
{(3.43, 0.143), (3.61, 0.265), (3.85, 0.224), and(3.97, 0.063)} and covariance matrices Σ =
[(0.02766,−0.00078), (−0.00078, 0.00221)], [(−0.02076,−0.00351), (−0.00351, 0.00837)],
[(0.00478,−0.00441), (−0.00441, 0.00729)], and [(0.00057,−0.00114), (−0.00114, 0.00252)],
respectively (Fig. B.5a).

Taking into account that the horizontal axis m(x, y, z) represent to the degree of
oxygen storage, the distribution component in red G1 corresponds to the domains
where oxygen storage did not proceed for the most part but brought about a dis-
tribution of Cerium valence states with the highest probability around the CZ-7.5

https://doi.org/10.1038/s42004-019-0147-y
https://doi.org/10.1038/s42004-019-0147-y
https://doi.org/10.1038/s42004-019-0147-y
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FIGURE B.3: 3D mapping and XAFS analysis. a Isosurface render-
ing of the reconstructed 3D phase map of partially oxidized Pt/CZ
particles. The scale bar is 700 nm. b Three-dimensionally resolved
XAFS spectra and their fitted spectra. The green spectra are the re-
sults of the linear combination of the XAFS spectra of Pt/CZ-7 (red)
and Pt/CZ-8 (blue) normalized at the isosbestic point of 5.7697 keV.
The black dots (i), (ii), and (iii) are the XAFS signals extracted from
the 56× 56× 56nm3 volumes indicated at (i), (ii), and (iii) in c. c Se-
ries of slices of the 3D Ce valence image along the z direction. The
black square represents 700x700nm2. d Ce valence distributions for

the number of voxels of the particles labeled in a

phase during the oxygen storage process at 423 K for 1 h. The distribution com-
ponent in orange G2 corresponds to the domains where oxygen storage proceeded
beyond the CZ-7.5 phase but accompany with a larger data variation. The distribu-
tion component in green G3 corresponds to the domains where oxygen storage con-
verged to the final state of CZ-8 containing Ce4+. The distribution component in blue
G4 shows to the domains where oxygen storage was almost complete and displayed
the smallest standard-deviation/variance to the neighbor. For these meaning, the
2D scattering plot of the mean Ce valence (m) and its standard deviation (sd) in the
42× 42× 42nm3 (3× 3× 3 voxels) domains of partially oxidized Pt/CZ-x particles
has represented a volcano-type pattern as shown in Fig. B.5a. This type of pattern
is related to the course of the oxygen storage process during Cerium oxidation from
Ce3+ to Ce4+ via the G1, G2 and G3 domains in the CZ-x particles concealed in the
bulk. The Cerium oxidation in the G1 domains proceeds in the CZ-7 phase with a
pyrochlore structure, whereas the Cerium oxidation in the G2 domains around +3.61
is regarded to occur in the disordered (mixed) phases accompanied by the transfor-
mation of the pyrochlore phase to the CZ-8 κ-phase with a fluorite structure and
showing a larger sd. Further oxygen storage proceeds in the Cerium oxidation states
above +3.7 and forms the G3 domains with a maximum Cerium valence population
around +3.85. The G3 domains, considered nearly a fluorite phase, readily converge
to the Ce4+ valence state in the G4 domains and the final CZ-8 phase.

We represent the locations of the four groups (G1, G2, G3, and G4) in (x, y, z) real
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FIGURE B.4: (Scatter plot of mean Cerium valence (m) and its stan-
dard deviation (sd) for 42× 42× 42nm3 (3× 3× 3 voxels) domains of
partially oxidized Pt/CZ-x particles, and classification of correlation
trends using a Gaussian mixture clustering method. Figure (a): in-
vestigating mixture effect on whole data points, (b) investigation on

different particles.

space and present a 3D map in Fig. B.5b, and cross-sectional images in Fig. B.5c.
These figures shows apparently the dependence of the four groups’s locations to the
morphological characteristics of the particles. Any voxel regions belonging to G4
(blue) are observed at the outermost surfaces of the particles. In the most contrast,
any voxel regions belonging to G1 (red) mostly locate in the particles’s cores. Sim-
ilar differences in the 3D Ce valence images of the particles were observed in Fig.
B.3c. Recently, we reported five different types of correlations between the Ce den-
sity and Ce valence (positive, negative, quasi-constant to Ce density, quasi-constant
to Ce valence, and no correlation) in 2D HXSP images M et al., 2018; the G1 group
can be related to the positive correlation between Ce density and Ce valence that
was observed for Ce valences lower than +3.5 and near the centers of the particles,
whereas the G3 and G4 groups can be related to the negative correlation that was
observed for Ce valences of +3.5 to +4.0 and around the surfaces of the particles
in the 2D images. However, the five different types of oxidation behavior in the
local domains of the CZ-x particles described in the previous report M et al., 2018
were determined from the correlations in 2D images averaged over the entire depth
direction of the local domains (along the optical axis), where the 2D data for the
local domains may be merged with and obfuscated by the data at minor heteroge-
neous sites of the particles, such as boundaries, defects, and interfaces, although the
2D HXSP image analysis successfully revealed the 2D distribution of Ce oxidation
states inside the catalyst particles26. The current 3D HXSP image rendering is the
first report of the 3D visualization of the nanoscale oxidation tracking areas in CZ-x
catalyst particles during the oxygen storage process.
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FIGURE B.5: The 3D map of Cerium valence by using unsupervised
learning. (a) Joint distribution of mean Ce valence (m) and its stan-
dard deviation (sd) for 42× 42× 42nm3 (3× 3× 3 voxels) domains of
partially oxidized Pt/CZ-x particles, and unveiling components by
using a Gaussian mixture model. Red-G1; orange-G2; green-G3; blue-
G4. The Gaussian centers are denoted by crosses in white for G1−G4;
µk, k = 1− 4: Gaussian center; Σk: covariance matrix. (b) The distri-
bution in 3D rendering of the four component groups between m and
sd for 42× 42× 42nm3 (3× 3× 3 voxels) regrions of partially oxidized
Pt/CZ-x particles, and (c) series of slices showing the 3D distributions
of the four correlation groups along the z direction. The scale bar for
(b) and (c) is 700 nm. (d) The dependence of the proportion of each

group in c respected to the distance from the particle surface.

In Figure B.5d, we investigate the dependence of these four unveiling groups
to the distance from the surface. The group G1 associated with limited oxidation
does not appear with the depth smaller than 20 nm of the outer surfaces of the par-
ticles. However, its proportion greatly increase toward the bulk of the particles.
The G2 domains exhibited a maximum proportion at 20± 17 nm, which gradually
decreased over 200 nm toward the bulk. Considering the stable surfaces of the fluo-
rite/pyrochlore structures (e.g., (111) or (110)) P., R., and P, 2016; “Advanced electron
microscopy investigation of Ceria–Zirconia-based catalysts”, the maximum propor-
tion (20 nm) of the group G2 is equivalent to with approximate 40–50 oxygen vacancy
sites in depth from the surface of the particles. The group G3 with considerable oxi-
dation are located at the surface regions of the particles and their fraction showed a
rapid exponential decrease up to 25 nm followed by a gentle decrease over 100 nm
toward the core. The group G4 with a valence of +4.0 were located at the surface
layer ( smaller than 20 nm). Even though, it should be noted that these are a mi-
nor component and the surface region was composed of greater fractions of the G3
and G2 domains. These results demonstrate that achieving the complete oxidation
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of Ce3+ to Ce4+ throughout the entire surface region is difficult during the oxygen
storage process at 423K for1h.

Detailed information about physical interpretation are described in our pub-
lished manuscript: Makoto Hirose, Nozomu Ishiguro, Kei Shimomura, Duong Nguyen
Nguyen, Hirosuke Matsui, Hieu Dam, Mizuki Tada, and Yukio Takahashi, Oxygen-
diffusion-driven oxidation behavior and tracking areas visualized by X-ray spectro-
ptychography with unsupervised learning, Communications Chemistry, volume 2,
Article number: 50 (2019)

B.2.6 Conclusion

The imaging experiment of 3D XSP in the hard X-ray region provide success tool
for visualizing the 3D distribution of the oxidation states of Cerium in Pt/CZ-x ex-
haust catalyst particles with a 3D sampling pitch of 14 nm. Data mining method
with Gaussian mixture model in analyzing these 3D images of the Cerium valence
unveiled four main groups that represent to the morphological characteristics and
ability of local chemical reaction of oxygen storage process. These analyses eluci-
date the oxidation pathways happening in the solid catalyst. The 3D HXSP imaging
technique is expected to be an indispensable tool for determining reaction track-
ing areas and the relationships between the structure and function of heterogeneous
functional materials. In particular, in next-generation synchrotron facilities where
fluxes with much higher coherence will be achieved, the present approach will be
applied to in situ 3D measurements. It is under a very high expectation for signifi-
cant accelerating the progress in chemistry and materials science.

B.3 The second case study: Gaussian mixture model in un-
derstanding catalyst degradation process

B.3.1 Introduction

Catalyst degradation at the cathode in a membrane electrode assembly (MEA) re-
mains a critical issue for practical operation of the polymer electrolyte fuel cell (PEFC).
However, the PEFC wet system prevents the visualization of detailed events of the
degradation of the cathode catalyst in a functioning cell. Operando spectro imaging
(computer tomography by XANES) clearly visualized the 3D images of the morphol-
ogy, the Pt and Co distributions, the Co / Pt atomic ratio and the Pt valence state of
a Pt-Co / C cathodic catalyst in a PEFC MEA before and after the accelerated degra-
dation test (ADT) PEFC for the first time. The visualized 3D images demonstrated
the degradation behavior of the cathode catalyst with different ways of degradation
of Pt and Co in the bimetallic catalyst. The infographic approach combining the
spectro-imaging operation and the unsupervised 3D image learning has shown the
degradation behavior of the catalyst with different ways of degradation of Pt and
Co in the bimetallic catalyst and the local parts without degradation of the catalyst
in the MEA.

B.3.2 Pt-Co catalysts in Polymer electrolyte fuel cells

Sustainable and fossil-free ways have long evolved in terms of energy production
and creating a favorable environment for the future. Polymer electrolyte fuel cells
(PEFC) show a great advantage in replacing current fossil fuels with clean energy,
without carbon byproducts. However, current PEFC systems pose critical problems

https://doi.org/10.1038/s42004-019-0147-y
https://doi.org/10.1038/s42004-019-0147-y
https://doi.org/10.1038/s42004-019-0147-y
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FIGURE B.6: Operating diagram of XANES-CT imaging under PEFC
operating conditions and reconstituted 3D maps of the cathode cata-

lyst layer in an MEA.

FIGURE B.7: (a) The experimental sequence of XANES-CT operando
imaging and PEFC operation. (b) TEM images of cathodic catalysts
striped from MEAs (1) before ADT and (2) after ADT 34,000 cycles.
(c) Granulometric distribution of the cathodic catalysts analyzed from

the TEM images

for the activity of the oxygen reduction reaction (ORR) and the durability of cathodic
electrocatalysts.

The catalysts Pt-Co Stamenkovic et al., 2007; Greeley et al., 2009; Bordiga et al.,
2013; Dai et al., 2017b exhibit good performances of activity and durability than
those of other standard Pt / C catalysts. The Pt-Co catalysts are widely known for
be useful for PEFC cathodic catalysts.

The Pt3Co / C catalysts are more durable than the Pt / C catalysts, but it is
still impossible to completely eliminate the undesirable degradation of the cathode
catalyst under PEFC operating conditions. Ishiguro et al., 2016; Nikkuni et al., 2015
Dissolution and aggregation of Pt in Pt-Co / C catalysts are more inhibited than Pt /
C catalysts, but Co gradually dissolves bimetallic catalysts losing the effects of alloy
. There are many reports on the preparation of durable cathodic catalysts with a
bimetallic structure, but to our knowledge there are no reports on PEFC cathodic
catalysts that completely inhibit cathode degradation.

B.3.3 Experiment setting

Detailed information about experimental setting and data sample preparation are
described in our published manuscript: Yuanyuan Tan, Hirosuke Matsui, Nozomu
Ishiguro, Tomoya Uruga, Duong-Nguyen Nguyen, Oki Sekizawa, Tomohiro Sakata,
Naoyuki Maejima, Kotaro Higashi, Hieu Chi Dam, and Mizuki Tada Three-dimensional
Catalyst Degradation Maps of Pt3Co/C Cathode Catalyst in Polymer Electrolyte
Fuel Cell, Journal of Physical Chemistry C, 123, 18844-18853, 2019
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FIGURE B.8: 3D maps and cross-sectional images of the MEA with
the Pt-Co/C cathode catalyst reconstructed by the operando PtLIII-
edge and Co K-edge XANES-CT data. Morphology (µt at 11.497 keV
before PtLIII-edge), Pt density (PtLIII-edge jump), Co density (Co K-
edge jump), and Co/Pt ratio (1.17×Co density/Pt density, calculated
on the 3D images). Field of view: X = 550, Y = 555, andZ = 60¯m.
Cross-sectional images: Z = 60µm (interface between the cathode
catalyst layer and the Nafion membrane), and 30µm (center of the

cathode catalyst layer).

B.3.4 Problem setting in data science

From the viewpoint of data mining approach, the study of the degradation process
of the Pt-Co cathode catalyst in MEA is equivalent to the problem of modeling distri-
bution of descriptive variables – unsupervised learning Ghahramani, Luxburg, and
U.; Ratsch, 2004 of this phenomena.

Firstly, we collect a datasetD contains p = 550× 555× 60 data instances that cor-
respond to the voxels in the real device. Each data instance is described by m = 15
descriptive variables x which store information of the corresponding voxel. For each
observation ADT states t : ( f resh, ADT21000, ADT34000). The descriptive vari-
ables x for a given data instance correspond to a voxel at (x,y,z) and time stamp t
include: (1) Pt density ρt

Pt, (2) Co density ρt
Co, (3) Pt valence state at 1.0 V valt

Pt−1.0,
(4) Pt valence state at 0.4 V valt

Pt−0.4, and (5) distance from the most closest surface
distance − f rom − sur f acet. In this study, distance − f rom − sur f acet for a given
voxel is measured by Euclidean distance from the voxel to the closest voxel that
has morphological value lower than 10−5. To summary, any voxel x associates with
seven dimensions vector representation.

x =
{

xt, yt, zt, ρt
Pt, ρt

Co, valt
Pt−1.0, valt

Pt−0.4, distance− f rom− sur f acet} (B.3)

In the problem, the cathode device of PEFC cell was captured by 60 slides of 2D
cross-sectional images. Under this information, our assumption that the chemical
behavior of catalyst particles depends on the order of cross-sectional images. There-
fore, the work of grouping voxels into functional groups by Gaussian mixture model
is conducted separately image by image.
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FIGURE B.9: (Bottom) Pearson diagrams of plate density and valence
state from pt at 1.0 V to Z = 60µm (1, Nation interface and cathodic
catalyst layer) and at 30 µm (2: center of the cathode layer) catalyst
layer). It has been suggested to divide the Gaussian model of each
platinum density graph into three groups: G1, G2 and G3 (in each
package). (Top) Their distribution maps in the cross-sectional images
(blue: G1, green: G2 and red: G3 ). (a) New condition, (b) after ADT

cycles 21000 and (c) after ADT 34000 cycles.

B.3.5 Results: Unsupervised learning of the visualized 3D maps of the
Pt-Co catalyst in the MEA

The Pearson 2D plot of the Pt density and valence state of Pt at 1.0 V in Fig. 1 ref
fig.PEFCFig4 indicated a correlation between the two parameters. The Pearson dia-
gram had a straight shape, as shown in Figure ref fig.PEFCFig4 (a1 ’). We studied
the Gaussian mixing model to estimate the number of mixing components in the
plot, using a process of maximizing the score of Bayesian information criteria. It
was found that the graph had three components (a1 ’) at platinum density (horizon-
tal axis); G1 (blue, low density of Pt), G2 (green, average Pt density) and G3 (red high
platinum density). The quantities of the components are presented at the top of the
Gaussian graphs (a1 ’) and the distribution maps of the three components are pre-
sented in figure ref fig.PEFCFig4 (a1). There were no significant differences between
the two depths (Z = 60 and 30 mm), as shown in figure ref fig.PEFCFig4 (a). We also
examined the Gaussian mixing models after the ADT cycles and three components
(G1, G2 andG3) were:: also suggested on the Pearson plots after 21000 and 34000
cycles of ADT (Figures ref fig.PEFCFig4 (b ’) and (c’)).

It should be noted that the forms of Pearson plots between the Pt density and the
valence state of Pt at 1.0 V in Figure 4 have been largely modified by the ADT. The
straight down form in the fresh state means that the dispersed portion (G1 at low
Pt density) was more oxidized than the aggregated portion (G3 with high density
of Pt). On the other han, the Pearson diagram with its shape after 21,000 cycles of
TDA is almost flat (Figure ref fig.PEFCFig4 (b ’)) and left after 34,000 cycles of TDA
(Figure ref fig. PEFCFig4 (c ’)). The left form means that G1 with a low density of
pt is smaller than G3 with a high density of pt. In addition to the changes made to
the shape of the plot, the average Pt valence is shifted upwards in the figure B.9 (c
’). These trends are closely correlate to the loss of the Co alloy effect to reduce the
center of the PEP band (PEFC19, PEFC31, PEFC54, PEFC55, PEFC56, PEFC57) by the
dissolution of Co of the Pt-Co catalyst by ADT. A similar analysis of the density of
Co is presented in the figure B.10.

One could see estimation the geometric distance to the surface (cracks in the
cathodic catalyst layer) using the visualized morphological image of the cathodic
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FIGURE B.10: (Bottom) Pearson plots of Co density and Pt valence
state at 1.0 V at Z = 60µm (1; interface of Nation and the cathode
catalyst layer) and 30µm (2: center of the cathode catalyst layer). The
Gaussian model of each Pt density plot was suggested that each Pt
density plot was categorized to three groups of G1, G2, and G3 (in
each plot). (Top) Their distribution maps in the cross-sectional images
(blue: G1 , green: G2, and red: G3). (a) Fresh state, (b) after the ADT

21000 cycles, and (c) after the ADT 34000 cycles.

catalyst layer in Figure 1 B.8. The distance of the surface that measure from for a
given voxel is defined by the Euclidean distance from the voxel to the nearest voxel
having a morphological value less than 10−5 in the image of the morphology of the
figure ??. The figure B.11 shows the Pearson curves of the distance calculated from
the surface (horizontal axis) and ∆Pt or ∆Co, which are defined as Pt or Co density
differences between the two states (vertical axis) between the two ADT cycles (ADT
21, 000ADT 21,000 ADT 21, 000cyclesADT 34,000 cycles).

Similar unsupervised learning using the Gaussian mixture models show the present
of four components (G1, G2, G3, and G4) in the Person plots between the distance
from surface and ∆Pt or ∆Co (Figure B.11 (a)). G1 and G2 were negative values,
showing parts losing Pt or Co species by the ADT process, while G4 (> 0) shows
parts increasing Pt or Co species by the ADT process. G3 around 0 means parts
without changes in the Pt or Co quantity. The distributions of the four components
(G1, G2, G3, and G4) are presented in Figure B.11 (b).

Note that components (G1, G2, and G4) of ∆Pt were localized from surface to bulk
but G3 (yellow) of ∆Pt with negligible changes in the Pt density was remarkably
localized at the surface part (distance from surface ≈ 0) as shown in Figure B.11
(a-∆Pt). All of results suggest that there are durable parts with negligible Pt loss
around the crack structures in the cathode catalyst layer. The results suggest that
the regulation of three-dimensional morphology inside the cathode catalyst layer is
one of the key parameters to control the cathode catalyst degradation of the Pt-Co
catalyst in the MEA. In contrast, all components of ∆Co are randomly dispersed at
all parts of the cathode catalyst layer (Figure B.11 (a-∆Co1)).

B.3.6 Conclusion

The operando 3D XANES-CT imaging of the MEA under PEFC operating conditions
and its unsupervised data mining successfully visualized the practical degradation
of the Pt-Co/C catalyst in the MEA for the first time. The CT reconstruction of the
structural parameters extracted from the Pt LIII-edge and Co K-edge XANES spectra
provided clear 3D maps of metal locations and valence states of the cathode catalyst.
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FIGURE B.11: (a) Pearson plots of the calculated distance from surface
and ∆Pt (difference in Pt density between two states) or ∆Co (differ-
ence in Co density between two states) at Z = 30µm (center of the
cathode catalyst layer). Top: Fresh state → ADT 21000 cycles, bot-
tom: ADT 21000 cycles→ ADT 34000 cycles. The Gaussian model of
each ∆Pt or ∆Co plot was suggested that each ∆Pt or ∆Co was catego-
rized to four groups of G1, G2, G3, and G4 (in each plot). (b) Their
distribution maps in the cross-sectional images overlaid on the mor-
phology images (dark blue: G1, sky: G2, yellow: G3, and red: G4).

(b-All) present all groups on the morphology images.

The different degradation manners of Pt and Co consequently brought about the
heterogeneous degradation of the cathode catalyst in the MEA, highly depending
on the structure (crack) of the carbon support. The infographic method combining
the 3D chemical imaging and unsupervised learning would be a potential way to
illustrate intrinsic events of experimental materials and devices.

B.4 Conclusion

In the aspect of applying data mining technics for finding meaningful results in
Materials science, the works in this case study shows in detail how knowledge co-
creation performed between human and machine. Grouping similar data points
which generated by the same physical mechanism satisfies understanding and in-
terpretation of Materials science community. The works: (1) define data instances,
(2) enrich the appropriated features and (3) finding the potential space that exist a
mixture of effects are the most critical points in requirement.
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In the first case study, two extracted variables m(x, y, z)andsd(x, y, z) are con-
sequences of the need to investigate the behavior of mechanism – the function of
observed data. The success of these features shows the way of setting similarity con-
sidering the mechanisms as the center is appropriate. If in Chapter 3, the sophisti-
cated point relies on committee machine to identify similarity–dissimilarity relation,
then in this chapter, the most sophisticated point relies on the design of these two
variables.
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