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Abstract

Data mining has shown to be a promising technique with many applications

in various domains. In healthcare, accessible electronic medical records pro-

vide valuable resources for data mining tasks to address health-related issues.

The two emerging tasks are learning treatment patterns and recommending

treatments, which are expected to assist healthcare organizations and physi-

cians to manage the use of medical resources and minimize accidental faults

causing adverse drug reactions.

Although many data-driven models have been proposed for learning and

recommending treatments, approaching these tasks is still very challenging

due to several reasons. First, electronic medical records are heterogeneous,

longitudinal and varying length objects. These characteristics pose challenges

of data processing and representation, the important steps of the knowledge

discovery process. Second, although solving healthcare issues typically re-

quires a lot of domain knowledge, related studies have mainly developed

black box models that neglect this factor. For example, few studies have

focused on explaining the recommendation mechanism from the healthcare

perspective or identifying treatment period intervals hidden in prescription

records of acute disease patients. As a result, the lack of domain knowledge

incorporation considerably weakens the interpretability of current studies.

This dissertation aims to propose a class of treatment learning and treat-

ment recommendation methods to tackle the above challenges. Different

from most of the current studies, our proposed methods take into account

various patient information to maximize the capability of data utilization. To

overcome the challenge of presenting mixed-type medical objects, we adopt
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a powerful data representation model named mixed-variate restricted Boltz-

mann machine for representing various patient information. We also ad-

dress the challenge in handling longitudinal and varying length prescription

records partially by a scoring algorithm that splits prescription records into

periods where significant changes in prescription indication happen. In the

treatment learning method, we propose an algorithm to fully reflect usage

frequency of prescription drugs under a tree form. In the treatment rec-

ommendation methods, we propose a class of neighbor-based approaches to

synthesize neighbor patients’ treatments and suggest treatment for new pa-

tients.

The experimental evaluations show that the proposed treatment learning

method can reveal many more different kinds of treatment patterns together

with more interesting results connecting the curing relation of drugs and

symptoms compared to traditional approaches using association analysis for

treatment pattern discovery. In the case of treatment recommendation meth-

ods, we obtain competitive results with advanced recommendation systems

for implicit feedback dataset in terms of precision and recall. More impor-

tantly, we point out that there are plenty of rooms for developing neighbor-

based recommendation approaches that achieve similar precision and better

interpretation compared to the black box models.

Keywords– data mining, treatment learning, treatment pattern, treat-

ment recommendation, electronic medical records
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Chapter 1

Introduction

1.1 Motivation

Disease diagnosis and treatment are essential aspects of healthcare. Disease

diagnosis is a process of determining a preexisting set of categories agreed

upon by the medical profession to designate a specific condition [Jutel, 2009]

while a comprehensive treatment is a normalized care plan where thera-

peutic interventions and medicines for a particular disease are organized on

a timeline [Healy et al., 1998, Ireson, 1997]. While the diagnostic predic-

tion problem has been studied intensively over the past decades [Ma et al.,

2017, Palaniappan and Awang, 2008, Pattekari and Parveen, 2012, Ordonez,

2006, Wilson and Evans, 1993, Soni et al., 2011], the treatment learning

and recommendation problem is still in the early development stage [Gräßer

et al., 2017, Mei et al., 2015, Wang et al., 2018, Jin et al., 2018].

Recently, addressing the second problem is becoming more urgent. Stud-

ies have pointed out that about 7% of patients in the United States expe-

rienced adverse drug reactions (ADRs) where 0.32% among them are fatal

events that cost an estimate of 140 billion dollars every year [Lazarou et al.,

1998]. Therefore, improving the quality of treatment plays a central role to

minimize accidental faults leading to the ADRs.

Besides, medical resources allocated to hospitals [Ubel et al., 1996, Rush-

ing, 1971, Blumstein, 1980] are often limited within the allocated budget.

1

hoanghung




In many situations, hospitals may need to replace known treatments by al-

ternative ones that fit the available resources. Moreover, even under similar

diagnostic codes, patients often suffer various symptoms that require being

treated flexibly. Capturing common patterns among various treatments in

practice turns out to be helpful to assist not only managers in managing their

resources [Newdick et al., 2005] but also inexperience physicians in grasping

treatment patterns often used in their organization.

Principally, one can learn treatment for a particular disease through med-

ical domain knowledge, for instance, a piece of written information available

in the literature [Group et al., 2009, Association et al., 2008, Wada et al.,

2013]. As there is a wide range of domain knowledge, the knowledge-driven

approach may require much time and effort to absorb. In recent years, the

fast development of electronic medical records has enabled addressing the

problem via the data-driven approach where one can derive treatment pat-

terns and recommend treatments for new patients automatically from a mas-

sive amount of patient medical records. The goal of this dissertation is to

develop a series of domain interpretable data-driven methods for learning

and recommending treatments. Once successfully developed, our methods

are expected to assist physicians to address the above needs of discovering

treatment patterns and improving treatment’s quality.

1.2 Challenges

Problem viewpoint

Compared to the diagnostic prediction problem, the problem of learning

treatment patterns and recommending treatments is more challenging for

several reasons.

First, these problems are two types of data analytics that have different

levels of complexity. According to the description of the four analytic tasks

described in Figure 1.1, the diagnostic prediction problem can be catego-

rized as the predictive analytics in which data-driven models try to predict

patients’ disease codes based on the observed symptoms and/or predefined

2



knowledge about diseases. Compared to the diagnostic prediction problem,

the treatment recommendation problem takes a higher level of problem com-

plexity. In this problem, the models have to learn and prescribe what action

to take given observed data, i.e. which drugs should be used given observed

symptoms and obtained values in laboratory test exams, namely indicators.

Therefore, the later problem can be categorized as the prescriptive analyt-

ics which may require deep domain incorporation to gain useful insights for

decision-making.

(a) (b)

Figure 1.1: Four types of data analytics (a) and level of complexity (b) (source:

Gartner, 2014)

Second, the two problems tackle two sets of patient features that are

different in terms of complexity. In the diagnostic prediction problem, data-

driven models typically take into account a set of observed signs/symptoms

and measured indicators to predict patient disease codes. While the diagnos-

tic prediction problem mainly deals with static features, the treatment learn-

ing and recommendation problem involves different kinds of patient records

in addition to the above data, especially prescription records which are het-

erogeneous, temporal and varying in length. Obviously, data-driven models

for the treatment recommendation problem have to deal with a much more

complicated set of features than those of the diagnostic prediction problem.

3



Technical viewpoint

Recently, many data-driven models have been proposed to address the treat-

ment learning and recommendation problem. Although some progress has

been made, solving this problem is still very challenging from the technical

viewpoint.

One of the challenges is maximizing the capability of data utilization in

current data-driven models. Intuitively, patients who share many symptom

features, indicator features, and demographic features are likely to be treated

similarly. Unfortunately, most current studies have merely exploited limited

patient information. The unavailability of rich-feature medical records could

be attributed to the difficulty in collecting healthcare data [Char et al., 2018,

Jensen et al., 2012]. Even if different kinds of patient records are made fully

available, they usually exist in different data types that are not ready to feed

to traditional machine learning methods.

In addition to the data utilization issue, it is also challenging to capture

medical domain knowledge hidden in prescription records. For instance, it is

well-known that treatments of patients, especially those with acute diseases,

are usually divided into several stages named treatment periods, which may

not be stated explicitly in varying-length prescription records. Since the

derivation of treatment patterns highly depends on patients’ prescription

drugs in each period, identifying unseen treatment periods become a non-

neglectable step in the treatment learning method.

Domain viewpoint

Although data mining has been applied successfully in many fields, the num-

ber of applications for healthcare, especially for the treatment issue, is still

underdeveloped. This drawback could be attributed to the fact that current

models are facing challenges not only in terms of accuracy but also in terms

of interpretability. Since patients are objects that are directly affected by

any single decision from physicians, it is very important for the models to

provide domain experts informative insights and explainable mechanism of

the derived knowledge. Unfortunately, many advanced methods developed

4



recently have underestimated this issue with black box models which are

difficult to explain in the healthcare perspective. We take the case of deep

learning based models for treatment recommendation problem as an exam-

ple. In such models, it is very difficult to answer which known patients whom

a new patient’s treatment is based on and how the recommended treatment

is derived. This drawback prevents physicians from being c. As a result, the

gap between research work and practical use has not been eliminated.

1.3 Tasks and Tentative Approaches

The objective of this dissertation is to pursue the following two tasks.

First, we aim to construct a treatment learning method which derives

treatment patterns for a patient group. Our learning method address the

above challenges in terms of domain viewpoint and technical viewpoint.

Given a patient cohort, we divide it into clusters named subcohorts where

treatment patterns over periods for each subcohort are discovered subse-

quently. To tackle the issue of representing mixed-type records, we adopt

a representation model named mixed-variate restricted Boltzmann machine

(MV.RBM) [Tran et al., 2014], which is robust in transforming mixed-type

objects to their homogeneous representation. To address the issue of treat-

ment period identification, we propose an algorithm which captures consid-

erable changes in prescription drugs’ indications. More interestingly, we con-

struct prescription trees based on prescription drugs’ frequencies to leverage

treatment patterns for each subcohort.

Second, we aim to develop a class of neighbor-based recommendation

methods that suggests top M drugs for new patients by taking into account

treatment patterns extracted from learned prescription trees of subcohorts

consisting of neighbor patients. Our proposed recommendation methods cap-

ture the intuition that a new patient’s treatment can be learned from similar

cases.

5



1.4 Problem Formulation

We consider a cohort of patients {p1, p2, ..., pN} having the same diagnosis

codes. Each pi is a heterogeneous object which consists of different data com-

ponents describing information about basic demographics Infopi , laboratory

examination data Labpi , nursing notes Notepi , and prescription data Prescpi .

It is noted that the components Labpi , Notepi and Prescpi are longitudinal

over nlpi , n
n
pi
, nppi timestamps, respectively. Each component is a set of fea-

tures that could be detailed further. For instance, the Info component of

patient pi can be decomposed as below.

Infopi = {Infoagepi
, Infogenderpi

, Infomarriagepi
, InfohistIllnesspi

, ...}

It describes in detail the age, gender, martial status, history of illness, to

name a few, of patient pi. The component Prescpi describes information

about prescription drugs over nppi timestamps. It can be decomposed as

follows.

Prescpi = {Presctp1pi , P resc
tp2
pi
, ..., P resc

tp
n
p
pi

pi }

where each Presctpk = {drtpk1 , drtpk2 ...} is a set of drugs prescribed at times-

tamp tpk. Each drug dr =< name, startdate, enddate, dosage, route > is

a compound object characterized by information about drug name, starting

date, ending date of usage and the route describing how that drug was deliv-

ered. The component Notepi contains nursing notes written in text format

about pi’s treatment progress over nnpi timestamps.

Notepi = {Notetn1
pi
, Notetn2

pi
, ..., Note

tnnnpi
pi }

The component Labpi describes different measurement values of patient con-

dition in nlpi timestamps.

Labpi = {Labtl1pi , Lab
tl2
pi
, ..., Lab

tl
nlpi

pi }

where each Labtlk = {intlk1 , intlk2 , ...} is a set of indicator values, i.e lab

exams that need for detecting a disease, at timestamp tlk. Each in =<

name, value > is an indicator characterized by its name and value.

This research aims to address the following tasks.
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Figure 1.2: The two research problems conducted in this dissertation

1. Construct a treatment learning method that utilizes relevant features

from the components {Info, Lab, Note, Presc} to cluster a patient

cohort into subcohorts and learn treatment patterns of each sub-cohort

over n periods τ1, τ2, ..., τn. We note that the n treatment periods are

not given in advance and determining them is considered as a subtask

of this method.

2. Construct a treatment recommendation method to recommend top M

drugs that could be prescribed over n periods for new patients.

We denote the patients whose medical records are used in the treatment learn-

ing method as “training patients”. The terms “new patients” and “testing

patients” are used interchangeably in this dissertation.

Figure 1.2 provides a general picture of two research problems that have
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been presented so far. Input data, the purpose of solving each research

problem and their relation are simply illustrated.

1.5 Contribution

In short, we propose methodologies specially designed for the treatment

learning and treatment recommendation problem. The main contributions

of this thesis are listed as follows.

1. First, by adopting a MV.RBM for learning a homogeneous represen-

tation of mixed-type patient records, we encourage exploiting various

relevant features that make data-driven models more robust in repre-

senting patient data.

2. Second, this work employs both knowledge-driven and data-driven ap-

proaches. The pieces of incorporated knowledge are prescription drugs’

indications as well as their importance in treating diseases. The incor-

porated domain knowledge is shown to be flexible to split the longitu-

dinal prescription data into reasonable intervals.

3. Third, we propose a framework to label prescription drugs’ indications

from external medical domain resources. Our framework is useful for

not only identifying patients’ treatment periods but also interpreting

typical treatment patterns of each subcohort.

4. Fourth, our thesis also propose a new representation, namely prescrip-

tion tree, to discover treatment patterns of each subcohort. Each path

in a prescription tree summarizes the frequency of a sequence of pre-

scription drugs. The tree is not only meaningful for physicians to cap-

ture frequent and infrequent prescription drugs but also helpful to assist

the treatment recommendation method in finding typical prescription

drugs of neighbor patients.

5. Fifth, we propose a class of recommendation methods which recom-

mend prescription drugs for new patients based on neighbor patients’
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treatments. Our methods emphasize the explainability of the recom-

mendation mechanism under domain perspective. The experimental

evaluation shows that even identifying neighbor patients is almost un-

certain in many cases, our recommendation methods are still able to

achieve competitive results compared to some well-known but hard

domain-interpretable recommendation systems designed for implicit

feedback datasets.

The first four contributions are reflected through Chapter 4 of this dis-

sertation while the last one is expressed through Chapter 5 and Chapter

6.

1.6 Organization

The remaining chapters of this dissertation are organized as follows.

Chapter 2 shows a general picture of research studies on treatment

learning and treatment recommendation problem. In this chapter, a se-

ries of related work on clinical pathway mining, a similar problem to the

treatment learning problem is briefly summarized. We discuss the charac-

teristics of each problem as well as the challenges of the later one. We

also review typical approaches and their limitation in solving the treatment

learning and recommendation problem, including the probabilistic-based ap-

proach, deep learning-based approach, reinforcement-based approach, and

frequency-based approach.

Chapter 3 provides some background of this dissertation. We briefly in-

troduce basic knowledge about the Unified Medical Language System (UMLS),

a comprehensive biomedical ontology which will be used for standardized

clinical terms in patient records. We also provide basic knowledge about

cTAKES, a clinical processing tool which is widely used to extract UMLS

terms in clinical notes. To normalize drug names and label drug indica-

tion, we present some insights about DrugBank database, a very large drug

database describing various information of most prescription drugs. Lastly,

this chapter introduces some background regarding the model, inference and
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training steps of restricted Boltzmann machine (RBM), a powerful data rep-

resentation model for binary data. By providing some background on the

RBM model, we hope readers can easily grasp the idea of MV.RBM, an ex-

tension of the RBM model for mixed-type data that will be presented in the

subsequent chapter.

Chapter 4 presents our proposed methods for the treatment learning

problem. We first introduce a summary of the work followed by the detailed

steps of data processing, patient clustering, treatment period identification,

prescription tree construction. We then show the experimental evaluation

including analysis and possible interpretation of the outputs.

Chapter 5 presents different neighbor-based methods for the treatment

recommendation problem. We introduce two different treatment learning as-

pects named symptom-based learning aspect and treatment-based learning

aspect together with recommendation methods on each single learning as-

pect and both of them. Intensive experimental evaluation on the efficacy of

the proposed methods compared to using treatment of the nearest neighbor

patient and the baselines is given. We also show the behavior among the

proposed recommendation methods in different cases to keep the evaluation

objective. The chapter ends with a discussion of some possible hypotheses

that can explain for experimental results.

Chapter 6 presents a weighting recommendation method which over-

comes some drawback of the non-weighting recommendation method pre-

sented in the Chapter 5. We present the detailed steps of our methodology,

the experimental evaluation to show the superiority of the weighting recom-

mendation method compared to the non-weighting one and the baselines.

Discussion on obtained results is also given in the end of the chapter.

Chapter 7 concludes the thesis and discusses promising research direc-

tions for upcoming studies.
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Chapter 2

Research Context

2.1 Clinical Pathway Mining

In the early development of healthcare mining, prescription records were not

published widely for research purpose. The most related studies at that

time focused on mining clinical pathway, a close concept of treatment where

research objects are clinical events such as examinations, treatments, pre-

scriptions, nursing visits. Lin et al. [Lin et al., 2001] developed a graph

mining technique to discover dependency patterns of clinical pathways for

curing brain stroke. Haytham et at. [Elghazel et al., 2007] combined a b-

color based framework with Markov model for clinical pathway clustering

and prediction. Bouarfa et al. [Bouarfa and Dankelman, 2012] developed a

tree-guide and global pair-wise multiple sequence alignment to detect con-

sensus workflows and outliers from clinical activity logs. Chen et al. [Chen

et al., 2015] proposed a model to learn and categorize workflows based on

their duration for efficient workflow management.

We note that the treatment mining problem and the clinical pathway

mining problem share some properties. Both address treatment data rep-

resented as a sequence of events, i.e., clinical procedures or medications, at

different granularity levels. However, while the research objects of the first

problem are a few clinical procedures, those of the second problem could

be hundreds of prescription drugs plus additional information regarding pre-
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scription dosages and routes. The complicated prescription objects make

the treatment mining problem more challenging to tackle compared to the

clinical pathway mining problem. Another difference is the degree to which

patients’ health status is affected by solving each problem. It can be seen

that solving the treatment mining problem where research objects are medi-

cations is likely to impact on patients’ health status more considerably than

solving the clinical pathway mining problem.

2.2 Probabilistic-based Approach

In recent years, probabilistic models have emerged as a promising technique

for solving many data mining tasks. In the field of healthcare analytics,

various probabilistic graphical models have been studied to derive common

patterns of clinical pathways and treatments. Huang et al. [Huang et al.,

2015] developed a novel topic model demonstrating the association of pa-

tients’ conditions and their treatments. Lu et al. [Lu et al., 2016] fed dif-

ferent patient information such as as the diagnosis, contextual information

and medications into a multiple channel LDA. Xu et al. [Xu et al., 2016]

proposed exploiting billing and prescription data to identify pathway pat-

terns. Park et al. [Park et al., 2017] suggested summarizing insurance data

via a disease-medicine topic model. Yao et al. [Yao et al., 2018] collected

literature resources and proposed a novel topic model to explain how Chinese

prescription was generated.

The primary concern of the studies under the light of the probabilistic-

based approach is that they often employed many hyper-parameters that

difficult to train and may weaken the model interpretability as well.

2.3 Deep Learning-based Approach

Deep learning has recently received great attention from healthcare analytics

researchers. Pham et al. [Pham et al., 2016] extended a LSTM model in

dynamic context for future outcome prediction. More interestingly, their
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model was developed to address different tasks, including disease progression

modelling, intervention suggestion, and risk stratification.

Le et al. [Le et al., 2018] developed an extended version of the memory

network for the sequence to sequence modelling. The augmented network

consists of encode-decode controllers which allow feeding patient history data

and output corresponding treatments. More recently, an extension of LSTM

models for multiple data types, namely multifaceted LSTM, has been sug-

gested by Jin et al. [Jin et al., 2018].

Although deep learning has shown many promising results in different

domains, deep learning for healthcare is still questionable for two reasons.

First, it is not easy to integrate domain-knowledge into deep neuron networks.

Second, most of them are black-box models that is difficult to capture basic

intuition in the healthcare viewpoint.

2.4 Reinforcement Learning-based Approach

Reinforcement learning is one of the most well-known approaches to tackle

treatment optimization dynamically. In studies using this approach, treat-

ment is typically described as sequences of medicines while patient condition

is presented as sequences of states. The goal is to find optimal sequence of

treatment such that the reward function is optimized. Zhao et al. [Zhao

et al., 2011] utilized a Q-learning method to find optimal medications for

non-small cell lung cancer from clinical trials. In that work, the authors

used a modified support vector regression to estimate the Q-function value.

Liu et al. [Liu et al., 2017] exploited registry data and proposed a deep

reinforcement learning method to optimize dynamic treatment regimens. In

that work, a two-step learning which is a combination of supervised and deep

reinforcement models was proposed to predict clinical procedures overtime.

Nemati et al. [Nemati et al., 2016] worked on a case study of heparin dosage

optimization using deep reinforcement and Markov models. More recently,

Wang et al. [Wang et al., 2018] proposed exploiting patient records by super-

vised learning and reinforcement learning to optimize treatments over time.
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Despite their ability to model complex sequences and interactions dynam-

ically, reinforcement learning studies are often restricted with clinical trials

where treatment outcomes are provided in advance. In case of prescrip-

tion records, such information could be identified through progressing notes

or results of laboratory exams. However, automatically inferring associated

outcomes for every treatment is a non-trivial task as one may need profound

knowledge to analyze sentiment meaning hidden in the clinical context. As a

result, such limitation makes the deployment of studies under this approach

seems to be impractical for real-world EMRs.

2.5 Frequency-based Approach

Intuitively, treatment patterns can be mined from the information about

drug usage’s frequency. For clinical pathway mining, Lin et al. [Lin et al.,

2001] proposed the formation of dependency graphs which take the frequency

of clinical procedures into account. The graphs then were used to identify

frequent clinical pathways. Hirano et al. [Hirano and Tsumoto, 2014] built

novels maps modelling the occurrence and transisition frequency to reveal im-

portant treatment events. In that work, the authors characterized each treat-

ment sequence by a typicalness index and selected the highest typicalness

values as candidate patterns. Sun et al. [Sun et al., 2016] studied a group-

based recommendation method where patient clusters are grouped based on

a new similarity metric between prescription records. Treatment patterns

are discovered then using association rule mining. The work, however, did

not integrate information such as patient symptoms, the primary causes of

treatments, in the formation of discovered treatment patterns. Moreover,

the treatment recommendation mechanism in that work required informa-

tion about the patient outcome which may not be available or difficult to

identify in real-world EMRs.

14



Chapter 3

Background

3.1 Unified Medical Language System

UMLS is a comprehensive resource consisting of databases and programs that

aim to standardize biomedical terms and allow computer systems to interact

and exchange information in the biomedicine and healthcare domain. It was

created and has been updated by the US National Library of Medicine since

1986.

The databases in UMLS are known as Knowledge Sources. They can

be used in different tasks such as process, query or retrieve biomedical and

healthcare data. The data handled by these Knowledge Sources covers differ-

ent contexts, for example, medical records, biomedical text in the literature

or clinical guidelines. The programs in UMLS consists of various toolkits,

which enable developers to use or customize the Knowledge Sources for dif-

ferent purposes.

The following sections present Metathesaurus and Semantic Network, the

two components in UMLS Knowledge Sources. We also provide a brief in-

troduction about Lexical Tool, a primary component of UMLS toolkits.
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3.1.1 Metathesaurus

Concept and concept identifier

The Metathesaurus is a huge and multi-purpose terminology resource that

consists of millions of concepts about biomedical and healthcare domain. It

is built from different terminology databases used in the biomedical litera-

ture, health billing, patient care processes or public health statistics. These

databases are named as “source vocabularies”. Licenses of using purpose

may be required to fully access some source vocabularies. It is noted that

Metathesaurus is also a multi-language database. UMLS communities in

many countries have built their own Metathesaurus and expanded them year

by year.

The fundamental elements of Metathesaurus are UMLS concepts. Loosely

speaking, each UMLS concept represents different biomedical terms and

views describing the same meaning. In a given context, each UMLS con-

cept belongs to one category named semantic type defined in the Semantic

Network. There may exist useful relationships among the concepts that help

to figure out the hierarchical level of them.

Since UMLS concepts are constructed from multiple source vocabularies,

there are cases that the same term is used for different concepts. To this end,

the Metathesaurus points out both meanings and clearly indicates the source

vocabulary deriving each meaning. In case the same concept mentioned in

different contexts, the Metathesaurus represents all the contexts. When there

are conflicting relationships between two UMLS concepts, all relationships

are also presented. In short, the Metathesaurus takes into account all source

vocabularies to reflect different views of the same concept that could be useful

for information extraction tasks.

In UMLS, a concept represents a specific meaning that can be described

by different names. The core task of Metathesaurus is to identify the meaning

of each name in each source vocabulary and link those having the same

meaning by a concept. This task is facilitated by a group of experts who are

supposed to have sufficient knowledge to group synonym terms from multi-

source vocabularies with high accuracy.
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The Metathesaurus uses different schemes to encode concepts and names.

Each UMLS concept is characterized by a unique concept identifier named

CUI. It is noted that each CUI alone has no specific meaning and keeps

unchanged regardless that possible change of names associated with it. When

two CUIs are identified as the same concept, one of them will be removed

and all links of the removed one are switched to the retained CUI.

Concept name and string identifier

Each CUI represents a set of concept names describing the same thing. Each

concept name is identified by a string unique identifier (SUI). Since each

string may have name variants such as lower, upper cases, the Metathesaurus

uses separated SUI for each variant concept name. Separated SUIs are also

used for the same string that written in different languages.

It is worth noting that the mapping between concept (CUI) and concept

name (SUI) are many-to-many mapping. Each UMLS concept typically is

linked to many concept names representing the same thing. By contrast, a

concept name may have multiple meanings and therefore, may be linked to

different concept identifiers.

Atoms and atom identifiers

Atoms are the fundamental elements that lead to the construction of concepts

and concept names in the Metathesaurus. Each appearance of a concept

name in a source vocabulary is marked with a distinct atom identifier (AUI).

When the same concept name appears multiple times in the same or different

source vocabularies, a unique AUI is assigned for each appearance. These

AUIs are linked to the same string unique identifier since they represent for

the same instance of SUI. It is noted that while a concept name can be linked

to multiple concept identifiers, each atom is only linked to a unique concept

identifier since the context of its occurrence has already been determined.
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Terms and lexical identifiers

For English vocabulary source, minor variants at the lexical level of similar

concept names can be grouped into one unit named lexical unique identifier

(LUI). This means that an LUI instance can be the representative for several

similar SUIs.

Figure 3.1 illustrates different code schemes, i.e. concept, term, string,

and atoms, of the same concept. In the provided illustration, the “Atrial

Fibrillation” appears in two source vocabularies which are MSH and PSY.

Each occurrence is assigned with a unique AUI and they are all context-

aware instances of the same SUI. In the above source vocabularies, “Atrial

Fibrillation” may be also mentioned in plural forms with different SUI and

AUI. However, since they are simply minor lexical variations, associated SUI

and AUI of those variations are also linked to the same LUI of the single

form. Additionally, the term “Auricular Fibrillation” can be considered as a

synonym of “Atrial Fibrillation” and therefore, is assigned to the same CUI.

Figure 3.1: An example of different UMLS hierarchical code schemes describing

the same concept (source: UMLS documentation)
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3.1.2 Semantic network

In addition to the Metathesaurus, UMLS also consists of a Semantic Net-

work which categorizes Metathesaurus CUI into semantic types and defines

hierarchical structures or link among them. There are about 133 semantic

types and 54 relationships. Nodes in the network represent semantic types

and links express relationships that may exist among them. The semantic

types cover a wide range of domains such as organisms, anatomical struc-

tures, biologic functions, chemicals, events, physical objects, and concepts or

ideas.

Each Metathesaurus concept belongs to at least one semantic type. As

the semantic relationships are organized in a hierarchical structure, a con-

cept’s semantic type is assigned by its most specific meaning. For example,

the semantic type of the concept “Macaca” is determined as “Mammal” since

there is no more specific semantic types other than “Mammal” among the

child nodes of “Primate” appears in the hierarchy. In case a concept does

not belong to any semantic types among child nodes, the Semantic Net-

work assigns its semantic type to the most relevant parent node instead of

creating a new semantic type for the considering concept. For instance, the

“Manufactured Object” has two child nodes, which are “Medical Device” and

“Research Device”. It is obvious that there are objects that do not belong

to either “Medical Device” or “Research Device”. In such case, the network

simply categorizes them to the semantic type “Manufactured Object”.

Two kinds of relationships existing among the Metathesaurus semantic

types are “isa” relationships and “non-isa” relationships. Semantic types that

belong to “isa” relationship are organized by a hierarchy structure. Figure

3.2 illustrates a portion of the hierarchy for the semantic type “Biologic

Function” where each child node is linked to its parent node by an isa relation.

The non-isa relations are represented by a non-hierarchical structure. Figure

3.3 gives a small portion of Semantic Network consisting of both “isa” and

“non-isa” relations. Some major “non-isa” relations are “physically related

to”, “temporally related to”, “conceptually related to”, “functionally related

to”, “spatially related to”.
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Figure 3.2: A portion of “isa” relationship for the semantic type “Biologic Func-

tion” (source: UMLS documentation)

Some rules of passing relationships between semantic types and UMLS

concepts are explained as follows. When two semantic types are connected

by a “non-isa” relationship, that relationship is also applied to the nodes

linked with “isa relationship”. For example, the Biological semantic type is

linked to the “Organism” by the relationship “process of”. Since “Organ”

or “Tissue Function” is a “Biological Function” and “Animal” is an “Or-

ganism”, it can be inferred that the relationship “process of” is also held

between the semantic type “Organ” or “Tissue Function” and the semantic

type “Animal”.

In some cases, the inheritance of relationships are not logical and therefore

it is blocked. For instance, under the inheritance mechanism, the semantic

type “Mental Process” could be linked to the semantic type “Plant” via “the

process of” relationship. However, this relationship is not true in reality

since plants are unconscious beings. In such case, the Semantic Network sets

explicit links of relationship to semantic types whose child nodes are blocked

by that relationship. For example, the “Body System” and “Fully Formed

Anatomical Structure” are linked by the relationship “conceptual part of”.

However, “conceptual part of” should not link “Body System” to “Cell” or

“Tissue”, the child nodes of “Fully Formed Anatomical Structure” since such
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Figure 3.3: A portion of the UMLS Semantic Network that consists both hier-

archical relationships of semantic types and non-hierarchical relationships among

the semantic types (source: UMLS documentation)

relationship is not meaningful.

It is noted that the relationships between two semantic types may not

hold between concepts that belong to those semantic types. For example, the

semantic type “Sign” is linked to the “Organism Attribute” by the “evalua-

tion of” relationship. Therefore, signs such as “fever” and “overweight” can

be the evaluation of the “Organism Attribute” such as “body temperature”

and “body weight” respectively. However, it is obvious that “overweight” is

not evaluated by “body temperature” and “fever” is not assessed by “body

weight”.
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3.1.3 SPECIALIST lexicon

The lexicon consists of biomedical and common English dictionaries. Each

term in the lexicon records information about the syntactic, morphologi-

cal, and orthographic data. Such kinds of data are essential for the lexical

tools to use the SPECIALIST NLP system to normalize text, index terms

and find their lexical variants. The entries for the lexicon are summarized

from different dictionary resources, for instances, Longman’s Dictionary of

Contemporary English, Collins COBUILD Dictionary, Dorland’s Illustrated

Medical Dictionary, The Oxford Advanced Learner’s Dictionary, and Web-

ster’s Medical Desk Dictionary.

3.2 DrugBank Database

3.2.1 Overview

The DrugBank is a thorough database designed for searching information

about drugs and their targets. DrugBank stores both detailed drug informa-

tion regarding their chemistry, pharmacology, indication; and drug targets

such as drug structure and pathway. Since DrugBank almost covers various

drugs recorded in Wikipedia and their detailed information, it is considered

as an encyclopedia rather than a drug database. The DrugBank serves dif-

ferent stakeholders including researchers, pharmacists, chemists who exploit

a huge source of drugs and drug targets for different purposes, for instance,

drug re-positioning.

The newest version of DrugBank (2018) consists of nearly 12000 drugs of

which more than 2500 approved ones are low-weight molecules, nearly 1200

approved drugs are biotech ones and the rest is almost in the investigation

phase. More interestingly, those drugs are linked to 5131 protein sequences

which provide further information about drug target, enzyme, transporter to

name a few. Each drug is described by 200 data fields where half of them

is dedicated to the drug/chemistry information and the rest describes drug

targets or their protein sequence information.
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3.2.2 Construction

DrugBank database is constructed from multiple sources, either electronic or

paper versions. Two kinds of collected data are molecular biology content

recorded in Swiss-Prot or UniProt database and chemical-related content

found in textbooks. There are dozens of textbooks, hundreds of papers and

electronic sources contributing to the construction of DrugBank. Many of

these sources are paper versions which require deep domain knowledge to

consume. This makes the construction of DrugBank challenging.

The DrugBank teams include expert pharmacists, physicians, bioinfor-

maticians who work together to create drug entries and their detailed in-

formation. The drugs were selected by the following criteria: its molecule

must be non-redundant, include more than one atom with known chemical

structure and be extracted from well-known data sources. Drug entries in

DrugBank databases are divided into two major drug-groups, one including

FDA-approved drugs which are small molecules, biotech, nutraceuticals or

micronutrients and metabolites; and the other group is experimental drugs

which are unapproved or illicit.

DrugBank is maintained and updated every year to make sure it is an

up-to-date and correct database. Each drug entry is created by one member

and supervised by the other member of the team. Additional checks are

routinely conducted by senior physicians, pharmacists and biochemists.

3.2.3 DrugBank in use

Figure 3.4 presents the searching interface of DrugBank database. It allows

users to search by drugs, targets, pathways or indications. Figure 3.5 takes an

example of searching results obtained when querying information about the

drug acetaminophen. Basic information of the drug, for example, the drug

code, drug type, groups, description, chemical structure of drug molecule to

name a few is presented clearly. Figure 3.6 shows pharmacology information

of the drug acetaminophen. It presents information about the indication of

the searching drug, associated conditions which can be used acetaminophen,

its pharmacodynamics information. In addition, DrugBank also allows users
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to search for name variations of the same drug. Figure 3.7 shows synonym

drug names of the drug acetaminophen.

Figure 3.4: The searching interface of DrugBank database

Figure 3.5: A part of searching results showing the basic info of the drug ac-

etaminophen
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Figure 3.6: The resulting section describing the indication of the drug ac-

etaminophen

Figure 3.7: The resulting section pointing out the synonym names of the drug

acetaminophen
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3.3 cTAKES

3.3.1 The role of clinical processing tools

Electronic medical records have been shown to be promising resources for

clinical and healthcare research. However, the vast amount of unstructured

and heterogeneous EMRs makes leveraging useful information become chal-

lenging. Researchers may employ many domain experts to extract clinical

terms in unstructured clinical notes that are meaningful for characterizing

patients. This manual approach, however, often requires much time and ef-

fort for handling large EMRs corpus. To avoid this limitation, one can rely

on natural language processing tools which have been widely developed in

the literature. However, most of the tools are designed for general text and

they have not been customized for the biomedical domain. Therefore, anno-

tating clinical terms and their semantic meaning automatically becomes an

essential need to exploit EMR resources effectively.

Figure 3.8 illustrates an example of expected outputs using clinical pro-

cessing tools. They should be able to recognize clinical words or phrases,

and map them to concepts of standardized ontologies, for example, CUI in

UMLS Metathesaurus.

Figure 3.8: An example of expected outputs produced by clinical processing tools

3.3.2 cTAKES overview and components

cTAKES stands for Clinical Text Analysis and Knowledge Extraction System

[Savova et al., 2010]. It is a pipelined NLP program specifically developed

for clinical narratives. cTAKES components are trained with a portion of

clinical notes recorded Mayo Clinic EMRs to provide semantic annotations
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that are useful for clinical support systems and clinical research. The main

components of cTAKES are listed as follows.

Assertion plays a role in examining the implication of annotated words

in a given context. For example, occurrences of the instance “diabetes” are

mostly thought as patients with diabetes. However, the assertion component

allows distinguishing the mention is negated, general context, patient history,

or uncertain. More interestingly, it can identify the subject of the instance

is the patient himself or someone else.

Chunker is often regarded as a shallow parser that labels phrases to

noun phrases, verb phrases, etc. It consists of three main tasks: building a

model, tagging text data with a trained model and adjusting the offset of

certain chunks.

Context dependent tokenizer uses surrounding information to anno-

tate one or more tokens. For example, the token created by a dash in between

two number (e.g 3-4). This component is served for annotations about the

date, fraction, measurement, range, roman number, times.

Clinical documents pipeline allows processing a clinical document in

a pipeline mode that consists of detecting sentence boundary, tagging part

of speech, chunking, recognizing name entities, detecting context, detecting

negation. It takes input files as either plain text or CDA format (clinical

document architecture format).

Drug named entity recognition aims to annotate drug name mentions

and related attributes such as dosage, route. It receives input in either plain

text or CDA format.

Named Entity Recognition provides dictionary mapping (lookup al-

gorithm) that maps each named entities to one of the following UMLS se-

mantic types: signs/symptoms, diseases/disorders, medications, anatomical

sites, procedures.

Core contains several analysis engines that mainly perform sentence seg-

mentation and tokenizer

POS tagger borrows wrappers from UIMA (unstructured information

management architecture) in addition to the popular OpenNLP part-of-

speech tagger so that it can work well with clinical context.
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Lexical variant generator (LVG) covers the NLM Lexical tools. It

generates variants of words, e.g capitalization words, plurals forms so that it

can be looked up by the dictionary. We note that it is an optional function

for dictionary lookup.

Dependency parser and semantic role labeler provides syntactic

information about terms and assigns predicate-argument structure of the

sentence (who, what, whom and where).

Figure 3.9: Component dependencies in the cTAKES architecture (source:

cTAKES documentation)

Figure 3.9 shows the component dependencies in cTAKES architecture.

The filled blue boxes indicate the required components while the transparent

ones are optional components. Each component could take outputs of one or
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Figure 3.10: An example outputs of named entities recognition and concept map-

ping resulted by cTAKES

several other components directly linked to it. Figure 3.10 gives an example

of how the named entities are recognized by using cTAKES.

3.4 Restricted Boltzmann Machine

3.4.1 Model

The restricted Boltzmann machine [Fischer and Igel, 2012] is a non-directed

graphical model that defines the distribution over some input vector x and

models the distribution of input vectors in training data via a binary hidden

unit layer h. It consists of D visible units representing the input vector,

H hidden units and the interactions between pairs of visible and hidden

units. Each unit takes a binary value 0 or 1. We denote θ = (W,b, c)

as the model parameters where W = (wjk) consisting of the interactaction

weights of hidden node j and visible node k, the bias of visible units c = (ck)

and the bias of hidden units b = (bj). Figure 3.11 illustrates the graphical

representation of the RBM model and its parameters.

The RBM model defines an energy-based function that characterizes the

joint distribution of hidden and visible units. The formula of the energy

function is given as follows.
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(a) (b)

Figure 3.11: The graphical representation of the RBM model (a). The full repre-

sentation where the bottom nodes are input units and the top nodes are hidden

units (b). Model parameters including bias terms ck and bj of each visible unit

and hidden unit, respectively, and the weighting matrix W

E(x,h) = −h>Wx− c>x− b>h

= −
∑
j

∑
k

Wj,khjxk −
∑
k

ckxk −
∑
j

bjhj

It can be seen that the above function is linear in terms of either h or

x. It involves the hidden unit vector, the visible unit vector, the weighting

matrix and the bias vectors of the visible units and hidden units. The fully

joint distribution of hidden and visible units is defined as below.

p(x,h) = exp(−E(x,h))/Z

where Z is a normalization constant:

Z =
∑
x

∑
h

exp(−E(x,h))
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The joint distribution p(x,h) can be expanded as follows.

p(x,h) = exp(−E(x,h))/Z

= exp(h>Wx + c>x + b>h)/Z

= exp(h>Wx) exp(c>x) exp(b>h)/Z

=
1

Z

∏
j

∏
k

exp(Wj,khjxk)
∏
k

exp(ckxk)
∏
j

(bjhj)

The bipartite structure with no intra-layer connections of the RBM model

makes the hidden units mutually independent given the visible units and vice

verse. This property allows factorizing the following conditional probabilities.

p(h|x) =
∏
j

p(hj|x)

where p(hj = 1|x) =
1

1 + exp(−(bj + Wj·x))
= sigm(bj + Wj·x)

and p(x|h) =
∏
k

p(xk|h)

where p(xk = 1|h) =
1

1 + exp(−(ck + h>W·k))
= sigm(ck + h>W·k)

The following derivation gives a detailed proof of the factorizable property

of the conditional probability of the hidden unit vector given the visible unit

vector. The remaining conditional probability can be proved similarly.

31



p(h|x) = p(x,h)/
∑
h′

p(x,h′)

=
exp(h>Wx + c>x + b>h)/Z∑

h′∈{0,1}H exp(h′>Wx + c>x + b>h′)/Z

=
exp(

∑
j hjWj·x + bjhj)∑

h′1∈{0,1}
· · ·
∑

h′H∈{0,1}
exp(

∑
j h
′
jWj·x + bjh′j)

=

∏
j exp(hjWj·x + bjhj)∑

h′1∈{0,1}
· · ·
∑

h′H∈{0,1}
∏

j exp(h′jWj·x + bjh′j)

=

∏
j exp(hjWj·x + bjhj)(∑

h′1∈{0,1}
exp(h′1W1·x + b1h′1)

)
· · ·
(∑

h′H∈{0,1}
exp(h′HWH·x + bHh′H)

)
=

∏
j exp(hjWj·x + bjhj)∏

j

(∑
h′j∈{0,1}

exp(h′jWj·x + bjh′j)
)

=

∏
j exp(hjWj·x + bjhj)∏
j(1 + exp(bj + Wj·x)

=
∏
j

exp(hjWj·x + bjhj)

1 + exp(bj + Wj·x)

=
∏
j

p(hj|x)

It is noted that to get the last equation, the following derivation is applied.

p(hj = 1|x) =
exp(bj + Wj·x)

1 + exp(bj + Wj·x)

=
1

1 + exp(−bj −Wj·x)

= sigm(bj + Wj·x)

The marginal distribution p(x) can be expanded as follows.
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p(x) =
H∑

h∈{0,1}

p(x,h)

=
H∑

h∈{0,1}

exp(−E(x,h))/Z

=
∑

h∈{0,1}H
exp(h>Wx + c>x + b>h)/Z

= exp(c>x)
∑

h1∈{0,1}

· · ·
∑

hH∈{0,1}

exp
(∑

j

hjWj·x + bjhj

)
/Z

= exp(c>x)
( ∑
h1∈{0,1}

exp(h1W1·x + b1h1)
)
· · ·
( ∑
hH∈{0,1}

exp(hHWH·x + bHhH)
)
/Z

= exp(c>x)(1 + exp(b1 + W1·x)) · · · (1 + exp(bH + WH·x))/Z

= exp(c>x) exp(log((1 + exp(b1 + W1·x)))) · · · exp(log((1 + exp(bH + WH·x))))/Z

= exp
(
c>x +

H∑
j=1

log(1 + exp(bj + Wj·x))
)
/Z

In the second last equation, the marginal distribution can be considered

as the product of experts model. It has been proven that the RBM can

approximate any distribution over {0, 1}D arbitrarily well (in the sense of

the KL divergence) with k + 1 hidden units where k is the number of input

vectors whose probability is not 0 [Le Roux and Bengio, 2008]. This property

shows the powerful representation of the RBM model.

3.4.2 Training and inference

To train the RBM, we minimize the average negative log-likelihood (NLL)

1

T

∑
t

l(f(x(t))) =
1

T

∑
t

− log(p(x(t)))

Taking the partial derivation of log(p(x(t)), one can show that:
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∂(− log(p(x(t)))

∂θ
= Eh

[∂E(x(t),h)

∂θ

∣∣∣x(t)
]
− Ex,h

[∂E(x,h)

∂θ

]
(3.1)

In the above equation, computing the first expectation is named as a

positive phase and computing the second expectation is named as a negative

phase. Since the second expectation takes exponential number configuration

of pairs (h,v), computing it is intractable in practice. Instead, we can apply

the contrastive divergence [Hinton, 2012] to replace the expectation by a

point estimate at x̃. We repeat the following Gibbs sampling procedure k

times to sample a negative x̃ as illustrated in Figure 3.12.

Figure 3.12: Gibbs sampling procedure of x̃

x0 = x(t)

hk ∼ p(h|x = xk) for k ≥ 0

xk ∼ p(x|h = hk−1) for k ≥ 1

With x̃, the expectation terms in the positive phase and negative phase

are approximated as follows.

Eh

[∂E(x(t),h)

∂θ

∣∣∣x(t)
]

=
∂E(x(t), h̃(t))

∂θ

Ex,h

[∂E(x,h)

∂θ

]
=
∂E(x̃, h̃)

∂θ
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The derivation of ∂E(x,h)
∂θ

for θ = Wjk can be derived as below.

∂E(x,h)

∂Wjk

=
∂

∂Wjk

(
−
∑
jk

Wjkhjxj −
∑
k

ckxk −
∑
j

bjhj

)
= − ∂

∂Wjk

∑
jk

Wjkhjxk

= −hjxk

Putting the above obtained derivation in matrix form, we get the gra-

dient of the energy function with respect to the full matrix W as following

vectorization form.

∇WE(x,h) = −hx>

The expectation term Eh

[
∂E(x,h)
∂θ

∣∣∣x] for θ = Wjk then can be derived as

below.

Eh

[∂E(x,h)

∂θ

∣∣∣x] = Eh

[
− hjxk

∣∣∣x] =
∑

hj∈{0,1}

−hjxkp(hj|x) = −xkp(hj = 1|x)

Be definition, it is noted that

h(x)
def
=

(
p(hH = 1|x)

· · · · · · · · · · · ·

p(h1 = 1|x))
= sigm(b + Wx)

Therefore, we get

Eh[∇WE(x,h)|x] = −h(x)x>

Given x(t) and x̃, the learning rule for θ = W becomes
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W⇐=W − α
(
∇W

(
− log p(x(t))

))
⇐=W − α

(
Eh

[
∇WE(x(t),h)|x(t)

]
− Ex,h[∇WE(x,h)]

)
⇐=W − α

(
Eh

[
∇WE(x(t),h)|x(t)

]
− Eh[∇WE(x̃,h)|x̃]

)
⇐=W + α

(
h(x(t))x(t)> − h(x̃)x̃>

)
Algorithm 1 summarizes the pseudo-code for learning the parameters of

the RBM model. It is noted that the bigger k, the less biased the estimate

of the gradient. In practice, using k = 1 works well for generating negative

samples.

Algorithm 1: Constrastive divergence algorithm for learning RBM pa-

rameters

1 for each training example x(t) do

2 Generate a negative sample x̃ using k-steps of Gibbs sampling, starting

at x(t) ;

3 Update parameters

W⇐=W + α
(
h(x(t))x(t)> − h(x̃)x̃>

)
b⇐=b + α

(
h(x(t))− h(x̃)

)
c⇐=c + α

(
x(t) − x̃

)
4 Go back to 1. until stopping criteria
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Chapter 4

Treatment Learning Method

4.1 Introduction

Treatment is one of the most crucial procedures that significantly affect pa-

tient health status. Understanding treatment behavior has become a growing

requirement for different purposes such as designing treatment plans, opti-

mizing treatments, supporting the clinical decision, detecting the medical

deviation and so on. More importantly, grasping treatment patterns often

used in healthcare organizations could help inexperienced doctors to sharpen

their knowledge about disease curing and avoid making prescriptions that

can cause adverse drug reaction.

Treatment for a particular disease can be learned from personal experi-

ence or clinical guidelines. However, this approach requires much time and

effort to absorb various treatment protocols. In addition, patient conditions

are diverse in terms of demographics and symptoms. As a result, detailed

treatments for any patient might not be found easily in the literature.

In recent years, along with the increasing use of electronic medical records,

learning treatment patterns has become an attractive task to data scientists.

The two most common data-driven approaches, which have been employed

so far are probabilistic models and association analysis. However, most of

the current research works have used a limited subset of patient features due

to the data collection issue and the challenge of representing complex EMRs
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objects. Moreover, while the resulting treatment patterns may be affected

significantly by prescription drugs given in a treatment period, identifying

hidden treatment periods in longitudinal prescription records are still under-

estimated with fixed treatment period intervals.

In addition to the underestimate in identifying treatment periods, current

research studies are also limited in discovering different kinds of treatment

patterns. While the treatment learning task generally aims to discover fre-

quent patterns or notable patterns in treating groups of patients who suffer

similar symptoms, most of the related works have focused on deriving a few

treatment patterns from all patients within a patient group or a few typical

patients in that group. An interpretable approach is to employ association

mining techniques to discover the most frequent treatment patterns. Given

a patient group, n treatment patterns of that group are usually represented

as follows.

Treatment pattern 1: {drug11, drug12, ...}, support: s1%

Treatment pattern 2: {drug21, drug22, ...}, support: s2%

· · ·
Treatment pattern n: {drugn1, drugn2, ...}, support: sn%

This representation suffers from several major drawbacks. First, it is

hard to figure out different kinds of drug combinations. It is well known that

even under similar symptoms, patients are often treated in diverse ways.

The traditional representation merely reflects the co-occurrence of a set of

frequent prescription drugs. However, in addition to set of frequently pre-

scribed drugs, physicians may also care about other kinds of pattern drugs,

for example whether a drug is prescribed in conjunction with some other

drugs. Such simple but essential inquiry could not be easily answered via

the flat representation of treatment patterns. Second, association analysis

approach typically requires users to set a threshold that is sensitive. A low

threshold could result in an explosion of numbers of treatment patterns that

increase the computational complexity. On the other hand, a high threshold

could make the solution miss many rare patterns.

In this chapter, we propose a method that addresses the above draw-

backs. To tackle the challenge of representing mixed type electronic medical
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records, our method employs a MV.RBM model [Tran et al., 2014] to transfer

heterogeneous objects into homogeneous ones. For the second drawback, we

propose an indication-based algorithm which automatically splits treatment

periods into milestones. To capture more different kinds of treatment pat-

terns in a patient group, we present prescription drugs’ frequency along with

a tree’s nodes so that it can reflect as much as possible the association among

prescription drugs. The following section describes the proposed method in

detail.

4.2 Method

Our methodology for the treatment learning problem considers a set of train-

ing patients who have the same diagnostic codes. It captures the intuition

that patients who share latent features underlying their health condition and

profiles are likely to belong to the same subcohort. Under the above assump-

tion, patients in each subcohort are supposed to be treated by similar care

plans. Figure 4.1 describes an overview of the proposed treatment learning

method. It consists of two major tasks: clustering patients into subcohorts

and learning typical treatment patterns of each subcohort. We present all

relevant steps of the treatment learning method in the following subsections.

4.2.1 Data preprocessing

In this work, training data can be divided into two different sets. One con-

sists of the components {Lab, Info, Note} named non-treatment-based or

symptom-based records to serve for the subcohort construction and the other

consists of the component Presc named treatment-based records to serve

for the treatment pattern identification of each subcohort. We note that

non-treatment-based data contains both static (Info) and longitudinal data

({Lab, Note}). As the ultimate goal of our work is to recommend pre-

scription drugs for new patients from the beginning dates after admitted to

hospitals, only initial values, i.e. the data recorded at timestamp tl1, tn1, of

time-dependent non-treatment-based data are considered. This data extrac-
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Figure 4.1: An overview of the treatment learning method

tion approach is based on the assumption that patients with similar initial

signs, symptoms, or laboratory indicators can be treated similarly.

Extracted training data is normalized in different ways. Categorical vari-

ables are represented as one-hot vectors while numerical ones are scaled to

zero mean unit variance. It is noted that to facilitate the task of clinical pro-

cessing, we employ cTAKES to extract initial features from nursing notes. As

described in the background chapter, cTAKES is a clinical processing toolkit

that allows not only recognizing clinical concepts effectively but also deter-

mining their linked semantic types. In our method, we focus on exploiting
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meaningful clinical features to represent patients. For this reason, the UMLS

clinical concepts describing signs/symptoms or diseases are extracted.

4.2.2 Data representation and patient clustering

Data mining methods are typically designed for homogeneous input. Un-

fortunately, the preprocessed patient records in the previous step exist in

different data types. Therefore, it is necessary to transform such hetero-

geneous data to homogeneous space so that input data is ready-to-use for

clustering methods.

MV.RBM, an extended version of RBM, is a robust representation model

which can fulfill the above objective. Input units of MV.RBM allow to feed

not only binary values but also other data types such as numerical or cat-

egorical ones. Let v = (v1, v2, .., vN) be the set of N visible units and

h = (h1, h2, .., hK) be the set of K hidden units. The energy function of

MV.RBM is added extra terms which are dedicated to different data types.

Its formula is provided below.

E(v,h) = −(
∑
i

Gi(vi) +
∑
k

bkhk +
∑
ik

Hik(vi)hk)

where b = (b1, b2, .., bN) is the bias values of hidden units, Gi(vi) and Hik(vi)

are specific-type functions. Due to the conditional independence of nodes

within each layer, one can factorize the joint distribution of visible units

given hidden units as follows.

P (v|h) =
N∏
i=1

Pi(vi|h); P (h|v) =
K∏
k=1

P (hk|v)

Pi(vi|h) =
1

Z(h)
exp(Gi(vi) +

∑
k

Hik(vi)hk)

P (h1
k|v) =

1

1 + exp(−wk −
∑

iHik(vi))

where h1
k indicates the assignment hk = 1, and Z(h) is a normalization

constant. The functions Gi(vi), Hik(vi) and corresponding Pi(vi|h) for each
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data type are described in Table 4.1. Detailed steps for learning model

parameters can be referred in [Tran et al., 2014].

Gi(vi) Hik(vi) Pi(vi|h)

Binary aivi wikvi
exp(aivi+

∑
k wikhkvi)

1+exp(ai+
∑
k wikhk)

Gaussian −v2
i /2σ

2 + aivi wikvi N (σ2
i (ai +

∑
k wikhk), σi)

Categorical
∑

m aimδm[vi]
∑

m,k aimkδm[vi]
exp(

∑
m aimδm[vi])+

∑
m,k wimkδm[vi]hk)∑

l exp(ail+
∑
k wilkhk)

Table 4.1: The type specific functions [Tran et al., 2014]. ai, aim are input bias

parameters, wik, wimk are input-hidden weighting parameters. Those with extra

subscript m are dedicated for categorical features

Figure 4.2: A MV.RBM for patient records. The green, blue and orange circles

represent for binary, categorical and continuous input units. The circles with labels

D, S, L indicate demographic, sign/symptom and laboratory indicator features,

respectively

To feed MV.RBM, input features are supposed to be mutually indepen-

dent conditioned on the hidden unit values. Figure 4.2 illustrates how non-

treatment features are fed. For illustration purpose, we assume demographics

consist of all kinds of features. Indicator ones are supposed to take numerical

values while sign/symptom features extracted form clinical notes are repre-

sented as one-hot vectors. After training the MV.RBM, we utilize the hidden

states as transformed features of encoded input vectors. The latent represen-

tation vectors then can be taken as input values of clustering algorithms for
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binary data. In our work, we select hierarchical clustering method and decide

to use the complete linkage which is claimed to work well with symmetric

distance, e.g. Hamming distance, according to a survey by [Tamasauskas

et al., 2012].

4.2.3 Drugs’ normalization and indication labeling

This section describes our approach for preprocessing treatment-based data.

It is a common fact that although there are many prescription drugs sharing

similar ingredient, they are often prescribed under different brand names.

Therefore, tt is crucial to normalize prescription drugs before doing further

steps. We again tackle this issue with the help of cTAKES. For every pre-

scription drug, we identify its candidate UMLS clinical terms and select the

one of which semantic type is about medication. In case a few medications

are suggested for the same prescription drug, we revise the mapping with

the help of domain experts to filter the most appropriate UMLS term linked

with the considering medicine.

Besides the necessity of performing drug name normalization, categoriz-

ing prescription drugs into indication groups is important to facilitate further

tasks of this thesis. In the next chapters, we will show that drugs with at-

tached indication information are helpful to measure the change of indication

in prescription records and to interpret derived patterns of subcohorts. To

label drug indication, we identify which diseases or symptoms are healed by

each normalized drug dr. Following advice from a domain expert, we divide

indication groups into three categories listed as follows.

• Primary group consists of drugs that treat one or more diagnostic

diseases or highly relevant diseases.

• Sign/symptom group consists of drugs that treat primary symptoms

characterizing the concerning diseases.

• Risk factor group consists of drugs that heal any factors causing the

concerning diseases.
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Figure 4.3: An overview of the indication assignment freamework

Figure 4.3 demonstrates our idea to label indication for prescription drugs.

Pieces of text describing the definition, typical symptoms and risk factors of

considering diseases are crawled from Wikipedia or domain sources. Symp-

tom/disease terminologies from those pieces of text are then extracted with

the help of cTAKES. The obtained outputs are UMLS CUI whose seman-

tic types are signs/symptoms or diseases. For normalized drugs, we look

for their indication description given in the DrugBank database. We care-

fully consider all synonym drugs to ensure that the indication of as many

normalized drug can be found in the database.
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The labeling mechanism works as follows. Given a normalized drug, we

process its associated indication text by cTAKES and extract UMLS terms

of which semantic is about diseases or symptoms. We label prescription

drugs’ indication to the primary group, sign/symptom group and risk factor

group in that priority if its indication text and the text section describing

the definition, the symptom, the risk factor of the considering diseases share

any UMLS terms about diseases or symptoms.

We note that our indication labeling mechanism also allows identifying

in detail the diseases or symptoms treated by every normalized drug. This

feature is useful in interpreting the treatment patterns of each subcohort

which will be presented in the later part of this dissertation.

4.2.4 Treatment period identification

Treatments, especially those for acute diseases, are often made through peri-

ods. It is apparent that learned patterns considerably depend on the number

of drugs given to a patient group within each period. However, in real-world

EMRs, there is no clear boundary between periods in prescription data. An

underestimate of the role of treatment period identification therefore could

affect the learning process of treatment learning methods. In literature, [Sun

et al., 2016, Chen et al., 2018] split varying-length prescription into fixed

intervals. Our work suggests a more flexible way to identify treatment peri-

ods by incorporating medical domain knowledge. In particular, we take into

account prescription drug indication to measure the indication change over

time among prescription records of every patient. For every timestamp of

treatment, we calculate an accumulated score that takes prescription drugs

with are new, recent stopped or redelivered with dosage changed into con-

sideration. Since every normalized drug is attached with indication labels

via the indication labeling framework, the frequency of above concerning

drugs which belong to each drug group can be counted easily. The accu-

mulated score then sums up these quantities. It is noted that each quantity

is weighted by the importance of its associated drug, depending on its drug

group in curing considering diseases. In our work we ask for expert advice
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to assign the values of the weight in decreasing order of the primary group,

sign/symptom group and risk factor group.

Algorithm 2: Scoring prescription records
Data: Θ, T

Result: return scores as a list of accumulated scores

1 Initialize U as an empty set ; . set of recently delivered drugs

2 Initialize scores as an empty list ;

3 aScore := 0 ; . the accumulated score

4 for each t ∈ T do

5 D := {dr | ∀dr ∈ Θ∧ dr.startdate == t} ; . delivered drugs on date

d

6 N := {dr | ∀dr ∈ D ∧ dr.name /∈ U.name} ; . newly delivered drugs

7 DC := {dr | ∀dr ∈ D,∃dr′ ∈ U such that dr.name ==

dr′.name ∧ dr.dosage <> dr′.dosage} ; . dosage changed drugs

8 S := {dr | ∀dr ∈ U ∧ dr.name /∈ D.name ∧ dr.enddate < t} ;

. recently stopped using drugs

9 for each dr′ ∈ U do

10 if ∃dr′′ ∈ D such that dr′.name == dr′′.name then

11 dr′ := dr′′ ; . update U with redelivered drugs

12 U := (U \ S) ∪N ; . update U with newly delivered drugs

13 CD := N ∪DC ∪ S ; . considering drugs for calculating scores

14 CPD := CD.name ∩ PD; . considering primary drugs

15 CSD := CD.name ∩ SD; . considering sign/symptom drugs

16 CRD := CD.name ∩RD; . considering risk factor drugs

17 aScore = aScore+ |CPD| × wmain + |CSD| × wsymp + |CRD| × wrisk ;

18 Add aScore to scores

The algorithm for treatment period identification is described formally as

follows. Given a patient p, let drp,tj =< name, startdate, enddate, dosage >

characterize every drug drj prescribed at specific timestamp t by its normal-

ized drug name, starting date, ending date of usage, and dosage. Let Θp =

{drp,tj .name} be the set of drugs given to the patient, T p = {drp,tj .startdate}
be the ordered set of prescribed dates, and PD, SD, RD be the sets of
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primary drugs, sign/symptom drugs and risk factor drugs. Algorithm 2 de-

scribes in detail how the accumulated score in prescription drugs’ indications

for a patient p at the timestamp t is calculated. For simplicity, the super-

scripts p, t, j are removed.

4.2.5 Prescription tree construction

We have demonstrated our domain-embedded algorithm for the treatment

period identification. This section presents a new algorithm to derive treat-

ment patterns for a given patient over a period. It is worth noting that the

drugs without indication labels are excluded as input for the construction

of prescription trees. We suppose that physicians are sufficient knowledge

to decide the detailed dosage, delivered time order or other details of the

treatment.

Algorithm 3: Procedure for the construction of a prescription tree
Tree(d, ν,Γ,Ωδν ,Λ)

1 if Ωδν is ∅ or d == Υ then

2 return

3 k := arg max
i

∑n
j=1 aij ;

4 Γ[δν , k] := “↖”;

5 δk := δν ∪ k ;

6 Ωδk := Ωk
δν

;

7 Ωδν+ := Ω−kδν ;

8 Λ[δk] := {j s.t ωkjδν = 1} ;

9 if |Λ[δk]| < ε then

10 Tree(d, ν,Γ,Ωδk ,Λ);

11 else

12 Tree(d+ 1, k,Γ,Ωδk ,Λ);

13 Tree(d, ν,Γ,Ωδν+ ,Λ);

14 return ;

In the literature, treatment patterns are often discovered as a set of fre-
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quent prescription drugs from core patients of each subcohort [Sun et al.,

2016]. This approach, however, often requires a minimum support threshold

which is subjective and sensitive. Moreover, it is uneasy for physicians to fig-

ure out the association level of drugs of which support is not greater than the

threshold. In the context of the healthcare domain, this limitation becomes

non-negligible since physicians may also need to pay attention to infrequent

ones in addition to looking for frequent prescription drugs, to avoid mistakes

in making treatment decisions.

To this end, we suggest organizing patterns in a tree where each node

represents a prescription drug. For each node in the tree, we query for

prescription data of patients who were cured by the drugs on nodes from the

root node until the current node. The next unlabeled child node is labeled

with the most frequent prescription drug apart from those linked with the

parent nodes. Determining the drug label of the next child node follows

the same mechanism, but we exclude prescription records of patients who

were treated by labeled nodes on the same level. We continue this procedure

recursively until the number of patients who were treated with drugs from

the root until the considering node is fewer than some threshold. For each

node, we also save the ID of the patients who were treated by the set of drugs

from the root until that node. It is of interest to note that each patient p

is treated by nodes on a unique path named treatment path in the tree.

This property is utilized for the treatment recommendation task presented

in the subsequent section. We denote the notations for the prescription tree

construction algorithm as follows.

• d: the current depth of the constructing prescription tree.

• ν: the constructing node.

• Γ: the constructing prescription tree.

• δν : the treatment path from the root until ν.

• δν+: the treatment path from the root until the next unlabeled child

node of ν.
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• Ωδν : the current patient-drug interaction matrix corresponding to treat-

ment path δν . Table 4.2 illustrates the initial interaction matrix Ωδφ of

the root node. We suppose there are N patients and Q distinct drugs

with indication labels in the considering subcohort. We have:ω
kj
δφ

= 1; if patient pj was treated with drug drk

ωkjδφ = 0; if patient pj was not treated with drug drk

p1 p2 ... pj ... pN

dr1 ω11 ω12 ... ω1j ... ω1N

dr2 ω21 ω22 ... ω2j ... ω2N

... ... ... ... ... ... ...

drk ωk1 ωk2 ... ωkj ... ωkN

... ... ... ... ... ... ...

drQ ωQ1 ωQ2 ... ωQj ... ωQN

Table 4.2: The initial drug-patient interaction matrix

• Ωk = (ωij): the interaction matrix of patients who were treated with

drug k, where i s.t i 6= k

j s.t akj = 1

• Ω−k = (ωij): the interaction matrix of patients who were not treated

with drug k, where i s.t i 6= k

j s.t akj = 0

• Λ[δν ]: the patient IDs of patients who were treated by drugs on δν .

• ε: the threshold to stop constructing prescription tree at the considering

node.
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• Υ: the highest depth of the prescription tree.

Algorithm 3 demonstrates the detailed algorithm of a prescription tree’s

construction for a patient subcohort over a specific period.

4.3 Experimental Result

4.3.1 Dataset

Our experimental evaluation was performed on MIMIC III [Johnson et al.,

2016], an open EMRs database developed by MIT Lab. It includes patient

records of over 58000 admissions of patients with ICU stay recorded contin-

ually in Beth Israel Deaconess Medical Center from 2010 to 2012.

Although our method is designed for a set of patients who have the same

diagnostic codes, it is uneasy to find a large dataset in MIMIC III since pa-

tients are usually diagnosed with non-identical series of ICD-9 codes. There-

fore, we consider patients who have the same first diagnostic code as a cohort.

Table 4.3 reports top five single admission cohorts in the MIMIC III database.

Primary ICD 9 Name Number of patients

41401
Coronary atherosclerosis of native

coronary artery
3430

0389 Unspecified septicemia 1805

41071 Myocardial infarction 1654

4241 Aortic valve disorders 1122

51881 Acute respiratory failure 945

Table 4.3: Top 5 primary ICD codes among patients with singe admission

We extracted patient records of the second, the third and the fifth cohort

for our experimental evaluation as they are groups of patients who primary

entered hospitals with acute diseases. The names of three cohorts are shortly

named as myocardial infarction cohort, septicemia cohort, and respiratory co-

hort. We extracted only patients who were prescribed not fewer than three
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times. Those with no prescription data or nursing note data are not included

in our experiments. We used cTAKES to extract initial sign/symptom fea-

tures. Clinical features which appear less than 5% or greater than 95% in

each cohort were excluded. As not all patients have laboratory tests on all

indicators, we filled out the indicator features with unavailable values to 0.

For demographic data, we only collected the features that probably affect pa-

tient health status for example gender, age, martial status. For prescription

data, we normalized drug names by selecting the most appropriate UMLS

term for each prescription drug. We note that some UMLS medication terms

have equivalent terms in the DrugBank database but it is hard to find their

indication text if using the UMLS medication terms. For such cases, we used

the DrugBank terms instead. It is worthy to note that we only recommend

prescription drugs with indication labels as they are highly relevant to the

primary diagnosis code.

Table 4.4 shows some statistics of the three datasets before and after

preprocessing. There are more than 500 prescription drugs delivered to each

cohort. Figure 4.4 provides the histogram of the number of prescription drugs

with labeled indication delivered to each patient in the three cohorts. Most

patients in these cohorts were treated with more than 10 labeled drugs.

Myocardial infarction Septicemia Respiratory

Number of patients 1654 1805 945

Number of processed patients 1330 1359 658

Number of prescription drugs 1038 1238 1047

Number of normalized drugs 558 630 537

Number of drugs with

relevant indication labels
244 190 100

Table 4.4: Statistic about datasets used in our experimental evaluation

4.3.2 Parameter setting

This section describes our parameter selection. To train input data with a

MV.RBM, we tried several values of the number of hidden units. We set the
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Figure 4.4: Histogram of the number of prescription drugs per patient in the three

cohorts

number of hidden units in the trained MV.RBM models to 100 since the error

rate does not reduce significantly for greater size. Figure 4.5 shows the re-

sulting dendrogram of the myocardial infarction, respiratory and septicemia

cohort, respectively. In these cohorts, training patients are grouped more

separately when the distance is above 0.6. However, cutting the dendrogram

patients at such distance will lead to large size subcohorts. As a result,

there is a high chance that treatment in each subcohort may vary signifi-

52



cantly. Therefore, we decide the distance parameter is 0.4 so that small-size

subcohorts are returned.

Regarding the depth parameter of the prescription tree, we set it to the

number of prescription drugs M to be recommended. For the number of

treatment periods n, it is not easy to be confirmed by domain knowledge.

Indeed, in our work, it plays a role as to which degree our recommendation

method concerns about the chronological order of groups of recommendation

drugs. The higher the value of n, the more important to force these groups

to preserve the order of delivered time. Figure 4.6 shows an illustration of

plotting indication changing score and how we split the varying-length pre-

scription records of a given patient. For this particular work, all prescription

records of training patients are split into three periods where the two cut-

points are the timestamps of which the associated accumulated scores change

most. For the parameters wmain, wsymp, wrisk in Algorithm 2, we consulted

with a physician to assign the values of these parameters to 1, 0.7, 0.5, re-

spectively. The threshold ε to stop expanding the prescription tree for each

node was set to five patients.

4.3.3 Result and output analysis

In this section, intermediate results from clustering steps and indication la-

beling framework are presented first, followed by an example of a prescription

tree and its interpretation. Lastly, we make a qualitative comparison of the

key features of our treatment learning method and the relevant studies.

Table 4.5 shows UMLS terms extracted from the text describing about

myocardial infarction. While the term “myocardial infarction” is directly

relevant to the illustration cohort, the term “heart attack” is its close concept.

Figures 4.7, 4.8, 4.9 present typical sign/symptom or disease terms in three

groups characterizing the three cohorts drugs curing theese signs/symptoms

or diseases in every group.

Tables 4.6, 4.7, 4.8 provide lists of extracted UMLS sign/disease terms

for the three text sections belonging to the three indication groups of sep-

ticemia cohort, respiratory cohort, and myocardial infarction cohort, respec-
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Figure 4.5: The cluster dendrograms of myocardial infarction cohort (a), respira-

tory cohort(b), and septicemia cohort (c)
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Figure 4.6: A sample plot of accumulated indication changing scores of a given

patient. In this example, the patient was prescribed at 8 timestamps t0, ..t7. The

green line is the plot of accumulated score corresponding to each timestamp. We

split the longitudinal prescription records at timestamps where significant changes

in the accumulated score happen (the red line). For this particular example, we

split the prescription records into three periods (t0), (t1, t2, t3, t4), (t5, t6, t7)

Sample text Myocardial infarction(MI), commonly known as a heart attack, oc-

curs when blood flow decreases or stops to a part of the heart causing

damage to the heart muscle

Extracted terms Myocardial Infarction, Heart Attack

Table 4.5: Sample extracted UMLS terms by using cTAKES

tively. We note that the extraction of UMLS terms for the definition, the

sign/symptom and the risk factor text sections of each cohort requires a little

effort to double-check and eliminate a few possible irrelevant terms returned

by cTAKES.

Figure 4.10 illustrates a prescription tree of a septicemia subcohort in

a specific period. The prefixes “m”,“s”, “r” are used to mark the associ-

ated prescription drugs according to which group they belong to. The “m”

stands for the primary group, “s” stands for the sign/ symptom group and

“r” stands for the risk factor group. For each node, the attached number

shows information about the number of patients who were treated by drugs
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Primary bacterial infections; bacteremia; sepsis; communicable diseases; bac-

terial sepsis

Signs/symptoms oliguria; hyperglycemia; dehydration; common cold; alkalosis; di-

arrhea; lightheadedness; actual discomfort; chest pain; syncope;

vomiting; dyspnea; nausea; pain; death anxiety; cold intolerance;

exanthema; agitation; tremor; dizziness; weakness; chills; fever with

chills; single organ dysfunction; myalgia; fever

Risk factors infections, hospital; chronic disease; acquired immunodeficiency

syndrome; diabetes mellitus; kidney diseases; sepsis due to fungus;

infections of musculoskeletal system; pneumonia; soft tissue infec-

tions; hiv infections; urinary tract infection; candidiasis; senility

Table 4.6: Extracted UMLS terms for the text sections about the definition, the

typical symptoms and the risk factors of septicemia cohort

Primary respiratory failure without hypercapnia; acute respiratory fail-

ure; acute-on-chronic respiratory failure; spastic ataxia, charlevoix-

saguenay type; respiratory failure; chronic respiratory failure; res-

piratory depression; respiratory tract structure; respiratory tract

infections; lower respiratory tract structure; lower respiratory tract

infection

Signs/symptoms increased sweating; restlessness; shallow breathing; cardiac arrhyth-

mia; irregular heart beat; unconscious state; drowsiness; tachypnea;

sweating; confusion; anxiety

Risk factors chronic obstructive airway disease; lung diseases; communicable dis-

eases; asthma; heart failure; airway obstruction; chronic lung dis-

ease; infectious disease of lung; thrombophilia; pneumothorax; res-

piration disorders

Table 4.7: Extracted UMLS terms for the text sections about the definition, the

typical symptoms and the risk factors of respiratory cohort
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Primary myocardial infarction

Signs/symptoms pain;tachycardia;anxiety;heartburn;influenza;coughing;actual

discomfort;nausea;vomiting;observation of attack

Risk factors hypercholesterolemia; hypertensive disease; stress; diabetes mel-

litus; spasm; arteriopathic disease; hyperglycemia; preeclampsia;

coronary artery disease

Table 4.8: Extracted UMLS terms for the text sections about the definition, the

typical symptoms and the risk factors of myocardial infarction cohort

on the path from the root until that node excluding drugs with higher pre-

scription frequency on the same level of that drug and those with greater

node frequency on the same level of parent nodes. We interpret the illus-

trated prescription tree as follows. Starting with the root , the risk factor

drug vancomycin is the most prescription drug which was prescribed for 26

patients. Considering the patients who were prescribed with vancomycin,

the primary drug metronidazole is the most prescription drug. It was used

to treat 16 patients among those who used vancomycin. Considering the

patients who were not prescribed with vancomycin, insulin lispro is the most

prescription drug. It was used to treat 6 patients among those who did not

use vancomycin. The other nodes of the tree could be interpreted in a similar

way. One can notice that in some nodes the number in a parent node may not

be equal to the sum of the numbers in its child nodes. Such unbalance mass

sometimes happens as there are some drugs in the datasets with unknown

indication labels. Those nodes are excluded from the prescription tree, and

therefore, cause such inequality of node frequency between a parent node and

its children nodes.

In the above prescription tree, the drug sequences {vancomycin, metron-
idazole, furosemide, insulin lispro, acetaminophen, aspirin} is the

set of prescription drugs with high node frequency. Those drugs are often

prescribed together and hence they can be considered as the frequent treat-

ment pattern of the subcohort.

In the indication labeling approach described in the previous section, it
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Figure 4.7: Extracted typical symptoms and drugs classified in three groups for

septicemia cohort

is noted that we can recognize both the indication group of a prescription

drug and the signs/symptoms treated by that drug as well. These charac-

teristics allow one can understand in deep what symptoms underlying the
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Figure 4.8: Extracted typical symptoms and drugs classified in three groups for

respiratory cohort

derived treatment patterns. For instance, based on the indication labeling

framework, one can infer that metoprolol, furosemide, insuplin lispro are of-

ten used to treat the infection of musculoskeletal system, kidney diseases and
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Figure 4.9: Extracted typical symptoms and drugs classified in three groups for

myocardial infarction cohort

diabetes, respectively, while acetaminophen, aspirin have pain relief effect.

By putting together those supporting facts, it is believed that the patients

in the sample prescription tree mostly have some issues related to muscu-
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Figure 4.10: An example of resulting prescription tree

loskeletal, diabetes or kidney diseases. These are highly risky elements that

possibly cause septicemia.

In addition to frequent pattern drugs, the tree also provides information

about sets of infrequently prescription drugs. For example, it can be seen

that piperacillin is unlikely to be used together with metronidazole. Another

kind of treatment patterns is conditional treatment patterns, i.e which drugs
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are usually prescribed or not prescribed together given some must use drugs.

For instance, among patients who were treated with vancomycin, it can be

seen that furosemide is almost not prescribed without metronidazole. The

derived patterns demonstrate the helpfulness of constructing prescription

trees in our work. During the construction phase, frequency usage of drugs

in the subcohort are preserved as much as possible and help the tree can

reveal more kinds of patterns compared to other works in the literature.

Doctors can look up the trees to quickly identify different patterns in making

a treatment decision.

Table 4.9 provides a comparision of different features between the pro-

posed learning method and the related works. [Sun et al., 2016, Huang

et al., 2012, Huang et al., 2015]. We note that only a qualitative comparison

is made as there is a difference in our problem formulation compared to pre-

vious work. This makes our problem setting are uneasy to be transformed

into the known ones in the literature. Said differently, it is not straightfor-

ward to conduct experimental evaluation between our work and the related

works.

Feature Our work Related works

Using different kinds of patient info Yes Limited

Domain incorporation Yes Limited

Addressing the treatment period identification Yes No

Understanding disease and drug relation Yes No

Treatment patterns reveal

frequent pattern drugs
Yes Yes

Treatment patterns reveal drugs

used in conjunction with other drugs
Yes Limited

Understanding symptoms underlying the treatments Yes Limited

Table 4.9: A qualitative comparison between our proposed treatment learning

method and the related works

To evaluate the obtained results from the domain perspective, we asked

for feedback from a few doctors. Generally, they understood and accepted

the immediate results regarding curing relationships. Some groups should
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be re-categorized with little effort. For the prescription trees, since patient

symptoms are very diverse, it is uneasy to verify the correctness of obtained

prescription trees. Despite that, the consulting doctors, in general, recog-

nized the meaningfulness of constructed prescription trees. They also ad-

vised that the prescription tree in each subcohort should not be too large to

keep the treatment consistent.

4.4 Discussion and Conclusion

Different from previous studies, we address different issues and achieve more

interesting outputs by exploiting domain knowledge. Instead of splitting

prescription records by fixed periods, we take into account drug indication

as an element to measure the change of indication in prescription records

over time and cut them into periods flexibly. In our algorithm, different

kinds of delivered drugs are taken into account for measuring the strength

of indication change. The milestone points are marked as the timestamps

with significant changes in prescription indication. The idea tries to capture

the intuition of period detection given their treatment data. To the best of

our knowledge, our study is the first work addressing the treatment period

identification issue using electronic medical records.

Next, by deriving new representation via prescription trees, the learning

method not only reflects almost completely the frequency of drugs in a concise

form, but also enables physicians to identify sets of frequent and infrequent

prescription drugs for every subcohort. Therefore, our treatment learning

method seems to be superior to most of the current studies where merely

frequent patterns are focused.

More interestingly, in addition to the treatment learning method, we have

also developed an indication assignment framework that allows extracting

typical signs, symptoms and commonly used drugs for a particular disease

or group of diseases. By incorporating a comprehensive medical ontology

like UMLS in the proposed method, we have reasonably addressed many

challenges in clinical text processing, for example, resolving synonym drug
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or clinical term variation issues. The output of the indication assignment

framework intuitively presents different factors characterizing a disease and

medications curing these factors. It is helpful for everybody to understand

easily about typical symptoms, drugs and their relations.

In short, this chapter has introduced a treatment learning method which

is featured with the ability to identify treatment periods, label prescrip-

tion indication, extract clinical information, maximize data utilization, and

represent knowledge more appropriately. The proposed treatment learning

method not only is able to assist physicians but also encourage researchers to

exploit medical domain knowledge for a better interpretation of data-driven

models.
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Chapter 5

Treatment Recommendation

Method

5.1 Introduction

Modern life brings a lot of facilities together with potential harmful factors

affecting our health. Nowadays, more and more people are getting multi-

ple diseases. Treating those patients is so complicated that a straightfor-

ward combination of clinical guidelines for individual diseases may result in

conflicting decisions. For example, patients with a gastrointestinal bleeding

problem are advised to avoid using aspirin. On the other hand, patients with

kidney disease are suggested to be prescribed with aspirin in most of the clin-

ical guidelines. A patient having both the gastrointestinal bleeding problem

and the kidney disease may cause trouble for inexperienced physicians to

determine whether aspirin should be used in those cases.

The above example illustrates the need for computer-aided systems assist-

ing physicians in making treatment decisions. In recent years, many machine

learning approaches have been proposed to address the treatment recommen-

dation problem. The two promising ones are deep learning-based approach

and reinforcement-based approach. While the deep learning-based studies

have extended deep neuron network models [Snow et al., 1994, Zhang et al.,

2017, Nezhad et al., 2019, Katzman et al., 2018] or long-short-term mem-
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ory models [Liao and Ahn, 2016, Le et al., 2018, Shang et al., 2018, Pham

et al., 2017] to feed the disease, treatment sequences, and their relation; the

reinforcement-based studies often aim at optimizing a sequence of treatments

that maximize the treatment outcome [Murphy, 2003, Weng et al., 2017, Liu

et al., 2017, Prasad et al., 2017]. Both approaches, despite their promise, are

hard-interpretable under the perspective of medical context or hard to be

applied for real-world electronic medical records where treatment outcome

could not be identified easily.

Motivated from the above drawback of current works, we seek an inter-

pretable treatment recommendation models that can be applied for generic

electronic medical records. Intuitively, one can suggest treatment for a new

patient based on prescription drugs of the most similar known patient, i.e.

the nearest neighbor patient. However, it is uneasy to identify such patient

since his data may not have been recorded in the database, or he is just simi-

lar to the new patient partially in several aspects. As a result, the treatment

of a new patient and the treatment of his nearest neighbor patient may not

be identical in reality. To this end, we propose a neighbor-based treatment

recommendation method that mimics human intuition to suggest treatment

for new patients based on their K neighbors’ treatments.

In the previous chapter, we have introduced a treatment learning method

that is able to learn the treatment patterns of patient subcohorts. This sec-

tion presents a treatment recommendation method that utilizes the results

of the learning method to assist physicians in the treatment recommendation

task. We first suggest different ways to discover patient subcohorts under the

two learning aspects named symptom-based learning treatment-based learn-

ing aspects. We then propose different methods to exploit derived treatment

paths for the recommendation task that can be used for each learning aspect

or both of them.
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5.2 Methodology

First, we consider different aspects named symptom-based and treatment-

based aspects that could be used to derive treatment patterns. The first as-

pect groups training patients by symptom-based features, i.e. non-treatment

features such as symptoms, laboratory indicators or demographics whereas

the second aspect identifies patient sub-cohorts based on treatment-based

features, i.e. prescription records of training patients. The underlying as-

sumption for the symptom-based recommendation method is that similar

patients in terms of symptom-based features can be treated in similar ways.

In the inverse direction, the treatment-based method assumes that patients

who treated in similar ways may have commons in symptom-based features.

We hypothesize that each assumption is the complementary one of the

other to cover the case of treatment variants. The following example illus-

trates the motivation of considering two learning aspects. Suppose symptom

S could be treated by two treatments T1 and T2. If we solely base on the first

assumption that symptom S can be treated only by treatment T1 , it can

not be used to explain the case symptom S can be treated by treatment T2.

Similarly, the second assumption is not sufficient to explain the case different

symptoms can be treated with the same treatment. Therefore, taking into

account the treatment-based and symptom-based aspects that lead to the

form of sub-cohorts is hypothesized to cover variants of treatment for similar

patients.

5.2.1 Symptom-based learning aspect

Figure 5.1 redraw the overview of the symptom-based learning method that

has been presented in the previous chapter. In this section, we shortly sum-

marize its steps. The goal of symptom-based learning method is to divide

training patients into sub-cohorts and learn treatment patterns for each sub-

cohort. To cluster patients, our method represents training patients by their

symptom-based features, e.g. initial laboratory indicators, signs or symptoms

extracted from nursing notes, or demographics data. Since those features are
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usually mixed types of numerical, binary, categorical values or text, we em-

ploy MV.RBM, a representation model for mixed data, to transform patients’

heterogeneous input vectors to homogeneous binary vectors. The represen-

tation vectors are then ready to be input for many clustering methods.

Figure 5.1: The symptom-based learning method

To deal with the varying lengths of prescription records when identifying

treatment periods, the symptom-based learning method tries to capture the

intuition that a new treatment period is made when there is a considerable

change in the indication of prescription records. To characterize the strength

of indication change, we compute an accumulated score at each timestamp

when a patient is prescribed. It then splits the whole prescription records

into intervals such that significant changes in the prescription indication hap-

pen at the beginning stage of each interval. The accumulated score at each

timestamp is the sum of the accumulated score at previous timestamp and
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the cardinalities of sets of newly delivered drugs, recent-stopped delivered

drugs, redelivered drugs weighted by the importance of prescription indica-

tions.

To construct treatment patterns for each sub-cohort in a period, we or-

ganize treatments in a tree structure. Along the nodes of the treatment tree,

each node is the next highest frequency among prescription records of pa-

tients who were treated by drugs from the root until its parent node and

were not treated by drugs from the left-hand side nodes in the same level

of the tree. Each node also keeps track of patient ID of those patients pre-

scribed with the drugs from the root until the considering node. It is noted

that there is no chronological order among drugs on a treatment path of a

sub-cohort. Instead, these drugs are sorted by prescription frequency in the

sub-cohort.

5.2.2 Treatment-based learning aspect

We explore another view that can be used to construct sub-cohorts for train-

ing patients. In the symptom-based learning method, while patients are

grouped according to their symptom-based features, the treatment-based

learning method supposes that training patients can also be grouped by their

treatments. Figure 5.2 describes an overview of the treatment-based learning

method. It is almost identical to the symptom-based learning one except for

the features used to represent training patients.

In the previous chapters, we have introduced an indication assignment

framework which can extract the sign/symptom/disease terms belonging to

the main group, symptom group and risk factor group of the considering

cohort. Let Terms = {tM1 , tM2 , ..., tS1 , tS2 , ..., tR1 , tR2 , ...} denote these terms, re-

spectively. As prescription records are complicated objects varying in lengths,

dosages and drug labels, we represent each patient by new prescription-based

features, namely abstract features F = {ftM1 , ftM2 , ..., ftS1 , ftS2 , ...ftR1 , ftR2 , ...},
where each element in the set is the number of drugs in patient prescription

records that cure the corresponding sign/symptom/disease. In concrete, we

calculate the proportion of drug curing each medication term in F . The
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Figure 5.2: The treatment-based learning method

Algorithm 4: Deriving treatment features for a patient
Data: Θ, T

Result: return F as a vector of new prescription-based features

1 Initialize all element in F to 0 ;

2 for each t ∈ T do

3 D := {dr | ∀dr ∈ Θ ∧ dr.startdate == t} ; . date d’s delivered

drugs

4 for each dr ∈ D do

5 for each term ∈ Terms do

6 if Cure(dr, term) == True then

7 fterm = fterm + 1

8 Return F
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Algorithm 4 provides the detailed derivation of treatment-based features for

training patients.

5.2.3 Recommendation over single learning aspect

Figure 5.3 describes our idea for the treatment recommendation method.

Given a new patient p, we collect his initial non-treatment-based feature

vector and transfer it to the binary form through the parameters θ̂ = (â, b̂, ŵ)

learned by the trained MV.RBM used for representing mixed type vectors

of training patients. Let hp be the L dimension binary hidden vector of

p, hp
′

be the binary hidden vector of training patient p′, the similarity dpp′

between two patients is defined by the Hamming distance between their latent

representations.

dpp′ = Hamming(hp, hp
′
) =

1

L

L∑
i=1

I(hpi 6= hp
′

i )

In our proposed method, we utilize the resulting prescription trees to find

the K associated treatment paths of the neighbors. Each treatment path is

considered as a set of typical drugs treating one of the K neighbors and

therefore it is taken into consideration in the construction of treatment for

new patient p. It is worth noting that to capture the variant of treatments

of similar patients, the K neighbor patients and their associated treatment

paths can belong to different subcohorts. Let δp
′
= {drp

′

1 , dr
p′

2 , ...dr
p′

M} denote

the set of drugs linked with the treatment path of p′, p1, p2, ..., pK denote

the K neighbors of p. Their associated treatment paths δp1 , ..., δpK and the

distances dpp1 , d
p
p2
, ...dppK are then utilized to recommend top M drugs for p.

Let C = {dr1, dr2, ..., drj} be the set of distinct drugs named candidate drugs

jointed from δp1 , ..., δpK ; H train be the matrix consisting of representation

vectors of training patients.

The intuition underlying our approach is that prescription drugs delivered

to many neighbors are likely to be used for the new patient. Therefore,

for every candidate drug dr in C, we compute its path frequency freqpd,

i.e. the number of treatment paths contains dr as one of the criteria for
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Figure 5.3: An overview of the treatment recommendation method

recommendation. Drugs with higher path frequency indicate that they are

prescribed for a greater number of neighbor patients and hence, have a higher

chance to be recommended. The formula of freqpdr is provided below.

freqpdr =
K∑
i=1

I(dr ∈ δpi) (5.1)

To solve the case dr has the same path frequency with other drugs, we

consider a distance priority metric dpdr, another measure which takes into

account the distance from test patient to the neighbors whose treatment

paths contain dr. The greater the sum of the inverse distance from those

neighbors to p, the higher priory the drug is selected as recommendation

drugs. We provide the formula of dpdr as follows.
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Algorithm 5: Recommending prescription drugs for new patient p in a

specific treatment period by using neighbors’ treatment patterns derived

from single learning aspect

Data: Λ, θ, vp, Htrain

Result: return top M recommended drugs

1 Compute hp = P (h|vp, θ);
2 Compute similarity between hp and each training patient’s representation

vector hp
′

in Htrain;

3 Select K most similar patients p1, p2, ..., pK ;

4 Construct prescription tree in the considering learning aspect using

algorithm 3;

5 Query associated treatment paths δp1 , δp2 , ..., δpK through tracing variables

Λ ;

6 C =
⋃K
i=1 δ

pi ;

7 for each dr ∈ C do

8 Compute freqpdr by equation (5.1);

9 Compute distpdr by equation (5.2);

10 Return top M drugs sorted by (freqp, distp);

distpdr =
K∑
i=1

I(dr ∈ δpi)× 1

dp
pi

(5.2)

Algorithm 5 provides the pseudocode describing the procedure to recom-

mend prescription drugs for new patient p in a period over a single learning

aspect.

5.2.4 Ensemble recommendation over dual learning as-

pect

While the proposed recommendation method seems to be able to capture

treatment variants of neighbor patients in different sub-cohorts, it simply

combines treatment paths of neighbor patients from a single learning aspect,

e.g treatment-based learning aspect or symptom-based learning aspect. As
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there are different aspects that could form the patient sub-cohorts and the

learned treatment patterns, it may be useful to adopt the ensemble idea on

the multi-learning aspect to enhance the ability of recommendation method

in capturing treatment variants.

Figure 5.4: The ensemble treatment recommendation method over dual learning

aspects

For that reason, we develop an ensemble treatment recommendation method
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Algorithm 6: Recommending prescription drugs for new patient p in a

specific treatment period by using neighbors’ treatment patterns derived

from dual learning aspect

Data: Λ, θ, vp, Htrain

Result: return top M recommended drugs

1 Compute hp = P (h|vp, θ);
2 Compute similarity between hp and each training patient’s representation

vector hp
′

in Htrain;

3 Select K most similar patients p1, p2, ..., pK ;

4 Construct prescription tree in the symptom-based learning aspect;

5 Construct prescription tree in the treatment-based learning aspect;

6 Trace associated treatment paths δp1 , δp2 , ..., δpK under the symptom-based

learning aspect through tracing variables Λ ;

7 Trace associated treatment paths δ′p1 , δ′p2 , ..., δ′pK under the

treatment-based learning aspect through tracing variables Λ′ ;

8 C =
⋃K
i=1 δ

pi , δ′pi ;

9 for each dr ∈ C do

10 Compute freqpdr by equation (5.3);

11 Compute distpdr by equation (5.4);

12 Return top M drugs sorted by (freqp, distp);

that span candidate treatment paths not only sub-cohorts but also the learn-

ing aspects that form patients sub-cohorts. Figure 5.4 provides an overview of

the proposed ensemble recommendation method over dual learning aspects.

Our approach is similar to the previous, but it looks for treatment paths

of neighbor patients in both treatment-based and symptom-based learning

aspects. For each neighbor, we concatenate the associated treatment paths

in two learning aspects and follow the same aggregation mechanism as de-

scribed for the method on a single learning aspect to suggest possibly pre-

scribed drugs. It is noted that the prescription frequency freqpdr and the

distance priority metric are adjusted as follows.
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freqpdr =
K∑
i=1

(
I(dr ∈ δpi) + I(dr ∈ δ′pi)

)
(5.3)

distpdr =
K∑
i=1

(
I(dr ∈ δpi)× 1

dp
pi

+ I(dr ∈ δ′pi)× 1

dp
pi

)
(5.4)

Algorithm 6 provides the pseudocode of the procedure to generate rec-

ommendation drugs by using neighbors’ treatment paths learned from dual

learning aspects.

We note that although each patient is treated with a unique set of drugs

in a treatment period, the treatment paths in two learning aspects may be

different. This is because in two learning aspects, a patient can belong to

two slightly different subcohorts. As a result, this property can affect the

selection of typical drugs in each learning aspect since it strongly depends on

the parameter ε and the subcohort that patient belongs to. Table 5.1 shows

an illustration of treatment paths of a patient taken from our experiment.

Actual drug ciprofloxacin, metronidazole, insulin lispro, vancomycin,

aspirin, fentanyl, haloperidol

Treatment path in

symptom learning aspect
aspirin, vancomycin, metronidazole

Treatment path in

treatment learning aspect
insulin lispro, fentanyl, vancomycin, metronidazole,

ciprofloxacin

Table 5.1: Example of the treatment paths in symptom and treatment learning

aspects for the same patient

5.3 Experimental Evaluation

5.3.1 Evaluation metric

The notations for the evaluation metrics are denoted as follows.
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• M : the number of recommended drugs.

• T : the test set, i.e set of new patients.

• n: the number of treatment periods.

• D̂M,πj
p : the top M recommended drugs for the testing patient p over

period πj.

• Dπj
p : the set of actual prescription drugs for p in period πj.

We use precision, recall, and F1 score, the three well-known evalua-

tion metrics, to evaluate the performance of our treatment recommendation

method. The formulas of these metrics are given as follows.

recall@M =
1

|T | × n
∑
p∈T

n∑
j=1

|D̂M,πj
p ∩Dπj

p |
|Dπj

p |

precision@M =
1

|T | × n
∑
p∈T

n∑
j=1

|D̂M,πj
p ∩Dπj

p |
M

F1@M =
2× precision× recall
precision+ recall

For every experiment, we repeat it three times on different training and

testing set. The report values of precision, recall and F1 scores in this dis-

sertation are the mean values.

5.3.2 Dataset and parameter setting

We used the same three datasets which were described in the previous chap-

ter. In each dataset, 80% of the dataset was used as the training set and the

rest was used as the testing set.

Regarding the parameter number of neighbors K, we investigated the

behavior of the proposed methods on different values of K among following

values {3, 5, 7, 10, 15, 20, 30, 40, 50, 60, 80, 100, 150, 200}. We set the parame-

ter ε = 5.
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5.3.3 Baselines

We note that the methodologies of our proposed method and most of the

related works are not easy to be applied to each other due to the difference

in the problem formulation. This is a common situation in most of the

treatment recommendation studies where there is a high variance of problem

formulations and data collection methods. Therefore we could not conduct

experiments using approaches in the related works in our dissertation.

Instead, we consider our treatment recommendation problem as the top-

M item recommendation problem where users are patients and items are

prescription drugs. Although rich side information about patients such as

patient demographics, indicators, nursing notes is available, it is not straight-

forward to exploit such information to leverage user preferences, i.e how likely

a prescription drug is given to a patient.

Thus, we compared the efficacy of our proposed recommendation methods

to an API dedicated for implicit collaborative filtering recommender system

(ICF) implemented in Graphlab 1. This API was implemented based on the

idea presented in [Koren et al., 2009, Hu et al., 2008, Rendle, 2010]. In the

implicit feedback dataset, there is no target value, the API uses the logistic

loss to fit a model that attempts to predict all the given (user, item) pairs in

the training data as 1 and all others as 0 2.

We compare the proposed methods to the following three baselines.

• Using Graphlab library for implict recommendation problem and the

implicit alternative least square [Hu et al., 2008] solver, namely ICF +

IALS.

• Using Graphlab library for implict recommendation problem and the

stochastic gradient descent [Bottou, 2012] solver , namely ICF + SGD.

1https://turi.com/products/create/docs/graphlab.toolkits.recommender.

html
2https://turi.com/products/create/docs/generated/graphlab.recommender.

ranking_factorization_recommender.RankingFactorizationRecommender.html
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• Using Graphlab library for implict recommendation problem and the

adaptive stochastic gradient descent [Kingma and Ba, 2014] , namely

ICF + ADA.

We note that the above baselines are not completely black-box. They

can be explained in terms of mathematical viewpoint. However, it is hard

to understand the treatment mechanism under the healthcare perspective

since they try to find parameters that optimize functions taking all patients

and drugs into consideration. In other words, they can not point out which

neighbors the treatment recommendation process based on.

Our proposed treatment recommendation method are conducted in three

following cases:

• Using the treatment recommendation method over the symptom-based

learning aspect, namely TRoS.

• Using the treatment recommendation method over the treatment-based

learning aspect, namely TRoT.

• Using the treatment recommendation method over both aspects, i.e

dual learning aspect, namely TRoD.

We also compare our proposed methods with the approach that recom-

mends treatment for a new patient based on the top M drug on the treatment

path of the nearest neighbor’s treatment path.

5.3.4 Illustration of recommendation procedure

To illustrate how the proposed recommendation methods work, we take an

example of recommending prescription drugs for a new patient using symp-

tom learning aspect with K = 5. We note that the following example is a

real one extracted from our experiment for septicemia cohort.

Table 5.2 shows the prescription drugs of five neighbors of a test pa-

tient, their prescription drugs in a period and the corresponding treatment

paths. Each path is selected as a sequence of drugs among the actual drugs
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Prescription drugs Treatment path

Neighbor 1

metronidazole, insulin lispro, vancomycin,

fentanyl, cefepime, ibuprofen,

nesiritide, prochlorperazine

metronidazole, vancomycin, cefepime

Neighbor 2

aspirin, insulin lispro,

meropenem, vancomycin, hydromorphone,

levofloxacin, trimethoprim

aspirin, insulin lispro, vancomycin,

levofloxacin

Neighbor 3
metronidazole, desmopressin , insulin lispro,

piperacillin, levofloxacin
piperacillin

Neighbor 4
metronidazole, ceftriaxone, acetaminophen,

insulin lispro, vancomycin, piperacillin

metronidazole, acetaminophen,

insulin lispro, vancomycin,

piperacillin

Neighbor 5 meropenem, metoclopramide meropenem

Table 5.2: Illustration of treatment recommendation procedure

delivered to the corresponding neighbor such that they are also prescribed

together in his sub-cohort with high frequency. The bold drugs are top five

selected drugs based on their path frequency and the distance priority. In this

example, all five recommendation drugs are matched with the prescription

drugs of the new patient. The above example shows the interpretability of

our recommendation mechanism. Recommendation drugs are derived from

the common drugs of neighbors in the combination with the sub-cohort they

belong to. This feature could not be found easily when using black-box or

hard-domain interpretable approaches.

5.3.5 A comparison with using the nearest neighbor-

based treatment (K=1)

This section presents a comparison of the efficacy of recommending treatment

using K-neighbor based recommendation methods, i.e the TRoS, TRoT and

TRoD methods with the nearest neighbor-based approach, i.e recommending

treatment based on the top M drugs on the treatment path of the nearest

neighbor patient.

Figure 5.5 shows evaluation measures of the two recommendation ap-

proaches. We report the obtained results of TRoS, TRoT and TRoD with

K = 5 (randomly selected without parameter tuning), M = {3, 5, 10}. It
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can be seen that in all cases, the proposed methods obtain better precision

and F1-score compared to using K = 1. The result shows the necessity of

combining treatments from many neighbor patients’ treatments.

5.3.6 A comparison between K-neighbor-based approaches

We next show the comparison among the proposed neighbor-based treatment

recommendation methods. Through our intensive experiments, we report

the obtained F1 score of the TRoS, TRoR, and TRoD when recommending

a small number of drugs (M = 3) and a relatively large number of drugs

(M = 15).

Figure 5.6 reports the behaviors of the three methods when the number of

neighbors K is varied from 20 to 100. The obtained results indicate that for

the small M case, there is no method that obviously outperforms the others.

By contrast, when recommending a large number of drugs, the TRoD seems

to be superior to the TRoS and the TRoT. All methods seem to perform

steadily with large M . The F1 value tends to increase when the number of

neighbors increases, but it is not significantly improved for the large K cases.

5.3.7 A comparison to the baselines

This section shows a comparison between the proposed methods and the

baselines. We conducted the experiments to recommend top 3, top 5, and

top 10 drugs. The parameters are varied with values selected in the parameter

setting section. It is noted that the obtained results are reported by using

the K with the best F1 score, namely Kbest.

Tables 5.3, 5.4, 5.5 report the three evaluation measures obtained by the

baselines and the proposed methods on three datasets. It can be seen that in

the best cases, our proposed methods are comparable to the baselines. There

are cases the baselines work slightly better and there are cases our proposed

methods yield sharper results. In general, the difference is not significantly

large. Since the reported values correspond to the small M , there are no

dominated ones among the three proposed methods.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: A comparison of the treatment recommendation methods in two cases:

using the proposed K-neighbor-based recommendation approach and using the

nearest neighbor-based recommendation approach

82



(a) (b) (c)

(d) (e) (f)

Figure 5.6: A comparison of treatment recommendation efficacy among the TRoS,

TRoT and TRoD methods. Here we report the obtained F1 score performed on

M = 3 (Figures (a), (b), (c)), and on M = 10(Figures (d), (e), (f))

Table 5.6 reports the corresponding K that yields the best F1 score. In

most cases, the proposed methods have to take into account the treatment

paths of a large number of neighbors to achieve the highest F1 score. In

small M cases, the TRoD seems to take fewer neighbors’ treatment than the

TRoS and TRoT methods.

5.3.8 How good when using the small K

Although the proposed neighbor-based methods obtain comparable results

with the baselines, they only work with a large number of K. In the health-

care context, this somewhat limits the interpretation of the proposed methods

since physicians may only need to look through a few most relevant neighbors
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Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 41.33 33.06 21.62 42.58 56.52 71.07 41.94 41.71 33.15

TRoT 41.48 33.01 21.61 42.82 56.43 70.63 42.13 41.65 33.09

TRoD 41.31 33.04 21.64 42.58 56.16 70.83 41.93 41.6 33.14

ICF + SGD 42.13 33.4 21.75 43.83 56.68 71.16 42.95 42.03 33.31

ICF + IALS 20.1 23.19 17.96 19.33 39.0 59.89 19.7 29.06 27.62

ICF + ADA 42.15 33.44 21.72 43.48 56.78 70.9 42.8 42.08 33.25

Table 5.3: A comparison between proposed recommendation methods and the

baselines on respiratory cohort

Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 41.4 35.91 27.81 25.12 36.28 55.3 31.27 36.09 37.01

TRoT 41.4 36.09 27.95 25.13 36.49 55.71 31.27 36.29 37.22

TRoD 41.49 36.01 28.13 25.19 36.29 55.65 31.34 36.14 37.37

ICF + SGD 41.49 35.98 28.36 25.18 36.71 56.01 31.34 36.34 37.66

ICF + IALS 17.74 21.57 18.82 10.76 22.26 37.61 13.39 21.91 25.08

ICF + ADA 41.97 36.16 28.51 25.82 36.44 56.39 31.97 36.3 37.87

Table 5.4: A comparison between proposed recommendation methods and the

baselines on septicemia cohort

to make treatment for new patients. Therefore, it is necessary to investigate

the efficacy of them when being used with a small K. We consider the dif-

ference between the values of evaluation measures obtained by using a small

K and by using Kbest. Let F1Kbest be the F1 score, obtained with Kbest, F1K
be the F1 score obtained with K. We compute ∆F

K as the difference between

these measures.
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Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 57.51 51.08 41.19 29.38 40.54 57.42 38.89 45.2 47.96

TRoT 57.75 51.36 41.33 29.8 40.93 57.89 39.31 45.55 48.22

TRoD 57.41 50.94 41.31 29.39 40.31 57.63 38.88 45.0 48.12

ICF + SGD 58.36 51.07 41.16 29.65 39.93 56.64 39.32 44.82 47.67

ICF + IALS 34.59 34.1 31.41 15.95 27.69 47.28 21.81 30.54 37.73

ICF + ADA 58.24 51.38 41.38 29.44 40.43 57.27 39.11 45.24 48.04

Table 5.5: A comparison between proposed recommendation methods and the

baselines on myocardial infarction cohort

Method
Respiratory Septicemia Myocardial Infarction

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 200 200 200 200 200 200 200 200 200

TRoT 200 200 200 200 200 200 200 200 200

TRoD 150 100 200 200 200 200 60 100 200

Table 5.6: K values that yield the best F1 score on three datasets of recommen-

dation methods over symptom-based, treatment-based and dual learning aspects

∆F
K = FKbest − FK

Tables 5.7, 5.8, 5.9 report the ∆F
K for K = 7, K = 15, K = 50 on three

datasets. From the tables, we can see that the values of F1 for small Ks are

considerably lower than those of the best cases. The difference is reduced

but still remain substantially high when K is increased. With K = 50, the

∆F
K is around ±1%
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Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 4.08 4.54 7.49 2.18 1.96 4.36 1.24 0.4 1.61

TRoD 4.1 3.96 8.23 2.36 1.78 3.43 1.06 0.48 1.24

TRoT 4.69 5.73 7.96 3.01 2.74 4.79 1.03 0.83 1.81

Table 5.7: Reported ∆F
K of TRoS, TRoT, TRoD methods on respiratory cohort

Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 7.0 6.88 6.73 3.45 3.86 3.34 1.7 1.52 1.14

TRoT 7.99 8.62 6.79 3.6 4.34 3.63 1.56 1.46 1.06

TRoD 7.44 6.91 6.58 3.43 3.63 2.63 1.36 1.33 0.82

Table 5.8: Reported ∆F
K of TRoS, TRoT, TRoD methods on septicemia cohort

Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 2.29 3.53 7.16 1.35 1.91 1.85 0.75 1.02 0.69

TRoT 2.65 3.61 7.67 1.08 1.69 1.97 0.35 0.28 0.56

TRoD 2.18 3.23 8.45 1.36 1.68 1.5 0.7 0.69 0.43

Table 5.9: Reported ∆F
K of TRoS, TRoT, TRoD methods on myocardial infarction

cohort

5.4 Discussion and Conclusion

In this chapter, we have introduced a simple K neighbor-based method to

recommend treatment for a new patient. Our method takes treatment pat-

terns of neighbor patients into account and selects the frequent prescription

drugs as recommendation drugs. The proposed method mimics human in-
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tuition in capturing the treatment creation procedure where treatment for

new patients is often derived from physicians’ medical knowledge and their

gained experiences through treating similar patients in the past. The idea of

selecting frequent drugs is naturally based on the assumption that frequent

prescription drugs among similar patients are essential drugs that will prob-

ably be given to new patients. Therefore, it can be said that our method

seem to be more explainable in terms of healthcare perspective.

The comparison result between using the K-neighbor based methods and

the nearest neighbor-based approach (K = 1) has pointed out the neces-

sity of taking treatment of K similar patients into account. The inefficient

of the nearest neighbor based treatment recommendation approach can be

explained by complicated relationships between symptoms and drugs. Such

complicated relationships can be the combination of multiple symptoms, the

combination of multiple drugs, the many-to-many mapping of drug-symptom

relations, i.e. one treatment could be treated by different drugs and vice

verse. In addition, there are cases that treating a patient is performed with-

out any knowledge on past cases since information about similar patients were

not found in the database. As a result, it is more likely that a new patient

is only similar to each other in several parts of his treatment. Consequently,

combining treatment from multiple patients seems to be inevitable.

To capture the variety of treatment due to the complicated relationship

between symptoms and drugs, we have explored the construction of treat-

ment patterns of neighbor patients in either the treatment-based aspect or

symptom-based aspect. We have also proposed a treatment recommenda-

tion method for each learning. The experimental results in Figure 5.6 have

indicated that there is no learning aspect that obviously outperforms the

other. This result can be the assumption that each aspect is a complemen-

tary view where both of them try to capture full mapping relation among

drug-symptom relations.

We have also proposed an ensemble approach that recommends prescrip-

tion drugs for new patients by combining treatment patterns of neighbor

patients from both learning aspects. The dual recommendation method

slightly outperforms the symptom-based and treatment-based recommenda-
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tion method for large M . This result shows the promise to consider different

aspects of solving the treatment recommendation problem. For small M , our

dual method works unsteadily. We hypothesize that in such cases, the num-

ber of recommendation drugs is too small to make the prescription frequency

of candidate drugs among neighbor treatment paths stable for applying our

approach.

We have compared the baselines and the proposed methods with the

best parameter K. The obtained results have shown that our domain-

interpretable recommendation method is able to achieve comparable results

to the state-of-the-art recommender systems designed for implicit feedback

data. Since solving the recommendation problems remains very challeng-

ing, we stress on the need of developing domain interpretable neighbor-based

methods that can work as good as black-boxed or complicated approaches. It

can be seen that interpretable methods are important to convince physicians’

faith in computer-aided systems applied to the healthcare domain.

Although our proposed methods can yield comparable results to the base-

lines, the number of required neighbors in the best cases are relatively large.

This drawback again could be explained due to the complicated drug symp-

tom relationship which can result in thousands of treatment patterns that

difficult to learn on a limited subset of patients. In addition, the combi-

nation idea is applied to recommend multiple drugs that probably require

more neighbor patients than predicting a single value by the classification or

prediction task.
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Chapter 6

Weighting Treatment

Recommendation Method

6.1 Motivation

The previous chapter has demonstrated a simple idea to recommend treat-

ment for new patients by selecting frequent prescription drugs among neigh-

borhood treatments from either single or dual learning aspect. However,

the efficacy of the proposed methods is only comparable with state-of-art-

treatment recommendation models for implicit feedback dataset when being

used with a large number of neighbor patients. This major drawback weakens

the interpretation of treatment recommendation model considerably.

The above drawback could be attributed to a strong assumption that

treatment of the neighbor patients and treatment of the considering new pa-

tient are similar. This ideal assumption may not be fit the reality. For exam-

ple, hypertension patients can be treated by Angiotensin-converting enzyme

(ACE) inhibitors including enalapril, lisinopril, perindopril and ramipril; or

by Angiotensin-2 receptor blockers (ARBs) including candesartan, irbesar-

tan, losartan, valsartan and olmesartan. Therefore, patients who are similar

in terms of symptom-based features may not be similar in terms of treatment-

based features. As a result, taking frequency of candidate drugs among K

treatment paths seems to be over-optimistic for cohorts that can be treated in
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very different ways. In this chapter, we aim to develop a more sophisticated

recommendation method that overcomes the above drawback.

6.2 Proposed Method

We derive a more deliberate mechanism to estimate the possibility of candi-

date drugs to be selected as recommendation drugs based on the following

observation. Prescription drugs on the treatment paths of a neighbor patient

p are given a high confidence score if they also appear in the treatments of

training patients who have p as one of their neighbor patients. In other words,

we re-utilize the known treatment paths of training patients to estimate the

confidence of nodes of their neighbors. The following section describes in

detail our weighting approach.

We split the training patients into several subsets where each subset is

considered as a sub-testing set and the rests are sub-training set. For each

patient in the sub-testing sets, we query his K1 neighbors p1, p2, ...pK1 and

their associated treatment paths δp1 , ..., δpK1 . For each patient pj in the

sub-training set, let Spj be the set of patients who have pj as one of their

K1 neighbors. We calculate a hitting-score hitδ
pj

dr for each drug dr on the

treatment path δpj of training patient pj as follows.

hitδ
pj

dr =
∑
pk∈Spj

d
pj
pk
× I(dr ∈ δpk)

In the above formula, every time drug dr was used to treat a patient

pk in Spj , we add to the hitting score hitδ
pj

dr a reward equal to the distance

d
pj
pk

. The meaning is that when pj and pk are far neighbors and dr has

been found in the treatment of pk, it is added more weight than the closer

neighbors as a compensation for the possibility of “incorrectly” identifying

close neighbors. The term “incorrectly” means those far neighbors who are

considerably different in terms of non-treatment-based features are similar in

terms of treatment-based features. In case pj and pk are close neighbors and

dr has been found in the treatment of pk, we add a relatively small award
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Algorithm 7: Recommending prescription drugs for new patient p in

a specific period using weighting approach

Data: Λ, θ, vp, Htrain

Result: return top M recommended drugs

1 Randomly split training set into sub-training and sub-testing sets ;

2 Initialize all nodes in the prescription trees with 0 hitting score;

3 for each pair (sub-training , sub-testing) do

4 for each p in the sub-testing do

5 Select K ′ most similar patients p1, p2, ..., pK′ among sub-training

patients ;

6 Trace associated treatment paths γp1 , γp2 , ..., δpK′ through tracing

variables Λ ;

7 for each γpi do

8 for each dr in γpi do

9 If p was treated with dr hitδ
pj

dr = hitδ
pj

dr + dp
pi

10 Compute hp = P (h|vp, θ);
11 Compute similarity between hp and each training patient in Htrain;

12 Select K most similar patients p1, p2, ..., pK ;

13 Trace associated treatment paths γp1 , γp2 , ..., γpK through tracing variables

Λ ;

14 C =
⋃K
i=1 γ

pi ;

15 for each dr ∈ C do

16 Compute hitpdr by equation (6.1);

17 Return top M drugs sorted by hitpdr;

equal to their distance to the hitting score since there is a high possibility dr

can be found in the treatment of pk.

After calculating the hitting score for all nodes in the prescription trees,

we perform the procedure for ranking recommendation drugs for testing pa-

tient p. For each candidate drug dr in the set C, we compute an average

hitting score hitpdr weighted by the distances from the test patient to neigh-

bors whose treatment paths include dr. The formula of hitpdr is given below.
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hitpdr =
1∑K

i=1 I(dr ∈ δpi)

K∑
i=1

I(dr ∈ δpi)× hitδpidr × d
p
pi

(6.1)

Algorithm 7 summarizes the main steps of the treatment recommendation

method using the weighting approach. It is worth noting that the proposed

weighting treatment recommendation method follows a similar workflow of

data processing, patient clustering, prescription tree construction steps as

described in the previous chapters. Therefore, in this chapter, we only present

a new mechanism to combine treatment paths of neighbor patients.

6.3 Experimental Evaluation

This section presents our experimental evaluation for the proposed weighting

treatment recommendation method. We use the symptom-based learning

aspect to illustrate the efficacy of the proposed model. We compare the

weighting treatment recommendation method on symptom learning aspect

named WTRoS with the TRoS and the baselines ICF + SGD, ICF + IALS,

ICF + ADA that have been mentioned in the previous chapters.

6.3.1 Dataset and parameter setting

We used the same three datasets described in the treatment learning chapter.

For the weighting approach, we split the training set into five subsets and then

learn the hitting score of nodes in the treatment paths of training patients.

The number of sub training neighbors K1 is varied with 50, 100, 150, 200

neighbors. We found that it is better to select a relatively large number of

K1. We report the result with K1 = 100, ε = 5. Most of the other relevant

parameters were set similarly to the previous chapter.

6.3.2 A comparison to the non-weighting approaches

First, we compare the efficacy of WTRoS and TRoS. Figure 6.1 shows the

F1 score obtained by two methods when recommending top 3 drugs and top
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10 drugs on three datasets.

(a) (b) (c)

(d) (e) (f)

Figure 6.1: A comparison on the efficacy of treatment recommendation task in

two cases: using the non-weighting recommendation method (TRoS) and using the

weighting recommendation method (WTRoS) over the symptom learning aspect

We varied the number of neighbors from 20 to 200 neighbors. It can be

seen that the WTRoS outperforms the TRoS in most of the cases over three

datasets. This shows the effectiveness of the proposed weighting approach.

6.3.3 A comparison to the baselines

We next compare the efficacy between WTRoS, TRoS and the baselines in

best cases. Similarly to the previous chapter, we report the result with the

choice of Kbest that returns the best F1 score corresponding to each M and

report the three evaluation measures on the test set with parameters Kbest.

Tables 6.1, 6.2, 6.3 show the obtained results on the septicemia, respiratory
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Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 41.33 33.06 21.62 42.58 56.52 71.07 41.94 41.71 33.15

WTRoS 42.15 33.59 21.68 44.02 57.44 71.19 43.06 42.38 33.23

ICF + SGD 42.13 33.4 21.75 43.83 56.68 71.16 42.95 42.03 33.31

ICF + IALS 20.1 23.19 17.96 19.33 39.0 59.89 19.7 29.06 27.62

ICF + ADA 42.15 33.44 21.72 43.48 56.78 70.9 42.8 42.08 33.25

Table 6.1: A comparison between the proposed weighting recommendation method

with the non-weighting one and the baselines over respiratory cohort

Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 41.4 35.91 27.81 25.12 36.28 55.3 31.27 36.09 37.01

WTRoS 41.48 36.22 28.26 25.39 36.49 55.99 31.5 36.35 37.56

ICF + SGD 41.49 35.98 28.36 25.18 36.71 56.01 31.34 36.34 37.66

ICF + IALS 17.74 21.57 18.82 10.76 22.26 37.61 13.39 21.91 25.08

ICF + ADA 41.97 36.16 28.51 25.82 36.44 56.39 31.97 36.3 37.87

Table 6.2: A comparison between the proposed weighting recommendation method

with the non-weighting one and the baselines over septicemia cohort

and myocardial infarction cohorts, respectively. From the three tables, we

can see that the WTRoS achieves competitive results to the baselines and

substantially better than the TRoS in most cases. This observation partially

shows the effectiveness of our weighting approach for recommendation task

in comparison to the non-weighting approach.

Table 6.4 reports the values of K that yields the best F1 score. Compared

to the TRoS, the WTRoS requires fewer neighbors to achieve the best F1

score in many cases. For example, we only need around 30 neighbors to

obtain the highest F1 score in recommending top 3 prescription drugs on the
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Method
Precision Recall F score

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 57.51 51.08 41.19 29.38 40.54 57.42 38.89 45.2 47.96

WTRoS 57.92 51.12 41.36 29.76 40.33 57.61 39.32 45.09 48.14

ICF + SGD 58.36 51.07 41.16 29.65 39.93 56.64 39.32 44.82 47.67

ICF + IALS 34.59 34.1 31.41 15.95 27.69 47.28 21.81 30.54 37.73

ICF + ADA 58.24 51.38 41.38 29.44 40.43 57.27 39.11 45.24 48.04

Table 6.3: A comparison between the proposed weighting recommendation method

with the non-weighting one and the baselines over myocardial infarction cohort

Method
Respiratory Septicemia Myocardial Infarction

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 200 200 200 200 200 200 200 200 200

WTRoS 30 200 40 50 50 50 200 50 100

Table 6.4: K values that yield the best F score on three datasets of recommendation

method using weighting (WTRoS) and non-weighting approach (TRoS)

respiratory cohort.

6.3.4 How good when using the small K

This section provides an investigation of the behavior of the proposed method

in small K. We use the same evaluation measure to characterize the difference

between F1 scores in the best K and the small K. Tables 6.5, 6.6, 6.7 show

the ∆F
K of the WTRoS and TRoS in comparison to the best cases. It can

be seen that the WTRoS can reduce the delta on each evaluation measure

considerably in comparison to the TRoS. The gap of the F1 score in the small

K and the best case has been reduced considerably.
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Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 7.11 7.18 6.73 3.56 4.16 3.34 1.81 1.82 1.14

WTRoS 1.84 3.85 6.6 0.79 1.1 2.15 0.36 0.24 0.15

Table 6.5: Reported ∆F
K of WTRoS and TRoS methods on respiratory cohort

Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 4.08 4.55 7.49 2.18 1.97 4.36 1.24 0.41 1.61

WTRoS 1.41 1.29 6.07 0.87 0.28 1.64 0.47 0.0 0.31

Table 6.6: Reported ∆F
K of WTRoS and TRoS methods on septicemia cohort

Method
K = 7 K = 15 K = 50

@3 @5 @10 @3 @5 @10 @3 @5 @10

TRoS 2.29 3.22 7.08 1.35 1.6 1.77 0.75 0.71 0.61

WTRoS 0.7 0.8 3.27 0.78 0.2 0.51 0.53 0.15 0.16

Table 6.7: Reported ∆F
K of WTRoS and TRoS methods on myocardial infarction

cohort

6.4 Discussion and Conclusion

This chapter has presented a weighting method that aims to overcome the

drawback of the non-weighting one presented in the previous chapter. Our

method addresses the issue where unreliable neighbors whose treatment may

be very different from the treatment of new patients even they are similar in

terms of symptom-based features.

To tackle this, we consider neighbor patients among training patients as

test data to estimate the confidence of the drugs on the treatment paths of
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the training patients. The improvement of obtained F1 scores in Figure 6.1,

the competitive results of the WTRoS in comparison to the baselines and

the fewer neighbor needed for the best case have shown the superiority of

our weighting strategy to the non-weighting one. It can be considered as a

“self-correction” strategy where a larger amount of weight is given to nodes

that appear in far training neighbor patients’ treatment paths to address

the problem of possibly wrong identification of neighbor patients. We note

that the low obtained precision in all three datasets indicates that there are

many neighbor patients who have been identified “incorrectly”. As a result,

this characteristic of the datasets seems to fit the weighting method, and

therefore lead to better results in terms of both efficacy and interpretability.
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Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this dissertation, we have introduced domain-based treatment learning

methods and treatment recommendation methods that try to incorporate

medical domain knowledge and provide interpretable data-driven methods

for healthcare problems. The main findings of our work are summarized as

follows.

Chapter 4 has proposed a treatment learning method that aims to de-

rive treatment patterns of patient groups. First, we address the challenge

in dealing with heterogeneous and longitudinal EMR objects. In concrete,

we proposed adopting a mixed variate restricted Boltzmann machine for rep-

resenting different types of patient records. Our method is more generic

in terms of data utilization than most of the current studies in the litera-

ture that merely used a limited subset of patient features. To address the

challenge of handling longitudinal prescription records, we proposed a scor-

ing algorithm which adopted medical domain information to split patient

records into periods automatically. Our scoring algorithm reflects signifi-

cant changes in prescription indication and seems to more flexible than fixed

interval treatment periods often used in the literature.

Second, we have proposed an indication labeling framework which is able

to reveal signs or symptoms of a set of diseases, and drugs curing these signs,
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symptoms. The framework illustrates how we use medical domain sources for

information extraction task. It is useful to grasp about diseases and treat-

ments quickly. In addition, the indication labeling is helpful for identifying

drug indication, an important component to measure the significant change

that probably indicates a new treatment period stage in prescription records.

More interestingly, drugs with labeled indication can help understand to some

extent what symptoms or diseases are underlying treatment patterns of each

patient group and therefore, help to understand the characteristics of each

patient group.

Third, in this chapter, we have also suggested an alternative way to or-

ganize drug frequency of each patient group in a tree form. This kind of

knowledge representation can not only reveal the sequence of frequent pre-

scription drugs but also allow identifying drugs that are frequently or infre-

quently prescribed given a set of other prescription drugs. In other words, we

propose a more flexible way that derives different types of treatment patterns

in comparison to the conventional approaches using association analysis.

Chapter 5 has presented neighbor-based methods which recommend top

M prescription drugs over treatment periods for new patients. The key idea

of the methods is to take into account the typical prescription drugs of neigh-

bor patients’ treatments to suggest drugs for new patients. To capture as

many as treatment variation caused by the complicated drug-disease map-

ping, we have proposed exploring different ways to find out the typical drugs

of neighbor patients under treatment-based learning aspect or symptom-

based learning aspect. The recommendation mechanism could be done via

each of the above learning aspect or both of them. Experimental results

have shown the superiority of the proposed K-neighbor-based recommenda-

tion methods to the nearest neighbor-based approach. In best cases, our

neighbor-based methods are able to yield similar results but more promising

in terms of interpretability compared to the baselines. The dual recommen-

dation method has shown to be effective in recommending a large number

of drugs. This result shows that the consideration of synthesizing differ-

ent learning aspects is promising to address the treatment recommendation

problem.
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Chapter 6 has provided a weighting recommendation mechanism which

partially addresses the issue of inconsistent similarity of symptom-based and

treatment-based features. Different from the recommendation methods pro-

posed in the previous chapter where recommendation drugs are ranked ac-

cording to their appearance frequency among neighbor patients’ treatment

paths, the weighting method estimates the confidence of each drug in train-

ing patients through neighbor patients’ treatment paths among training set

itself. The experimental results have pointed out the effectiveness of the

weighting method in terms of evaluation measures and interpretability. It

is able to yield competitive results to the baselines with fewer neighbors in

comparison to the non-weighting method. This result has shown there are

plenty of rooms to develop different strategies for solving the treatment rec-

ommendation problem using neighbor-based approach.

7.2 Future Work

We have proposed various methods for solving the treatment recommenda-

tion problem. However, the precision of the proposed methods is still quite

low. Based on the results and analysis of the pros and cons of the proposed

recommendation methods, we suggest the following research directions that

could be considered further to improve the treatment recommendation effi-

cacy.

First, although we extracted sign/symptom features to represent patients,

we hypothesize that many among them could be relevant or close to other

features. As a result, similarity measures designed for binary features seem to

unfit with highly relevant symptom features. To resolve this issue, it would

be necessary to identify sets of relevant features and propose a new similar-

ity for highly correlated features. The first challenge can be addressed by

word embedding techniques that represent each extracted symptom term as

a vector in the clinical context and measure the similarity among the terms,

i.e the symptom attributes. We then need to develop a new similarity be-

tween two patient vectors given the similarity of attributes. In this case, the
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weighting approach for similarity measures [Mihalcea et al., 2006, Candillier

et al., 2008, Luo et al., 2011, Matsuo and Ho, 2018] could be useful to reweigh

the similarity more appropriately for the clinical context.

Second, there is a complicated relationship between treatment view and

symptom view. Patients who are similar to others for only a few symptoms

could be treated in a very similar way. Therefore, it may be useful to utilize

the similarity in treatment view of training patients to adjust the similarity

in symptom view. A high-quality patient subcohort at that time is defined

as a group of patients who are similar in both symptom and treatment-based

features.

Third, the use of initial symptom could limit capturing the change in pre-

scription according to patient health status. A dynamic modle that captures

sequences of treatment and patient phenotype would be more practical to

improve the recommendation efficacy. The challenge of this approach is one

has to recognize patient phenotypes after each period of drug use. Though

this is a very challenging task, it could be addressed by sentiment analysis

methods for medical text which have been developed recently [Thelwall et al.,

2010, Deng et al., 2014, Bui and Zeng-Treitler, 2014, del Arco et al., 2016].

101

hoanghung




List of Publication

International Conference Papers

• Hoang K.H., Ho T.B. (2018) Learning Treatment Regimens from Elec-

tronic Medical Records. In: Phung D., Tseng V., Webb G., Ho B.,

Ganji M., Rashidi L. (eds) Advances in Knowledge Discovery and Data

Mining. PAKDD 2018. Lecture Notes in Computer Science, vol 10937.

Springer, Cham.

Journal Papers

• Hoang K.H., Ho T.B. (2019) Learning and Recommending Treatments

Using Electronic Medical Reords. Journal of Knowledge-based Systems

(accepted).

xii



Bibliography

[Association et al., 2008] Association, B. M. et al. (2008). Withholding and

withdrawing life-prolonging medical treatment: guidance for decision mak-

ing. John Wiley & Sons.

[Blumstein, 1980] Blumstein, J. F. (1980). Rationing medical resources: A

constitutional, legal, and policy analysis. Tex. L. Rev., 59:1345.

[Bottou, 2012] Bottou, L. (2012). Stochastic gradient descent tricks. In

Neural networks: Tricks of the trade, pages 421–436. Springer.

[Bouarfa and Dankelman, 2012] Bouarfa, L. and Dankelman, J. (2012).

Workflow mining and outlier detection from clinical activity logs. Journal

of biomedical informatics, 45(6):1185–1190.

[Bui and Zeng-Treitler, 2014] Bui, D. D. A. and Zeng-Treitler, Q. (2014).

Learning regular expressions for clinical text classification. Journal of the

American Medical Informatics Association, 21(5):850–857.

[Candillier et al., 2008] Candillier, L., Meyer, F., and Fessant, F. (2008).

Designing specific weighted similarity measures to improve collaborative

filtering systems. In Industrial Conference on Data Mining, pages 242–255.

Springer.

[Char et al., 2018] Char, D. S., Shah, N. H., and Magnus, D. (2018). Imple-

menting machine learning in health careaddressing ethical challenges. The

New England journal of medicine, 378(11):981.

xiii



[Chen et al., 2018] Chen, J., Sun, L., Guo, C., Wei, W., and Xie, Y. (2018).

A data-driven framework of typical treatment process extraction and eval-

uation. Journal of biomedical informatics, 83:178–195.

[Chen et al., 2015] Chen, Y., Xie, W., Gunter, C. A., Liebovitz, D., Mehro-

tra, S., Zhang, H., and Malin, B. (2015). Inferring clinical workflow effi-

ciency via electronic medical record utilization. In AMIA annual sympo-

sium proceedings, volume 2015, page 416. American Medical Informatics

Association.

[del Arco et al., 2016] del Arco, F. M. P., Valdivia, M. T. M., Zafra, S. M. J.,
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