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Chapter 1

Introduction

During a long period of research, Artificial Intelligence (AI) has progressed, and
in recent years, has had an impact on our lives. Many innovations, such as
self-driving cars and medical analysis systems, have introduced AI methods to
improve the quality of life in various ways. AI has become a part of the modern
lifestyle now.

Research on AI has been conducted broadly, for example, natural language
processing (NLP), computer vision, or speech recognition. Recently, these stud-
ies have shown dramatic results, due to the availability of large-scale computing
with GPU. In computer vision, AI can perform separation and classification
tasks accurately. Currently, research has expanded to include automatic image
and video captioning. In NLP and speech recognition, in 2016, Google an-
nounced that 20% of mobile users performed searches with the voice function.
This shows the improvement and reliability of the current system. The focus of
research in this field is now shifting to interaction with humans [1].　

Games are also an important target of AI research because many games are
well known and the rules can be simply defined, then it is relatively easy to
reproduce or compare different methods. Although games are simple, creating
smart computer players is not since it requires various intelligent abilities such
as search, optimization, or reasoning.

The first and major purpose of game AI research is to create strong com-
puter players. During 60 years of research on game AI, one of the most notable
progress was shown in 1997, when IBM’s computer chess player, called Deep
Blue, beat Garry Kasparov, the world champion [2]. In the 2000s, the perfor-
mance of computer shogi players (mainly oriented from Bonanza) reached the
professional level. Moreover, in 2016, AlphaGo beat Lee Sedol, who is one of
the strongest professional players and won 18 times world champion [3]. The
triumph of computer players, such as Deep Blue and AlphaGo, over human pro-
fessional players proved their ability. In addition, in modern computer games,
such as Super Mario Bros. [4] and Starcraft [5], computer players have become
stronger than intermediate human players. A famous example can be found
on YouTube, where the A* player for Infinite Mario Bros. (the public domain
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clone of Super Mario Bros. of Nintendo)1 has been shown with accurate and
fast movement. These successes show that it is perhaps time to focus on other
issues of game AI than making strong computer players, such as the ability to
entertain humans, which is, in fact, the primary purpose of computer games. If
we want to consider a method to entertain human players, it will be necessary
to understand human players.

Strong computer players are likely to play optimal actions for given states.
In contrast, human players are often affected by not only given states but also
external factors such as their physical or mental statuses. So, optimal actions
may not be selected, intentionally or unconsciously. Typical characteristics of
such behaviors of human players are often called “human-likeness.” In the case
of the A* Super Mario Bros. AI’s video where the behavior looks remarkably
mechanical, humans understand that a machine controls the player. In the case
of two or multi-player games, such mechanical behaviors may greatly harm hu-
man players’ entertainment. Usually, human players prefer to play against/with
human players or human-like players and do not want to play against too
strong/accurate/fast players like a “cheater.” Also, human-likeness is almost
necessary for automatic test players. Let’s consider that a computer player eval-
uates a stage of a shooting game. If the player is very strong/accurate/fast that
human players cannot reach the level, even a very difficult stage may be evalu-
ated as “can be cleared easily.” Thus, human-likeness is important for the en-
tertainment of games and should be analyzed, reproduced, and well-considered.

Many published papers dealt with and discussed human-likeness on various
topics, purposes, methods, and aspects. For example, Fujii et al. [6] focused
on physical constraints and employed reinforcement learning to create human-
like players. Different from their approach, we focused on mental aspects and
employed a modified A* algorithm [7], for making human-like Super Mario
Bros. players. In this field, there are no common definitions of human-likeness
or human-like behaviors; therefore the evaluation methods vary from different
research groups.

In this dissertation, we classified the current literature to understand the
current situation of human-likeness in academic research and look for whether
there is any essential but less studied aspect. As further studies of human-
likeness, we worked on three different topics which we believe will be useful for
advanced research in this field.

The structure of this dissertation is as follows: In Chapter 2, the previous
literature is classified by the purpose, the method, and the perspective. In
Chapter 3, the approaches of our research are briefly explained and the de-
tails are introduced in Chapters 4 to 6. In Chapter 4, the emotional aspect of
human-likeness is discussed. Particularly, using Super Mario Bros., some behav-
ior models and transition rules are proposed and implemented so that the player
seems to have emotions. In Chapter 5, the emergence of human-like behaviors
based on sub-goals is discussed. In Chapter 6, we show the generation of biased
random sequences to make human players believe the random numbers are nat-

1https://www.youtube.com/watch?v=DlkMs4ZHHr8, Accessed May 13th, 2019
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ural without any bias. Finally, we explain the contribution of the research in
Chapter 7.

This research contains various approaches. However, they have a common
primary purpose, which is to analyze and reproduce human-likeness for the
entertainment of games.
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Chapter 2

Literature Review

Much of the research on computer game players (called game AI) thus far has
been conducted for its “strength,” and classic board games (e.g., chess, Go, and
shogi) have been targeted. A certain strength is necessary as the basis for any
other purpose; however, the performance of game AI had been insufficient for a
long time, even for such simple games.

Through breakthroughs by the Bonanza method [8] and Monte-Carlo tree
search [9] at the end of the 2000s and deep learning in the mid-2010s, the
strength of game AI has exceeded that of human players, or at least average
players in many games, not limited to classic board games [3]. Recently, other
directions than strength are attracting attention.

As one of the next research targets of game AI, “human-like behavior” is a
topic that has become popular very recently. To enhance entertainment, game
AI may be necessary to behave like humans. We can consider the effects of
human-likeness on two levels. In the case where humans do not participate in
the games, e.g., the gameplay movie of A* player in Infinite Mario Bros. [4], the
unnaturalness of the game AI might be harmless. In contrast, if a promotion
movie of a game is generated by employing two AIs, it may be better to employ
human-like AI for making exciting movies. In two-player or multi-player games,
where a human player simultaneously plays with one or more game AI (AI is
assigned as partners, opponents, or neutrals), the unnaturalness of the AI’s
behavior may harm the entertainment of the games directly.

The topic of human-likeness of humans/machines is popular in the field
of philosophy of the mind and cognitive science. The research in this field
has been discussed widely since Alan Turing proposed the Turing test in his
article “Computing Machinery and Intelligence” [10]. In the area of computer
games, the study of human-like behavior is broad and arouses interest from
many researchers. However, as far as we know, the definition of human-like
behavior is still ambiguous, even in the specific case of computer games.

There have been several attempts to define the measurement of parts of
human-likeness. Togelius et al. [11] defined player believability as “whether
someone believes that the player, who controls the character/bot, is a human,
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i.e., a human is playing.” This measurement is mainly used for video games,
such as Starcraft and Super Mario Bros., where either a computer player or a
human player can control a character in the games. Human subjects observe
the behaviors and judges whether a human player is playing. Based on this
definition, various human-like game AI approaches were proposed. However,
believability is only a part of human-likeness. There are many other aspects
and ways of measurement of human-likeness. In the remaining of this chapter,
we collected and classified the current literature to understand the situation of
human-likeness in academic research.

2.1 Various definitions of human-likeness and var-
ious approaches

Much research has been conducted on games, and many studies focused on the
strength of game AI, but there are also many studies on human-likeness. There
are a variety of uses, methods, and perspectives of the research in human-
likeness (various categories are briefly summarized in Table 2.1). Thus, we
surveyed many papers related to human-likeness and investigated them on the
following points: 1) for which purpose human-likeness is needed/used, 2) by
which method the purpose is realized, and 3) on which perspective of human-
likeness is focused. We classified and grouped the papers to understand the
situation of recent research on human-likeness and the result is summarized in
Table 2.2. This survey was published in a domestic conference [12].

Method supervised learning, reinforcement learning,
evolutionary computation, heuristics and
search, etc.

Purpose entertainment, procedural content generation,
education, etc.

Perspective abstract observation, overlook in observation
and search, physical limitation, fun and curi-
ousity, emotion, etc.

Table 2.1: Various methods/purposes/perspectives of human-likeness

In Section 2.2, we introduce some of the research according to the purposes
of human-likeness. The most obvious purpose of the research on human-like
behavior is to improve human players’ satisfaction by making computer players,
which play against/with human players, act like human beings. It may be an
opponent (enemy), a friend (alliance), or a neutral player such as a villager or
a crowd. In some cases, not only human-like but also specific-player-like may
be preferred. Further, other purposes, such as automatic content generation
(procedural content generation, PCG), or education, have also been broadly
studied recently.
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In Section 2.3, we discuss the methods employed for realizing human-likeness.
To make game AI behave like humans, some simple and straightforward meth-
ods are to reproduce similar actions to those made by human players in the same
situations. Reproduction is usually done by case-based reasoning or supervised
learning. These methods have been commonly used for “strengthening” pur-
poses. Besides, there are many other methods for achieving human-likeness or
for analyzing human-likeness of human players.

Humans have many unique characteristics that computer players usually do
not have. Humans cannot recognize the game screen or information precisely
all the time. Blurring often occurs in observation, omitting often occurs in
thinking, or fatigue of hands usually occurs in control. Also, sometimes humans
are influenced by emotions, and sometimes, they may play games for purposes
other than the purpose defined by the game rules just for fun. Thus, we divided
these characteristics into several groups, and their perspectives are introduced
in Section 2.4.

2.2 Purpose

Many researchers have analyzed or reproduced human-likeness for many pur-
poses. In this section, we introduce and discuss such purposes with typical
examples.

2.2.1 Agent players for entertaining human players

Among the studies on human-like behaviors, the most direct usage is to in-
troduce game AI as agent players (opponent, friend, or neutral character) to
replace human players. Most of these kinds of research aim to satisfy human
players by using human-like computer agent players.

For example, Mandziuk et al. [13] claimed that, if the behavior of a game AI
is constant or poorly changed in a certain scene of a game, human players can
predict the behavior of the game AI by repeatedly learning and the entertain-
ment of the game might be impaired. Thus, he proposed a method to produce
agents’ individuality to solve the problem.

Bailey et al. [14] considered that the limited behavior of the game AI affects
the entertainment of a game, and various elements, such as individuality, emo-
tion, motivation, and social relationships, should be introduced to give a sense
of immersion in the in-game content.

Fujii et al. [6] claimed that the optimal actions to win games may look
machine-like to humans. For game AI to play with a human player, it is nec-
essary to give the player the feeling that the AI is also playing with him or
her. Thus, biological constraints (tremor, delayed response, and fatigue) are
introduced into the game AI to create human-like behaviors.

Ito et al. [15] claimed that a drama or happening should occur in a game
match to increase its entertainment. They also claimed that such drama or
happening among human players are often made by some errors. The lack of
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human-like errors caused players to lose interest in the game. For this, they
classified the errors in shogi and proposed a human error model.

For the game of Go, Ikeda et al. [16] also provided an overview of various
techniques used for entertainment. They claimed that computer players should
select natural moves to entertain human players and to encourage them to con-
tinue playing Go.

Wada et al. [17] claimed that computer players’ human-likeness as teammates
is more important than that as enemies. They also claimed that teammate
AI should estimate human players’ intentions or utility and respect it. They
proposed a method to estimate a human player’s utility from the human player’s
history of play and try to optimize the utility.

2.2.2 Procedural content generation

In a game, not only basic rules and the system, but also game data, also called
“contents”, are required. The scope of the word is wide and depends on the
context. Contents can refer to the part of games that is strongly related to
gameplay, such as the construction of the map (in games), the additional rules,
or the statuses of characters. In addition, content can refer to small details, such
as the appearance of the character, the appearance of the map (small articles,
texture, etc.).

Contents are usually created by human designers. In some games, automatic
content generation has been used, such as automatic map generation in Rogue-
like games1. Recently, maintaining the excitement of games by updating the
contents which is called “download content”, such as game rules, additional
maps or characters, new stories, or events, becomes important tasks. And to
reduce costs, assisted or automated content generation is needed. Automatic
content generation is also called procedural content generation, or PCG.

PCG requires technologies in various fields, such as natural language pro-
cessing, image processing, or speech recognition, depending on what the content
refers to. In the study of game informatics, gameplay-related contents, such as
map generation, are considered. There are many ways to generate such contents,
e.g., supervised learning and generative adversarial network [18] using existing
maps. One of the most major ways is the generate-and-test approach, where
contents (such as a map) are randomly generated and then evaluated/filtered
by computer players. In other words, playability (”can human players clear this
map?”) or entertainment of the contents (”do human players feel fun by playing
this map?”) are estimated by AI agents. If the AI behaves too differently from
human players, the evaluation may not be able to point out anything (only the
AI can play or use the created contents).

In some PCG works, human-likeness of test agents was explicitly considered.
Togelius et al. [19] modeled players with focuses on the driving style, ability,
etc. for race games, and used them to generate race tracks that human players
enjoy playing.

1https://www.greenmangaming.com/blog/what-is-a-roguelike/
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Sometimes, human-likeness is considered, but not as the property of test
agents. Shaker et al. [20] proposed a model of the impression of a player (fun,
challenging, or dissatisfaction) by using machine learning. This research at-
tempted to generate a game stage which has a high possibility for entertaining
human players, by using the impression model as the state evaluation function.

Chanel et al. [21] estimated emotions based on physiological signals of human
players during gameplay and adjusted the difficulty of the game to suit the
players. The approach was not based on questionnaires which are usually done
in human-likeness research.

2.2.3 Education

One of the purposes of the works on human-likeness is education/coaching.
Computer game players are strong, then it is natural that they are employed to
coach human players. Although they may be easy to tell the best move for each
state, such ability is not sufficient as a good coach. Good human coaches respect
the characteristics and intentions of their students, consider why students played
bad actions, and explain so that students can understand. For such activity,
human-likeness should be well considered.

For example, Omori et al. [22] presented a method to reproduce many dif-
ferent playing styles of professional players in shogi for coaching purposes. Pro-
fessional players are divided into two groups, offensive and defensive, and su-
pervised learning was conducted to imitate their playing styles.

Ikeda et al. [23] aimed at education for the game Go. Instead of simply giving
guidance for bad moves with poor evaluation values, the researchers tried to find
bad moves that “human instructors are likely to point out.” The work tried to
reproduce a human-like instructor, not simply human-likeness.

Takahashi et al. [24] aimed to educate players to master Puyo Puyo, one
of the Japanese popular puzzle games. They proposed to generate game sub-
problems to improve players’ skills. Thus, the work can also be classified as
PCG. To generate interesting and useful training problems, estimation of inter-
estingness by supervised learning was used.

2.2.4 Other purposes

There are some other purposes of works on human-likeness which are difficult
to be classified into the previously shown groups. For example, some of them
discussed essential questions such as what human-likeness is, how it can be
evaluated, and what kind of evaluation method is undesirable [11] [25] [26]
[27]. Also, there is another study that focused on commercial and advertising
perspectives. The research focused on the positioning of the augmented reality
(AR) icon that is easy to be recognized but not visually disruptive [28].

Due to the popularity of e-sports in recent years, Lu [29] tried to create an
observation video of a fighting game with game AI for e-sports training.

Thus far, we showed the various purposes of human-likeness in this section.
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However, what we have presented here are only parts of the purposes of human-
likeness. There are also other purposes that have not been introduced.

2.3 Method

Various artificial intelligence techniques can be used to reproduce human like-
ness. In this section, we provide an overview of current techniques that have
been used. Also, the following table (Table 2.2) lists our classification of papers
by purposes and methods.

Purpose
Method

SL RL or EC HS Phys, Rb, Grp Other
Make
game players

[30] [31]
[32] [33]
[34] [35]
[36]

[6] [37]
[27] [38]
[39] [40]
[41]

[13]
[28] [42]
[43] [44]

[45]
[14] [46]

[47]

PCG [19] [20]
[48] [49]
[50]

[48] - [21] -

Education
or training

[22] [51] - [24] - [52]

Etc. [53] [54] - [55]
[56]

[57] [11]
[58]

Table 2.2: The literature classified by the purpose and the method (SL: Su-
pervised learning, RL: Reinforcement learning, EC: Evolutionary computation,
HS: Heuristic method and search, Phys: Physical testing, Rb: Robotic, Grp:
Graphic, Other: Discussion or proposing assessment method)

2.3.1 Supervised learning

To create human-like game AI, learning from human play data is considered
the simplest method. Many approaches have been tried and employed in the
context of reproducing human professionals’ actions as strong computer players.
For example, the realization probability search [59] and Bonanza method [8]
originated in Japan. These methods attempted to imitate strong human players’
thinking and/or evaluation function by using supervised-learning methods and
strong human players’ game records.

Shaker et al. [20] used a neural network to express human-likeness in a car
racing game. The authors combined two types of networks, one determining the
trajectory of a car and the other determining the speed, to mimic the behavior
of human players.

Munoz et al. [31] tried to not directly reproduce the behavior (playing) of
human players, but to estimate the course preference of human players in a car
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racing game. They constructed an evaluation function, from a course to a value,
and applied it to create non-player characters (NPCs).

Miyashita et al. [37] proposed to combine supervised learning and reinforce-
ment learning. Their goal was to create strong while human-like computer
players.

In Omori et al.’s research [22], they separated playing styles in shogi into
offensive and defensive, and trained an evaluation function by machine learning.
Research targeted on specific playing styles or specific players is often performed.

Moreover, many other studies used supervised learning to reproduce human-
likeness, and we discussed only some of them [17] [19] [24] [32] [60].

2.3.2 Reinforcement learning

Reinforcement learning is a learning process that imitates humans interacting
with environments [61]. Reinforcement learning is notable in terms of creating
strong game AI without giving any learning data, for example, AlphaGo [3] and
DQN [62]. However, there are also no guarantees whether human-like behaviors
can be obtained, which highly depends on given rewards. For example, DQN
for Atari games does not look human-like, because in some cases, the responses
are too quick.

Fujii et al. [6] tried to introduce human-like delays and sensory errors to
conventional Q-learning for producing human-like behaviors. To express a delay,
data obtained from the game were fed into Q-learning several frames later, and
noises were added to the input data as sensory errors. The authors expressed
fatigue by giving negative rewards when the operation (button) was changed
rapidly. These modifications greatly benefited the acquisition of human-like
behaviors.

Lu et al. [29] aimed to combine reinforcement learning with neural networks
to create game AI that can play several games of the same type. The general
game playing (GGP) and general video game playing (GVGP) frameworks pur-
sue human-likeness in the sense of a human-like quick adaptation from current
knowledge.

Rule-based modeling has been widely used for making computer players,
and often the rules were defined manually. Ortega et al. [33] employed the
“dynamic scripting” method to adapt the rules by reinforcement interaction
with environments or opponents. Such adaptation ability can be also considered
as a part of human-likeness.

Other attempts introduced external rewards that were not obtained from the
games. For example, when humans are playing an unfamiliar game but keep
failing, they may try to reach some new states first. The attempt to reproduce
this eagerness of exploration is called curiosity-based reinforcement learning and
many researchers focused on this area. In addition, Phuc et al. [27] pointed out
that it would be better to give “fun” as a reward for various human behaviors
in games.

It is difficult to design a good reward for each game so that the trained
agents behave like human players. Inverse reinforcement learning [63] is such a
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challenge to acquire good rewards by using game records from human players.

2.3.3 Evolutionary computation

Evolution is an adaptation process of species, which may be used to bring some
naturalness. For example, in the farm-simulation game Astronōka, the evolution
of pests succeeded in giving players aversion (similar to real insects).

In many cases, evolutionary computation is merely used as an optimization
method. Evolutionary computation does not require differentiable functions
unlike some other methods such as gradient-based methods. Thus, direct opti-
mization can be performed, and by using a large number of individuals (candi-
date solutions), it is possible to give players various game experience. By using
multi-objective optimization, it becomes relatively easy to balance the strength
and naturalness of computer players [38].

Van Hoorn et al. [39] focused on steering and acceleration in a racing game.
Human-likeness was reproduced by using multi-objective evolutionary computa-
tion to minimize the difference between humans’ play data and game AI’s play
data.

The combination of neural networks and evolutionary computation is often
used and is called neuroevolution (NE). NE has been used to minimize differ-
ences with human behavior history directly, such as Ortega et al.’s research [33]
on Super Mario Bros. Another research on the same game [27] used NE to
minimize differences with human behavior statistics (the coin acquisition rate,
left button press rate, etc.).

2.3.4 Heuristics, search algorithms, and others

Human-like behaviors were also reproduced by other methods, such as rule-
based ones where the behaviors of AI are manually described, and search algo-
rithms where human-likeness is also taken into consideration.

Hirai et al. [64] and Sato et al. [55] generated human-like agents in shooting
games by adding modifications to search algorithms, such as introducing an
influence map to avoid immediate evasion action (which is hard for humans to
perform), reducing frequent changes of directions, etc.

In Ikeda’s article [16], after defining what kinds of unnatural moves should
be avoided for entertainment, values from a static move evaluation function
(trained by supervised learning) and expected winning ratios (calculated by
Monte-Carlo Tree Search) were both considered. Not-best but natural moves are
selected to intentionally weaken the strength of computer players while keeping
naturalness.

As in Omori et al.’s work [22], Nakamichi et al.’s work [28] on shogi was based
on the Bonanza method, but an adjustment was performed on the evaluation
values from αβ pruning to reduce unnaturalness. In addition, they further
investigated the unnaturalness which was originally described by Ikeda [16].
Classifications such as bad moves, unconventional moves, unintended moves,
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unintended intentions, inconsistent strength, unnatural tactics, and bad luck
were proposed.

In this section, thus far, we classified papers by AI techniques or methods.
However, expressing human-like behaviors with only a simple method is hard,
because human-likeness has many and different perspectives.

2.4 Human-likeness perspective

Human players show human-likeness in various forms. For example, let’s con-
sider the situation shown in Fig. 2.1, which simplifies the decision-making pro-
cess of a human player. The followings discuss three aspects which human
players usually have but computer players do not. First, when observing states
((1) in Fig. 2.1), the player may overlook something or miss approximating the
position or timing. Second, when thinking ((2) in Fig. 2.1), the player may
pause his or her operation, decide to perform biased behaviors due to habit, or
even make bad predictions. Third, when reacting ((3) in Fig. 2.1), the player
may fail to respond immediately due to fatigue, make operation mistakes, or
change behaviors merely because of emotions.

Figure 2.1: A human player plays a game. (1) The player observes the game
states with his or her senses (eyes and ears). (2) The player thinks about his
or her responses. Then (3) the player responds and makes his or her decided
actions via the controller.

There are many possible aspects of human-likeness, but each paper usually
only discusses one or some of them. Many papers directly imitated the sequence
of actions. In other words, the “outside” aspect of human-likeness is considered.
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Also, many papers considered the “inner” aspect of human-likeness, such as cog-
nitive methods or physical limitations, and tried to produce human-like actions
by them. In this section, papers are grouped and introduced in terms of such
approaches based on perspectives of human-likeness: direct imitation, physical
limitation, emotion, mistake/misperception/misunderstanding, and preference.
We show only a part of research related to human-likeness; thus, there may be
other additional groups to which we do not refer.

2.4.1 Imitation of action sequences

To produce human-like behaviors, direct imitation of action sequences seems to
be the simplest approach. Ortega et al. [33] tried to make computer players
whose traces for a stage of Super Mario Bros. are similar to those of human
players. They implemented and compared three methods (i.e., hand-coded,
direct learning, and similarity maximization) to reproduce the traces. For the
evaluation, comparisons between the three methods were made and similarity
maximization gave the best results.

Kinebuchi et al. [51] pointed out that some typical variations or sequences
of shogi are valuable to imitate for improving naturalness from human players’
viewpoints. If some variations appear frequently among human professionals
but not so frequently among AI players, such variations should be specifically
considered by using some biased selection.

Sometimes, human variations/sequences are indirectly imitated. Munoz et
al. [31] focused on five elements (i.e., speed, overtaking, overtaking prevention,
collision avoidance, and trajectory correction) in car racing games by trying to
mimic humans’ feature values to imitate human traces.

In a similar way, Phuc et al. [27] applied evolution computing to make the
number of collected coins, the frequency of jump, etc. closer to those of humans
in the Mario gameplay.

2.4.2 Physical limitation

As a living being, the human body is well made. However, the recognition,
transmission, and operation functions are inferior to those of machines. This
is an essential aspect of human-likeness and should be recognized whenever
we design a computer player as an enemy, a companion, or a test player for
procedural content generation.

Fujii et al. [6] realized human-likeness by focusing on humans’ physical con-
straints (tremor, reaction delay, fatigue, etc.). They introduced such constraints
into Mario’s game AI. However, this method is not only for Mario AI but also
for a general-purpose. Various applications can be considered.

As a similar perspective, Tan et al. [40] pointed out that human beings
cannot recognize objects at distant places precisely. When designing computer
players of a car racing game, the authors tried to realize human-like behaviors
by adding noises to state inputs of computer players, depending on the distance
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to each object such as another car. Consideration of noises in human perception
was also shown by Hagelbaeck et al. [42].

In addition, Lu et al.’s work [29] considered that such physical restrictions
can be introduced as rules of games. For example, in the Fighting ICE plat-
form, when computer players play, the information transmission is taken into
consideration and thus the previous state is passed to the player instead of the
current one.

2.4.3 Emotion

Human behaviors are often strongly affected by their inner emotions. This
is an essential feature of human beings. Emotions may cause mistakes and
inconsistent behaviors. Understanding human emotions and their changes is also
important to make computer game players. More specifically, it is important
to create not only computer players which have human-like behaviors, but also
cooperative or coaching game AI who can understand, respect, and support
humans’ gameplay.

Mandryk et al. [45] focused on emotions (boredom, challenge, excitement,
dissatisfaction, and enjoyment) when playing games. They proposed a method
for estimating these five emotional states from physiological information by
using the fuzzy theory.

After the work by Mandryk et al., Chanel et al. [21] used a similar emotion
estimation method for content generation. Here, the balance of a game is ad-
justed to an appropriate difficulty for each player, considering their estimated
emotions.

In this dissertation, instead of estimating human emotions during gameplay,
we try to create a game AI that appears to have emotions. For example, in
Mario, when many enemies suddenly pop up, human players are likely to be
surprised and frightened, and then move far away from the enemies.

2.4.4 Mistakes and misperceptions

Mistakes and misperceptions are obvious characteristics of human players, and
thus are important for human-likeness. Considering the case that computer
game players play against/with a human player, if their movements or behav-
iors are very accurate without any mistake, entertainment of human players
(especially casual players) will be harmed. In addition, for game content gen-
eration, human mistakes should be well considered. When AI is employed as a
test player, if the AI makes no mistakes, there are no guarantees that a human
can win/clear the content. Thus, mistakes and misperceptions are a crucial
factor of human-likeness.

Ito et al. [15] stated that human errors produce drama in games, and thus
contribute to the enjoyment. Also, they proposed a model to explain human
mistakes and classified the reasons and types of human errors in shogi.

We discussed physical limitations in section 2.4.2 and misperceptions may be
a part of such limitation. For example, the work by Tan et al. [40], introduced
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in section 2.4.2, reproduced some kind of misperceptions by adding noises to
inputs.

In Chapter 6, we discuss that the pseudorandom sequences which are of-
ten used in games can make human players dissatisfied, because of humans’
mathematical cognitive biases. Normally, algorithms for generating pseudoran-
dom numbers aim to generate the longest non-pattern sequences as the theory
in mathematics. However, each human player has their own ways/biases of
thinking about random numbers. Thus, even random sequences that are almost
mathematically ideal may not satisfy human game players. Further, we show a
method for generating random sequences that human players feel more random
than those generated by a famous pseudorandom number generator.

2.4.5 Preference

In gameplay, when we compare two players, even if they try to achieve the same
goal or even if they have the same skill level, the methods and approaches for
achieving the goal may differ. The way of playing is called a playing style. In
addition, many games provide sub-goals or rewards that do not directly lead
to victory, or often human players invent such sub-goals by themselves. For
example, in Super Mario Bros., killing a large number of enemies and collecting
many coins are not important for victory. However, human players often prefer
to do or achieve this kind of goal or reward. These are also called secondary
objectives. By incorporating these objectives into learning and search, human-
like behaviors may emerge.

Wada et al. [17] pointed out that when humans play role-playing games
(RPG), such as Dragonquest or Final Fantasy, players not only “want to win,”
but also “want to win with less damage,” “want to win and preserve resources,”
and “want to win as soon as possible.” Thus, for making cooperative alliance
AI, predicting such a sub-purpose by using the history of the human player’s
actions and changing behaviors accordingly can improve the degree of satisfac-
tion.

In Chapter 2, we showed much research with various purposes, methods, and
perspectives of human-likeness. The purpose of this survey was to understand
the current situation of research in this field and whether there is any essen-
tial but less studied aspect of human-likeness which is worthy to reproduce.
As a result, we found many possibilities to expand the current research area.
We explored three topics on human-likeness in particular, which we believe is
necessary for enhancing the entertainment of games.
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Chapter 3

Approach

The research on human likeness in game AI is varied, yet there is still much
human behavior which is unique and should be considered. In Chapter 2, we
introduced and summarized many researches related to human-likeness. After
intensive survey, we found three interesting topics which are valuable to consider
but have been less challenged. In this chapter, their background are explained,
our research questions are defined, and our approaches are briefly introduced.

The first topic is about emotion. In the same game and the same stage,
throughout the scene, human behavior may change from a style to another
style. For example, in Super Mario Bros., sometimes, the player might look like
s/he enjoys collecting coins, or sometimes, s/he might look s/he is rushing to
clear the stage, due to the situation in the game and player’s emotion. These
changes are also an essential point of human likeness which should be considered
(Fig. 3.1 (1)).The reproduction of emotion-based behaviors and its transition
will be valuable for making human-like computer players.

The second topic is about sub-goals. There can be many sub-goals in one
player game, for example collecting coins or killing enemies in Super Mario
Bros. Further, some interesting examples of human-like behaviors can be found
in some massive multiplayer online role-playing games (MMORPGs) in which
communication is essential. Sometimes, the action within the game is used
to express a message, such as repeating a jump in the same place might be
interpreted as “come here.” Or, walking around a player character repeatedly
often means ”what’s up?”. It has been shown that humans make their sub-goal
(in this case, is to notify something) by themselves. The created sub-goal is not
directly related or not related to the given goal of the game (Fig. 3.1 (2)).

The third topic is about random number generation. Considering enter-
tainment purposes, human-likeness should be considered carefully not only for
making computer players as opponents or allies, but also for making game con-
tent such as stages, because stages should be felt to be interesting from the
point of human’s view. One of such content or environment is ”random se-
quence” used in many games. The pseudo random algorithm which is used for
generating randomness in games normally aims for generating a true random
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Figure 3.1: Interesting research area

in mathematical terms. However, humans often misunderstood about the ran-
domness, and this seems to be usual for humans. Thus, the content where a
pseudo random is used might be unable to satisfy human players. This human
likeness is also an important concern (Fig. 3.1 (3)).

In this dissertation, using the three interesting points above, we formu-
late the following research question: “how to analyze and reproduce/consider
human-likeness in computer games”. This question is very difficult to solve,
but we try to approach to this ultimate question by solving the following sub-
questions:

(A) How to create an agent whose behaviors look to be from some emotions

(B) How to understand the reasons and conditions when human players emerge
sub-goals

(C) How to generate random number sequences that satisfy human players
than usual generators.

For answering the ultimate research question, we should define ”what human-
likeness is”. But after wide survey we understood it is still difficult for re-
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searchers to find one simple definition, and it is better to find new aspects of
human-likeness, try to reproduce it, or try to consider it for improving human’s
satisfaction. Then, solving the above three questions can contribute for solving
only a part of ultimate question, but we believe they are very important for
further understanding of human-likeness.

3.1 Approach for emotion-based behaviors for a
human-like computer player

For Problem (A), we focus on the transition of different playing styles for dif-
ferent sub-objectives within a game. Today, computer games provide not only
a single ultimate goal but also sub goals or extra rewards to provide diverse
gameplay to entertain the player.

For example, in Super Mario Bros., the ultimate goal of each stage is to
reach the goal in the farthest right of the stage within the time constraints, but
the player also able to choose to collect extra rewards, such as coin, or items,
or the player can try to defeat enemies that appear during the stage. However,
everything should be completed before the time runs out.

In this case, in the beginning, the human player tries to reach the goal as
fast as possible. Nevertheless, after finding some coins and acknowledging there
is still enough time, the player might ignore the primary mission, and try to
collect coins. After a while, when the time has almost run out, the player’s
movement becomes faster and riskier to clear the stage in time.

As human players often change their behavior within a game depending on
their emotion and the situation (Fig. 3.2), we come up with the hypothesis that
“an agent’s behavior will look emotional and more human-like if the agent is
able to change its behavior due to the current situation.” Thus, our approach
is guided by the following question: “How to create an agent with behavior
transitions which looks like it has emotion.?”

We conduct the experiment in the Mario AI benchmark which is based on the
famous action side scroll Super Mario Bros. We classify human player behavior
into three types: safe, fast, and greedy. These behaviors will be modeled and
implemented by hand-coding, in other words, unsupervised, and based on the
A* algorithm. As human likeness is very important in the model behavior, each
model will be evaluated with the Turing test individually. Furthermore, we
also propose two types of transition models to express the transition between
behaviors. The first transition is based on the if-then rule. which will be shown
in Chapter 4. The second transition model is based on supervised learning
which aims to learn the behavior transition by human data. However, in this
dissertation, we will describe only the first model.
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Figure 3.2: Behavior chosen due to external game information and internal
emotion information.

3.2 Approach for sub-purposes oriented human
like behavior

For appraoching to the question (B), we focus on sub-goals or sub-objectives
which are not given by the games but created by human players. Human play-
ers sometimes create sub-objectives to achieve a goal or rewards within the
game. For example, assume a multiplayer first person shooting (FPS) game,
which two teams battles. Sometimes, a human player uses available actions for
achieving different purpose; a gun is clearly given to kill the opponent mem-
bers, but sometimes used to shoot at a wall, as an instant message for allies
to alert something(Figure 3.3). Or some players try to use their guns to create
illustrations with bullet holes, just for fun. Or in racing games, some players
who are far ahead and close to the goal, stop their cars just before the goal,
wait until another player comes closer, and then reach the goal just to provoke
their opponents. These kinds of actions can often be observed in many types of
games, and are unique as human behavior.

As we stated earlier, this kind of behaviors from sub-goals, not directly
related to the given primary goal, is often found and seems to be really human-
like. Thus, to produce a human-like agent, it is necessary to understand this
behavior more deeply.
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Figure 3.3: Sample of sub-purposes-oriented behavior

To answer the research question, we consider it is valuable to (i) survey and
summarize such situations and behaviors, (ii) analyze why/how they are cre-
ated, and (iii) reproduce such behaviors, for achieving human-like game AIs.
(i) We collect a large number of sample cases from a broad type of games and
systemically classify them, based on the purposes of the actions, for example
warning, provocation, or enjoyment etc. We found many interesting human
player behaviors, and we found the tendencies or conditions for such behaviors.
Thus, for (ii) we propose several conditions for the emergence of such behaviors.
For example, spare time or freedom is a very important factor. A warning, such
as shown in Fig 3.3, could not happen if the gun can use a telecommunications
application such as Skype. For (iii), we try to reproduce an emergence of a ”no-
tice” behavior by using two Q-learning agents. This research will be explained
in detail in Chapter 5.

3.3 Approach for biased random sequence gen-
eration for making players believe it is un-
biased

The question (C) is different from the other two questions. Our purpose is not
to make computer players, but to investigate how to generate pseudorandom
sequences which look random for human players. Pseudorandom number gener-
ators are used in many digital games in which randomness is needed, e.g., Poker
and Mahjong. Human players often feel dissatisfied with the given random num-
bers, especially when they are at a disadvantage due to unlucky. Many players
complain about the randomness even though an excellent algorithm (such as
Mersenne Twister) is used to simulate the true randomness.

We guess, the reason why many players complain about randomness is that
human players have their own cognitive biases, one of important human-likeness
(Figure 3.4). Thus we propose a method to generate pseudorandom num-
bers/sequences where human players believe that it is random. In other words,
our approach tries to understand human players’ cognitive biases and match
it. We firstly let human subjects write down 100 numbers which seem to be
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Figure 3.4: Cognitive bias in player

random from their viewpoint. We analyze the obtain sequences by 15 statistical
features and compare the values to theoretical ones. Then, we propose a method
to generate pseudorandom sequences by a local search, so that each sequence
has similar statistical values to human players’ values. Also we try to propose
an additional technique to adapt such sequences for an actual game, Sugoroku.
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Chapter 4

Emotion-based behaviors
for a human-like computer
player

This chapter is written and modified based on the article ”Production of Emotion-
based Behaviors for a Human-like Computer Player” which is published in the
international conference Game-On 2016 at Lisbon Portugal in 2016.

4.1 Background

There are various uses of a computer player in video games. Sometimes com-
puter players are developed to control another character, such as a partner or
an opponent, to entertain human players. The design of a computer player with
suitable behaviors or strategies is difficult, and it becomes a heavy burden for
developers. Thus, efficient algorithms, such as the path-finding algorithm A*
and the learning algorithm TD learning, are introduced to generate behaviors
or strategies to reduce the load of developers’ work.

We can say that current performance of AI is enough to but the behavior
of strong computer players is not promising for the entertainment of players.
For example, a popular video of a computer player for Infinite Mario Bros. (the
public domain clone of Super Mario Bros. of Nintendo) was published in 2009
on the website YouTube1. The video shows an excellent Mario gameplay, which
is controlled by a computer. Each of its actions is highly accurate and instan-
taneous. Such behavior looks remarkably mechanical. In this case, a human
observer only acknowledges that the player is controlled by a machine. How-
ever, in the case of two-player games (e.g., fighting games like Street Fighter2 )
or multiplayer games (e.g., shooter game like Unreal Tournament 2004), where

1https://www.youtube.com/watch?v=DlkMs4ZHHr8
2http://www.capcom.co.jp/sfv/
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a computer player simultaneously plays with human players, humans might sus-
pect they are being cheated, and the entertainment of the game will be harmed
because of the unnatural behaviors of the computer player. Hence, the pro-
duction of behaviors that look natural to humans, called human-like manner, is
essential to enabling computer players to entertain human players.

There are many approaches for producing human-like behaviors, such as
directed learning [30],or introducing biological constraints [6]. However, to pro-
duce human-like behaviors for computer players, changes in behaviors during
the game due to emotions are needed to be concerned.

For example, in Super Mario Bros., the main goal is to clear a stage within
a limited time. In the beginning, the player tries to reach the goal as fast as
possible. Nevertheless, after some coins are found and the player acknowledges
there is still enough time, s/he might ignore the primary mission and try to
collect coins, which is a sub-objective of the game. s/he might be inspired by
greed or enjoyment. Such a change in behavior is inspired by human feelings or
emotions. Hence, the production of behavior transitions is essential to produce
a human-like behavior.

Thus, we aim to produce a human-like game AI whose behaviors look like
they have emotions. We also aim to create an agent who changes their behavior
due to the situation and their current emotions.

4.2 Purpose and goal

In a modern-style game, not only a single goal but also many sub-goals are
given and available for challenge. In the case of the Super Mario Bros. series,
the major goal is to reach within a time limit the stage’s goal located at the
rightmost of the stage. Players have other optional tasks of collecting coins or
beating enemies, though they are not necessary to clear the stage. The player
is able to challenge any goal that s/he prefers, but the player must respect
the major goal. Thus, the player will exhibit transitions between several local
behaviors.

For example, at the beginning of the stage, the player’s movements are at
ease, so s/he can enjoy collecting coins, or the player can control Mario carefully
when he encounters many enemies. After a while, when the time has almost run
out, Mario’s movements become faster and riskier to clear the stage in time. Our
research interest is in creating a human-like computer player with transitions
between emotional behaviors. The usual practice in this area has been focused
on the human likeness of behaviors in overall game play, whereas our approach
produces transitions between multiple behaviors. Each behavior model produces
a specific human-like behavior inspired by human emotions or feelings (e.g.
anxiety, fear), and the transition model then decides the appropriate timing to
change the behavior, which looks like a human transition.

There are many emotions, and combinations of emotions. Then, there will
be a lot of play styles affected by them and we cannot reproduce all. So, we
watched much game-play (directly or from video) of Super Mario Bros series,
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Figure 4.1: Overall research framework (1) information from testbed passing to
Transition model. (2)Select one behavior model to do the task. (3) feedback
the action from the selected model.

and selected five typical and frequent play styles as follows:

• Some players take some distance from the enemy or dangerous object when
approaching to it.

• Some players are attracted by the extra rewards (coin) or upgrade items
(mushroom or flower).

• Some players change their behavior when they were forced by time limi-
tation

• Some players produced some behavior just only for expressing their en-
joyment.

• Some players show behaviors affected by their individual habits.

These behavior are easily found in the Super Mario game-play. These behav-
iors are not all representations of human behavior, but just only rough groups of
behaviors. But we guess that they may be enough for presenting human-likeness
in Super Mario. And also we believe that these groups of behavior are able to
express some emotion. Thus, based on the eight base emotions of wheel of emo-
tion which was presented by Robert Plutchik3, we proposed an idea to represent
the selected behaviors as well as a simple transition to produce human-like be-
haviors. Note that we did not aim to produce emotion itself but Our behavior
models provide different play styles to make the AI look like it has emotions.
The models are explained as follows:

• “Safety” reflects the anxiety and fear of the player when on guard.

3https://psicopico.com/en/la-rueda-las-emociones-robert-plutchik/
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• “Hurry” reflects careless speedy actions, when the player worries about
the remaining time.

• “Greedy” reflects the enjoyment of humans when they find rewards.

• “Enjoy” reflects enjoyment and interest, such as killing enemies continu-
ously.

• “Habit” reflects unintended behaviors, such as pressing repeatedly the
jump button.

We propose a research framework, as described in two layers: the “Behavior
Model” and the “Transition.” The research is conducted using the Mario AI
benchmark as a test bed. The implementation was conducted in the Java envi-
ronment. The Behavior model includes five elementary models (i.e., “Safety,”
“Hurry,” “Greedy,” “Enjoy,” and “Habit”). Each was designed to simulate a
specific behavior, which is likely influenced by emotion. The transition between
model has been designed as two types in preliminary, i.e. if else hand coding ap-
proach and learning based approach. The detail of the hand-coding rule-based
approach will be described in the next section.

Figure 4.2: Labelling action for SL approach

The other models, we decided to introduce SL in order to reproduce a human-
like transition. As the preparation for the learning, gameplay data which contain
environment information and the action from a human player will be collected
frame by frame. In each frame, action will be compared to the actions from the
local models which gain by feeding the same environment information into each
local model, and the action will be label by the result of the comparison. The
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obtained label and environment information will be used as learning data for
SL.

The human-likeness of each model is important for the overall human-likeness.
Thus we first decided to focus on the Safety model, Greedy and Hurry models.
The implementation of each behavior model is hand-coded, in other words, un-
supervised, and based on the A* algorithm which showed the best performance
of game playing in The Mario AI competition in 2009-2011. The other two
behavior models, which are Enjoy and Habit models, are difficult to implement
by using such a search algorithm. While we planned to conduct the experiment
by using a machine learning algorithm, there are many difficulties in using a
machine learning algorithm such as collecting training data. Thus we decided
to postpone the implementation of these two models at this time. Also in this
article, only rule-based transition model will be described.

4.3 Approach

Our approach based on the A* algorithm which is the best player in the Mario
AI competition in the gameplay track where the AIs are contested in term of
performance. Thus the ability to clear the stage of A* algorithm is trustable
and well enough to modified human-likeness.

A* algorithm in Mario

The A* algorithm is a well-known path-finding algorithm. By using the best-
first search, A* finds the path with the lowest cost from a start node to a goal
node. To compare traversal paths, a cost function for A* is defined and used:

f(current, goal) = g(start, current) + h(current, goal) (4.1)

Where f(current, goal) is an estimated total cost of a current node, which is the
sum of g(start, current); the actual cost from the start node to the current node;
and h(current. goal), the heuristic estimation from the current node to the goal.
In the Mario AI competition, Baumgarten presented an efficient controller using

Figure 4.3: Possible nodes for A*

a modified A* algorithm, which computes possible trajectories of Mario. The
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video of the controller was published and has been viewed over 600,000 times
in a short period because the performance is excellent, and the behavior is far
more from human players.

The algorithm expands the path by nine actions, as shown in Fig. 4.3 (i.e.,
left, right, jump, dash/fire), where g(start, current) is defined as the time that
the controller used to reach the current position and h(current, goal) is the
estimated time from the current node to the goal with the current speed [4].

Our idea of the Safety model and two samples, one being the Greedy model
and the other being the Hurry model, is shown in Fig. 4.4.

The first and the most important behavior is the Safety behavior. Most of
the time, human players try to play safe, so their character can survive and
move toward the goal. Based on this kind of behavior, our Safety model is
created, and it allows the character, in this case Mario, to move steadily and
carefully. In addition, the character is able to recognize dangerous areas, and it
hesitates to move forward until the dangerous turn into a safe area. The area
changes from dangerous to safe if the enemies are killed or they disappear. The
second behavior model is Greedy. While the Safety model forces the character
to pay attention to the enemies, the Greedy model leads the character to the
locations of coins. Instead of moving toward the goal, the character moves to
the location of a coin. This is only one example related to the Greedy model,
where the character will only move to the coin’s position.

Similarly, an example of the Hurry model would be making Mario move as
fast as possible to reach the goal without paying any attention to enemies or
coins. The mechanism of each model will be explained following.

4.3.1 Safety Model

Maslow explained the motivation of humans in a hierarchy of five layers of needs.
The term “Safety” has been used to describe the needs of health, well-being, and
safety against adverse impacts. Moreover, the need for safety can influence a
player’s behavior. While playing a game, movements can be affected by anxiety
or fear. For computer players with perfect control and information, precise
actions, such as evasion from an enemy by one pixel, are possible. Nevertheless,
beginner and intermediate players are aware of their imperfect controls and
perceptions. Thus, a safer movement, such as keeping distance from each enemy,
is preferred.

The safety model imitates such a behavior by introducing a “dangerous area”
to the A* algorithm. The “dangerous area” surrounds each harmful object (Fig.
4.5), so the safety model controller intends to avoid the object and the “nearby
area.” The heuristic function of the A* algorithm is defined as:

h′(st) = S → R|h′(st) = RPt + MPt–h
′(st− 1) (4.2)

Where s is the state of the game at frame t, RPt is the penalty from real
damage that Mario takes in frame t, and MPt is the penalty from the virtual
damage from the dangerous area, as shown in Fig. 4.5. There are many kinds of
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Figure 4.5: Dangerous area

harmful objects, so there are also many kinds of dangerous areas. For example,
fast-moving enemies should have a wider area compared to slow or fixed objects.
If we compare the two areas shown in Fig. 4.5, the left has an isotropic area.
On the other hand, the right one has no virtual damage over the enemy. This
is because some enemies can be stomped on, and in such a case, Mario is not
damaged.

4.3.2 Hurry Model

The major goal of Super Mario Bros. is to clear the stage by traveling to the
rightmost end of the stage without being killed. In each stage, 300 seconds
are given, and after 200 seconds have passed, there is a warning sound and
the background song will quicken. Afterwards, the player will be aroused and
try to clear the stage as fast as possible. Sometimes the player might ignore
remaining coins, give up on killing enemies, or even ignore damage that does not
kill Mario immediately, such as in the “Fire” or “Big” state. Thus, we proposed
the Hurry model to display such behavior. The implementation is based on
the A* algorithm of Baumgarten, including the concept of the dangerous area,
which smaller than in the Safety model.

4.3.3 Greedy Model

In the Mario game, coins and items are rewards that provide some benefits to
Mario. Collecting coins adds to the score of the player, and for every 100 coins,
the player gains an additional life. Items give to the player not only a score,
but also a status upgrade from Small to Big or to Fire. Sometimes the player’s
attention might be drawn to these rewards. Our Greedy model imitates such
attention to rewards. This behavior reflects the enjoyment of humans when
they obtain a benefit. The main idea of the Greedy model slightly differs from
the Hurry model. The target of path finding is set to coin locations and item
locations, instead of the real goal. For instance, in Super Mario Bros., we assume
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(xg, yg) and (xci, yci), where (xg, yg) stands for the coordinate of the goal and
(xci, yci) stands for the coordinate of the coin with the index i. As a result,
the Mario character will change its target to the coordinate of coin i, and only
when coin i is collected will the target change to the next coordinate of coin i+1.
When there is no coin left in the area around the character, the target changes
back to the coordinate of the goal. Finally, by using the A* algorithm for path
finding, we were able to make the character move to the expected target.

4.3.4 Enjoy Model

Sometimes the player might face some challenging situations that are unneces-
sary to solve to clear the stage. Yet, the player might enjoy such a situation.
In the case of the Mario game, if the player is able to stomp continuously on
enemies without falling to the ground, the score will double for each kill. The
challenge may provide a big score, but it is not necessary to clear the game. We
present the interest and enjoy emotions in this model.

4.3.5 Habit Model

We found that for some human behaviors, it is impossible to identify the purpose
or even the reason for the behavior. Often, human players produce actions
having no aim or benefit, such as the player jumping all the way while running,
even though there are no enemies or obstacles in the game scene. The behavior
might occur by instinct or sometimes with the player’s intention. We defined
such a behavior as the Habit model.

4.3.6 Switching Model

Figure 4.6: Switching model framework
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Human behavior is more complicated than we can imagine. To illustrate, at
a specific period in the game, a human player uses the Safety style, but after a
numerous rewards appear, the player changes to the Greedy style and begins to
collect as many rewards as possible. Hence, we propose this model based on the
idea that human players change behaviors during the game. The mechanism of
this model is simple. It is the combined models of two or more individual models,
which we already introduced in the previous part. To change between models, a
set of rules is used as a switch. If the information in the environment around a
character meets the condition, the character is able to change to an appropriated
behavior model. For example, if the number of coins is greater than three, the
Greedy model is activated, or if the number of enemies is greater than five, the
Safety model is activated. When one model is activated, others are disabled.

4.4 Experiment and analysis

The assessment of each model incorporated the Turing test method of the Mario
AI Championship 2010. We want to confirm the human likeness of the Safety
model and the possibility of the idea as an extra. The preparations were done by
collecting the replay from a human intermediate player. The player was asked
to play the game in 10 stages, with four various instructions.

• “Please clear the stage as safely as possible”

• “Please clear the stage as quickly as possible”

• “Please clear the stage and gather as many coins as possible”

• “Please play at will”

In the same set of stages, the replays from the “Safety model player” were
collected. We also implement a sample Greedy model that aims to collect coins,
a Hurry model that aims to clear a stage as quickly as possible, and simple
rule-based switching for these three models. We employed 15 human subjects
whose mean age was around 20–30, who have experience with the game, and
who know the rules of Super Mario Bros. The subjects were asked to observe
pairs of non-label replays. Then, they have to answer the following question:
“Q1: How expert is this player?” “Q2: Does the action of this player look
natural?” The answers to each question were based on a 5-point Likert scale.
Subjects were asked to compare replays one by one, such as to compare a human
player with a safety instruction to a Safety model computer player or a human
with a greedy instruction to a Greedy model player. The displayed orders are
random and each type appears 37–38 times.

Experimental Results

The results of the experiment are shown in following chart(Figure 4.7) and table
4.1. The highest average score is human with greedy instruction by 4.297 where
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Figure 4.7: The score distributed on human-likeness of each model compared
with human play in the same propose.

the lowest is our greedy model(average score = 1.973). By the adjustment of
reward of coin in the calculation of algorithm in the algorithm the model seems
to pay more attention to extra reward. however, there some ignorance in some
upgrade item such as Fire flower where the human will try to get the item even
it has no effect (The item will show no effect if character is in the upgraded
state). Also the greedy model consider less of any risk or danger, thus the
model showed a significantly lower score compared to the human with a greedy
instruction.

Considering the average scores of four proposed models, all of them failed
to gain equal or better score than human players who are instructed to do
safety/hurry/greedy playing. We also conduct Mann–Whitney U test which is
a a non-parametric statistical test of null-hypothesis and the result is shown
in Table 4.1. Our Hurry, Greedy and Free models are significantly worse than
human players (p = 0 and p = 0.001). Only in the result of Safety model, the
average score 3.324 is not so bad compared to that of human players 3.649.
p-value was 0.145 (z-score = -1.06), it is not significant at p ¡0.05 level. The
most common reason for low scoring for the safety model is “there are nearby
coins that should be collected but they are not.”

We also implemented rule-based switching to switch among the Safety model,
the Hurry model, and the sample of the Greedy model to confirm whether
believability will increase if a computer player produces many behaviors. The
results show improvement in the Switching model compared to only the Greedy
model or only the Hurry model, but it is still lower than the Safety model. The
main reason is that overall performance depends on the quality of all individual
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models.

Mean(SD)
z − score p− value

A* Human
Safety 3.324 (1.226) 3.649 (1.136) -1.06 0.145
Hurry 2.711 (1.137) 3.316 (1.118) -2.17 0.015
Greedy 1.973 (1.040) 4.297 (0.702) -6.55 0.000
Free 2.868 (1.359) 3.816 (1.087) -2.98 0.001

Table 4.1: The Average scores compared between modified A* and Human in
each type of behavior (in parentheses showed standard deviation of each)

Considering human plays, evaluations are high in the case of the free will
instruction and the greedy instruction. The reason is that people tend to play
in multiple styles (they play safe even when collecting coins). It might be said
that the player with multiple behavior types looks more human-like than those
with a single behavior do. Thus, behavior transitions are important for making
a believable computer player.

To verify the performance of the agent, the comparison with the previous
work is necessary and there are many attempts to human-likeness of Super
Mario AI. For example one of the famous is reinforcement learning imposes
physical constraints by Fujii et al [6]. However, considered to the current result
especially “Free” style in the Table , they still showed the inferior performance.
Thus, the work will be compared to the other work in the same field after the
improvement of the current state in the near future.

4.5 conclusion and future works

We are able to confirm our hypothesis in the Safety model. Staying safe is a
significant behavior among human players, which refers to maintaining distance
from enemies and avoiding risky play. This important behavior makes a com-
puter player appear more human. The result of the Turing test has shown that
the believability of the Safety model is almost closely equal to a human player.
However, there is still a claim from subjects about a lack of some behaviors, such
as “searching for coins or items.” These are related to our original hypothesis,
where the human-like behavior contains multiple behavior types. In this article,
we introduced Hurry, which involves risky play, and the simple Greedy model,
which ignores all enemies. The quality of their believability in the Turing test is
low, but after we combine them all using simple rules, there is an improvement
in believability.

Our future work will concentrate on the believability of the Greedy model
and the Hurry model, as well as on a better transition between these models.
Additionally, a learning-based transition will be employed in the near future.
Moreover, the evaluation for each behavior where the subjects have been in-
formed about the type of agent, in other words, the evaluation of human-likeness
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for specific behavior should be conducted.
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Chapter 5

Sub-purposes oriented
human like behavior

This chapter is written and modified based on the article ” Survey of How Hu-
man Players Divert In-game Actions for Other Purposes: Towards Human-Like
Computer Players” which is published in the international conference IEEE-
Entertainment Computing ICEC 2017 at Chiba Japan in 2017.

5.1 Background

Nowadays, game-AIs are strong enough in term of performance to surpass hu-
man players in many domains, especially in classical board games such as chess
or the game of Go [3]. In video games, which are more complex, DeepMind
showed that a computer player was able to play 49 games, among which 29
were at the level or surpassing human record levels or scores [65] [62] . Game-
AIs are now strong enough to be a human opponent or partner in terms of
performance.

However, performance is not enough to entertain human players. In recent
years, generating “human-like” behavior has become an important target among
game researchers [66].

For example, one attempt to generate an entertaining game-AI by Ikeda and
col-leagues presented a method to entertain human players in the game of Go
by letting them win without allowing the players to notice their advantage, by
choosing sub optimal actions but avoiding obviously bad ones [67].

Togelius and colleagues introduced the idea of “believability,” which refers
to the ability of a character or bot to make someone believe that the character
is real or being controlled by a human being [11]. Many approaches were pro-
posed to obtain believability and produce human-like behavior, such as in Fujii
and colleagues, where a human-like computer player is obtained by simulating
biological constraints. This approach considers human-likeness only in relation
to the game’s main objective [6].
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In some games, the human player can perform actions “outside” of the game
itself, such as bluffing or using facial expressions in poker games, or natural lan-
guage communication via VOIP programs such as Skype. This communication
is performed “outside” of the game itself in order to achieve the game’s main
objective. Such actions are also an important target for human-likeness.

However, sometimes, human player actions are not directly related to the
game’s main objective. For example, in FPS games, some players try to use
their guns to create illustrations with bullet holes; in racing games, some play-
ers stop just before the goal, wait until another player comes closer, and then
reach the goal. Such actions can be observed in many types of games, such as
action games, RPGs, MMORPGs, puzzle games, and racing games. They are
sufficiently frequent and significant to be a target (or even possibly a necessity)
for obtaining human-likeness in computer agents.

In this research, we focus on human players’ actions in-game that are not di-
rectly related to the game’s main objective. We collect study cases from several
types of games and classify them into seven types (i.e., warning, notification,
provocation, greeting, expressing empathy, showing off, self-satisfaction). We
also discuss the context in which these types of actions appear. In addition,
we present an experiment that shows how multiple Q agents in an easy hunting
game learn to divert game actions from their original goal in a way that we
believe is similar to humans.

5.2 Purpose and goal

Recently, there are a number of approaches that aim for creating entertaining
computer players. Specifically, computer players with human-like mannerisms
are a very popular subject of interest among researchers. The idea of human-
like AI was originally proposed by Alan Turing in the Imitation Game, which
was the starting point of the Turing test [68]. Togelius and colleagues defined
“believability” as the ability to make someone believe that the character/bot is
being controlled by a human player [11]. So far, believability can be assessed
by conducting a Turing test, which is mainly conducted by observing in-game
behavior from a third person perspective.

Many computer players/bots in competitions were assessed according to be-
lievability assessment in order to indicate their performance in the believability
aspect. For example, an assessment of the competition of computer players
in an FPS (first person shooter) game was based on an Unreal tournament 1;
another assessment was based on competition in an action side-scrolling game,
Super Mario Bros [69].

In an FPS game, finite state machine which represent state by information of
combat and collected item, and another approach using behavior tree combine
with Neuro-Evolution, performed good performance to play game with human-
like behavior. In a Turing test tracking a Mario AI competition in 2012, top
ranking human-like computer players used artificial neural network, influence

1The 2k bot prize,http://botprize.org/, Accessed 2017/04/20
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map, and nearest neighbor methods [70]. Also, in recent years, Fujii and col-
leagues presented approaches to creating believable computer players by using
biological constraints, which are applied to Q-learning and the A* algorithm [6].
These earlier methods are improved based on action/behavior in-game directly
concerning the main objective of the game ((1) in Table 5.1) (e.g., Super Mario
Bros: reach the goal at the right-most end of the screen). However, there are
many behaviors that are produced which indirectly related to game main ob-
jective.

Directly concerned
with main objective

Indirectly concerned
with main objective

Inside a game (1) Normal play (3) provoking, reminding,
etc.

Outside a game (2) Bluff, Skype, etc. (4) Screaming, leaning, etc.

Table 5.1: Human player’s action categories

Shiratori and colleagues showed another aspect of human-like behavior: com-
munication outside the game, such as through facial expression and bluffing [43].
This behavior is important in some board games or card games such as Poker
and Mahjong. They presented computer players in a fighting game with fa-
cial expressions outside the game that match the in-game state. Such “outside
game” actions are related to a game’s entertainment value, similar to shouting
when a game character is being attacked ((2) in Table 5.1). As the study of
sub purpose, Yee presented the analysis of sub purpose of humans’ behavior in
a psychosocial perspective for playing MMORPG (Massive Multiplayer Online
Role-Playing Game). His findings say that players of MMORPG are not just
only playing the game but also there are some sub purposes such as “Interact
with unknown player”, “ do something to satisfy themselves”, “pretend to be
someone else”, or etc. [71]

Current human-like behavior or believability research is focused on action
in-game or outside the game that is mostly based on the intention to clear the
game’s main objective. However, human players also take some actions with
intentions that are indirectly related to the main objective of the game. For
example, outside the game, human players might scream when their characters
get attacked in-game or may lean in the direction of their characters when
turning in a racing game. Human players often take these unnecessary actions
in order to immerse themselves in the game environment.

In-game, human players might show behaviors with intentions other than
to clear the main objective (3) in table 5.1). For example, some players make
illustrations using bullet holes in FPS games. These in-game actions are used for
reasons other than reaching the game objective, for purposes such as provoking,
reminding, or warning the other player (for example, punching when not in
attack range to provoke the opponent in a fighting game). We created Table
5.1 to briefly explain the behavior of human players in response to a game.
These behavior have been widely discussed in the field of games and culture; for
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example, Tylor studied the behavior of players in the game World of Warcraft
[70]. However, in the study of computer gaming AIs, these behaviors still receive
less attention, especially (3), which is the main subject of discussion in this
article.

5.3 Clustering of Human Behavior Not Directly
Related to The Game’s Main Objective

In section 2, four types of action were presented. When playing a game, human
players do not only aim to clear the game’s main objective (such as getting
high scores, clearing the stage, or defeating the enemy), but they also divert
game actions for purposes not directly related to the game’s main objective.
In a game where co-operation with another player is necessary, some actions
might be used to transmit a message, such as a notification or warning about
something, or to provoke an enemy.

For human players, it is also possible to notify or warn about something
with natural language by using an in-game chat system or VOIP programs
such as Skype. However, in some situations, these communication channels are
unavailable (e.g., chat is not available in the game or “too busy to chat, chat is
difficult”), and in that case, actions inside the game itself can be diverted from
their original use and used to represent different meanings or intentions.

In this Chapter, we show study cases where human players seem to select
their actions not to win, but for another purpose. Many gameplay videos of
human are reviewed, and 50 typical cases are selected. In this article, we intro-
duce 15 cases which easy to understand. The cases we show are not a complete
or representative set of all such behaviors. There might be other relevant exam-
ples, but we believe these cases are the unique behavior of human and valuable
to consider as human-like behavior.

5.3.1 Group of The action clustering by the purpose

The study cases we reviewed, are grouped into seven classes according to the
purpose of the action, such as warning, provocation, or greeting. Some of these
action types, such as the warning type, are highly related to the main objective
of winning, and some of them, such as greeting, are less related. The following
subsections explain the seven types of indirect action, from highly-related ones
to less-related ones.

Warning

In cooperative games, warning is important for developing a strategy to clear
the main objective of the game. Vocal warnings, alarms, or simple signals are
part of some games. However, in cases where these functions are not available or
the player is unavailable at that time, players often use other actions to transmit
their messages. Actions with the intention of warning are strongly related to
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the main objective of the game. For humans, these actions facilitate a feeling
of cooperation, so it is important for game-AI to produce and understand such
actions in order to increase the satisfaction of human players with game-AI. We
show two study cases of warning actions

• Study case 1 (MOBA: League of Legends): Warning a team member about
an incoming enemy or enemy action by using the “?” mark available in the
game itself instead of the in-game chat, which can be used but consumes
more time.

• Study case 2 (FPS: Sudden Attack): When the player notices a sniper,
he/she shoots the nearest wall or corner in order to warn allied players
(Fig. 5.1)).

Figure 5.1: Warning action in FPS Game: (Left) Player A moves out from the
corner of the building and finds an enemy, then (Right) Player A tries to warn
player B by shooting the nearest corner.

Notification

A notification action is defined as an action where the intention is to tell some-
thing to an opponent or ally, such as “Let’s start the match!”, “Please sur-
render!”, or “Hey, come here!” Notification actions are strongly related to the
game’s main objective, thus the implementation of them in game-AI might be
not difficult. The following study cases show some examples of the notification
action.

• Study case 3 (MMO: Maple Story): To notify another player that there
is a forgotten item on the floor, the player jumps repeatedly over an item
with one hand over the item or in the direction of the other player. The
intent of this action is to tell another player “there is an item here” and
“please pick it up hurry” (Fig. 5.2.).
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• Study case 4 (Action fighting: Super Smash Bros): In the character selec-
tion lobby in online matching, the match will start when all players press
the ready button. In this phase, it is possible to press ready and cancel
repeatedly to notify another player to “hurry up.”

• Study case 5 (MMO: Dungeon & Fighter): In a dungeon while the team
is co-operating, using attack actions at the door or passage that a player
wants to explore indicates the destination to the other teammate.

• Study case 6 (Board Game: Go): In a situation where one player has an
advantage on the other player, a clearly sub optimal move is chosen on
purpose in order to transmit “I can beat you even if I choose this kind of
sub optimal move. Surrender now!”

Figure 5.2: Notification action in MMORPG game: (Left) Player A finds an
item that Player B didn’t notice; (Middle) Player A jumps repeatedly so that
Player B notices the item; (Right) Player B picks up the item and expresses his
gratitude by crouching.

Provocation

Provocation (or “trolling”) is an action that tries to frustrate the opponent when
the player is in an advantageous situation; this gives some small impediment to
the opponent with malice, or a player might put him/herself at disadvantage
on purpose. This action often occurs when a player is able to keep superiority
in the game continuously. Normally, human players do such actions in order to
satisfy themselves. However, sometimes, the goal of provoking or trolling is to
lure the opponent into a mistake and might be strongly related to the game’s
main objective. Reproducing such actions with Game-AIs might not increase
human players’ satisfaction, but these actions are important for human-likeness.

• Study case 7 (FPS: Call of Duty): Moving, jumping, and crouch-standing
repeatedly around a defeated opponent character’s (dead body) location
to aggravate the defeated player (Fig. 5.3 .)

• Study case 8 (Fighting game: Super Street Fighter II): In fighting games,
after a round is finished, a player can punch or kick the dead body of the
losing player to provoke the opponent
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Figure 5.3: Provoking action: In an FPS game, moving, jumping, and crouch-
standing repeatedly around a defeated opponent character to provoke the enemy

Greeting

Greeting refers to an action where players communicate something like “Hello”,
“Nice to meet you”, “Thank you”, or “My bad” (this category often includes
apologizing). Normally, greeting (or apologizing) is done via VOIP programs
such as Skype or built-in chat systems in the game. However, in some cases
when chat or VOIP are not available, actions in-game are used to express these
sentiments. Greeting has a weak relationship with the game’s main objective.
In action games where a crouch action is available (normally for evasion from
an attack), it is often used to perform greeting or apologizing.

• Study case 9 (Action fighting: Super Smash Bros): Players use crouch-
standing repeatedly to express “Nice to meet you” when creating a team
battle. The meaning of an action can change depending on when it is
performed. After doing something considered as bad manners, a player
can apologize to other players by crouch-standing repeatedly.

Expressing Empathy

Expressing empathy refers to actions that expect some response from an oppo-
nent or are used to provoke some action from an allied player; these express a
“Let’s have fun together” feeling. These actions are done without malice.

• Study case 10 (Fighting game: Super Street Fighter II): Some players en-
joy using attack actions or jumping outside attack range for fun, expecting
the opponent to do the same thing in response.

• Study case 11 (MMORPG: Final Fantasy XIV): Sometimes, mass numbers
of players come together and try to use in-game actions called “emotes”
to express some movement or dance at the same time.

Showing Off

Showing off is an action based on appearances rather than performing to meet
the game’s objective. Sometimes, this action might be conducted in order to
provoke an opponent, but many players try to perform this type of action seri-
ously.

43



• Study Case 12 (3D Fighting: Soul Caliber, Fate/Stay night) In some
fighting game, the combo (series of action) which difficult to perform,
afford cost is higher than performance (damage), but the appearance is
good, such combo is exist. Some player tries to perform such showoff
combo.

• Study Case 13 (Street fighter III) Counter Attack or Blocking are existing
in many fighting game. Using such attack allowed player to who encounter
the attack avoid and strike back without taking any damages. However,
blocking action has to be perform suddenly after opponent perform attack
which is very difficult.

Self-Satisfaction

Self-satisfaction actions include actions taken to pursue curiosity or to bind or
constrain play. To bind play is to play the game with extra rules stated by
the player him/herself, such as clearing the game at a low level, limiting item
uses, or clearing a level or area without damage. Bind play is also performed
for creating new styles of play.

Another type of action that players take to satisfy themselves is a creativity
action. In games with a high degree of freedom such as Minecraft and Mario
Maker, players can try to create innovative stages in their own style.

• Study case 14 (Action RPG: The Elder Scrolls V: Skyrim): Some players
might enjoy exploring locations in the game that are normally hard to
reach, such as the top of a mountain.

• Study case 15 (Action: Resident Evil): Some players implement extra
rules such as “clear with limited equipment or weapons” or “stay alive at
a low level of life or hit point throughout the game.”

5.3.2 Condition of Appearance

We provided examples of study cases and clustered them into seven groups by
the purpose of action. Also, the conditions that cause this behavior to appear
are very significant.

In-game behavior that is indirectly related to the main objective can be
observed in many types of games. However, some of these actions require mini-
mum knowledge of or skill at the game or the type of game in order to be inter-
preted correctly. For example, in study case 7, the action of moving around the
dead body of a defeated player might not be understood by a beginner. How-
ever, along with the improvement of player skill, action comprehension becomes
deeper. When reproducing such actions in a computer player’s behavior, it is
necessary to take into account the skill and knowledge of the human player.

Limiting the information that players have affects their comprehension of
a behavior’s intention. For example, in card games, we can help or impede
an opponent by discarding a card, However, if the opponent only knows that a
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card has been discarded and not for what purpose it can be discarded, it may be
difficult to distinguish the other player’s intention. Thus, when information is
limited, these actions rarely appear. On the other hand, in games with complete
information such as fighting games (where health, time, and/or a special attack
energy gauge are shown), the intention of actions is easier to understand.

However, in some kinds of games, even when information is limited, human
players can estimate the situation by using action information. For example, in
FPS games, if enemy attacks suddenly stop or weaken, then the player might
assume that opponents have changed their strategy. In this situation, the player
is able to fill in the missing information and estimate the intentions of actions.

Another factor is the amount of spare time a player has in game, which
relates directly to the difficulty of the game and the situation in game. In a
game in which chat is allowed and the player has spare time to use a chat, the
game’s main objective may become temporarily irrelevant while this action is
performed. The degree of freedom of action regarding game tasks directly affects
the appearance of this type of action. In games with busy tasks or games where
every action in-game affects the score or victory such as Go or Tetris, this type
of action will not be performed.

5.4 Experiment and analysis

Most of the actions we introduced in this chapter are unique to humans, though
it is possible for some of them to emerge from systems without humans. As
we mentioned in section 5.3.2, normally, game AIs are implemented in order to
achieve the main objective provided by the game system. Some of sub-goals
such as notification have stronger relationship with the main objective than
others such as provocation. “Provoking opponent by waiting before goal” or
“perform a very hard technique or cool technique to make good visualization”
are normally make a disadvantage for achieving the main objective of the game.
Thus, it is hard for game AI to learn by a simple learning process. There are
many possibilities for making AI that is able to learn these kinds of behavior
for example by making some extra modifications or giving an extra reward such
enjoyment or fun. However, in this research, we firstly decided to implement AI
with notification action by using two reinforcement learning agents, as a typical
example.

Thus, we carried out two experiments to observe how actions not directly
related to the game’s main objective emerge from interactions between rein-
forcement learning agents.

5.4.1 Basic setting

The two experiments share a common setup. Two reinforcement learning agents
with limited views try to catch a target while co-operating with each other, as
illustrated in Fig 5.4. We expected these (limited sight) agents to substitute
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Figure 5.4: Overview of the environment. Two agents try to catch a target.
Each agent has a limited view. In this case, when both of the agents touch the
target, the task is accounted a success.

their sequential movement actions for a signal that the target is located near
the agent.

• Environment:

– The field consists of 15x15 grid spaces in which agents can locate the
target.

– Two agents and one target are randomly arranged on the grid ini-
tially.

– Each agent can move to an adjacent grid space in a compass direction
each turn.

– The field has a torus structure. Agents will appear in the right-most
when they go left on the left-most space and appear on the top side
when they go down on the bottom of the grid.

– More than one character (agent or target) cannot be located in the
same grid space at the same time.

– The target does not move.

– In the case that both agents are located in grid spaces adjacent to
the target before 100 turns passes from the initial state, the search
and chase task is accounted a success. The task is accounted a failure
otherwise. In both cases, the game state will be reinitialized.

• Agent: Each agent decides its action using a one-step Q-learning algo-
rithm. The game state observed by each agent is a combination of feature
values as below.

– (F1) Coordinate of the target relative to the agent. The agent can
find the target only when it is located inside the 7x7 grid area whose
center coordinate is the agent; therefore, 49 values are possible for
this feature.

– (F2) Coordinate of the other agent relative to the agent. The limited
eyesight of agents does not affect this information; thus, 224 (= 15 x
15 - 1) values are possible for this future.
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– (F3) The number of turns during which the agent does not see the
target. Once the agent finds the target, this value is set to zero.
MaxT +1 values are possible for this feature, where MaxT is a pa-
rameter value of the agent (if the number of such turns becomes
greater than MaxT, this feature value is set to MaxT).

– (F4) The last MaxH actions taken by the other agent, where the
MaxH is a parameter value. The number of possible actions an agent
can take is five (go up, down, left, right, or stay), therefore, 5 MaxH
values are possible for this feature.

Our agents have two parameter values for observing game states, MaxT
and MaxH, as stated above. Additionally, there are other parameter val-
ues related to the learning algorithm. The reward is 100 for reaching a
terminal state by succeeding in the catching task, 0 for failure.

γ = 0.8

α = 0.1 × 1,000,000
1,000,000+Numberofepisodestrained

(5.1)

The agent hold above setting where γ is discount factor and α is learning
rate. In addition the agent adopts the ϵ-greedy policy with (ϵ = 0.1) as
its behavior policy.
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5.4.2 Experiment 1: Observing Emergence of Action Sub-
stitution

• Setting: We compared the movement patterns of agents under two pa-
rameter settings, that is MaxT= 0, MaxH= 0 and MaxT= 0, MaxH=
2. In the MaxT= 0, MaxH= 0 case, each agent must decide its action
according only to the current positions of the other agent and the tar-
get (if it is located within eyesight). Therefore, agents cannot give their
partner any clues to find out the target’s location. On the other hand,
in the MaxT= 0, MaxH= 2 case, each agent is able to pay attention to
the movement patterns of its partner. Therefore, agents have a chance
of telling their partner the location of the target by showing the partner
some characteristic movement patterns

(a) (b)

Figure 5.5: (a) Success rate of the task. The success rate was enhanced by 40%
when each agent memorized the last two moves of the other agent. (b) Success
rate and the increasing use rate of the communication function to signal the
immovable target. Through the whole training process, agents came to rely on
the function at a rate of 70% (i.e., any agent used the function in more than
700 episodes out of the last 1000 episodes on each plot).

• Result: We observed the movement patterns in both settings after 3,000,000
training episodes. In the case of MaxH:0, each agent moved chaotically
until the target came into sight. After that, the agent rushed at the target.
In the case of MaxH:2, each agent used regular zigzag movement patterns
for exploring (e.g., goes up, left, up, left, . . .) until the target came
into sight. Whenever an agent found the target, it changed its movement
pattern, avoiding moving away from the target (e.g., goes up, down, up,
down, . . .) to inspire its partner to approach. Fig. 5.5. shows the
performance of agents under these conditions. Introducing the informa-
tion about the action history of the partner agent enhanced the success
rate by 30% in the end, even though that information does not contain
any direct clue for the target location. Therefore, we think the enhanced
performance was caused by the emergence of an action substitution, that
is, agents substituting their movement action to signal their partner.
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5.4.3 Experiment 2: Encouraging Action Substitution

In the experiment described below, we aimed to show that even if there is a for-
mal way to communicate with partners, agents prefer to communicate through
action substitution if the situation is urgent and the formal method requires
more time.

• Setting: We added two rule options for the system.

– Escaping target: The target can also move in this rule. It moves
away from agents once every four turns and in the case that any
agent catches the target in its (limited) field of view.

– Formal communication: Each agent can inform the other agent of
the precise current location of the target at the cost of becoming
immovable during the following four turns.

Figure 5.6: Success rate and use rate of the communication function while
chasing the escaping target. Eventually, agents began to avoid using the com-
munication function in all but 20% of episodes.

We compared the movement patterns of agents under two option settings: Es-
caping target: Off, Formal communication: On and Escaping target: On, For-
mal communication: On. In either case, the agent parameter setting is MaxT=
21, MaxH= 2. That means agents can use both action substitution and formal
communication to tell their partner the location of the target.

Compared with action substitution, formal communication requires a larger
number of turns to communicate and inform the partner of the more precise
location of the target. Thus, the formal method imitates text chat or Skype
in actual multiplayer video game situations. In this experimental setting, we
observed how the frequency of formal communication adopted by the agents
varies.

• Result: The success rate of capturing the target and frequency of use
for formal communication are shown in Fig. 5.5 (A) and Fig 5.5 (B). In
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the Escaping target: Off case, the rate of use for formal communication
is around 70%. We think this is because the communication method is
useful in capturing the target. Meanwhile, in the Escaping target: On
case, agents adopt the communication method in only 20% of episodes.
We think the reason why is that the “capturing escaping target task” does
not allow agents enough time for formal communication. On the other
hand, the success rate of tasks after training is similar in both settings.
This means that agents use action substitution more frequently in the
scenario with an escaping target than with an immovable target, but they
are able to use this method with comparable effectiveness to capture the
target. Otherwise, the success rate would have largely dropped off in Fig.
5.6.

Experiment 1 showed the emergence of action substitution, in which movement
actions are used as signals between agents. The agents obtained this method au-
tomatically through reinforcement leaning, without any specific if-then routines
for action substitution emergence. Therefore, we insist that agents in a system
without humans can automatically obtain a type of in-game action that does
not directly achieve the main goal (or at least an action pattern that appears
to fall in such a category).

Experiment 2 demonstrated how the degree of urgency affects the probability
of action substitution emergence. A higher degree of urgency makes agents less
likely to use a formal method of communication and encouraged them to use
substituted actions for their communication.

The work in this chapter including the collecting sample, analysis, classify
action, and design the primary experiment, was under collaboration with Nak-
agawa Kento. The implemented and analyzed of the experiment were done
originally.

5.5 conclusion and future works

In this research, we showed new aspects of human-like behavior that it is possible
to categorize in two sets of categories and in four ways: inside or outside the
game, related or not directly related to the game’s main objective. We focused
on actions without the intention to clear the main objective of the game, which
we think are a significant behavior specific to humans and necessary to achieve
human-like computer players. So far, 50 study cases of human actions were
collected. These study cases were classified into seven types of behavior (i.e.,
warning, notification, provocation, greeting, expressing empathy, showing off,
and self-satisfaction) and we discussed the occurrence conditions and possibility
of reproduction by computer players. Furthermore, we conducted an experiment
that shows the natural emergence of such behavior by learning between multiple
Q-learning agents. This experiment successfully demonstrates the emergence of
actions that are similar to the communication of humans.
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Chapter 6

Biased random sequence
generation for making
players believe it is
unbiased

This chapter is written and modified based on the article ”Biased Random
Sequence Generation for Making Common Player Believe it Unbiased” which is
published in the international conference IEEE- Game Entertainment & Media
GEM2014 in Toronto Canada in 2014. Contents from section 6.1 to section 6.3.3
are collaboration work with Hisamitsu Nomura, an elder colleague. Contents
from section 6.3.4 are my completely original work.

6.1 Background

Pseudorandom is a well-known problem that aims to create random sequences
with regards to “distribution quality”, “length of sequence period”, and “speed
of generation” [72]. The pseudorandom generators are used in many processes
such as stochastic optimization, Monte-Carlo method [73], and reinforcement
learning. In recent years Mersenne Twister (MT) has interested researchers and
developers due to its ability to produce good quality random sequences. The
Mersenne twister has demonstrated outstanding performance by able to pro-
duce a uniformly distributed sequence in 623 dimensions with an enormous size
of period of up to 219937 . It has been dramatically improved in terms of math-
ematical requirements mentioned above when compared to the old generation
algorithms such as linear congruential [74]. It can be said that this algorithm is
very close to theoretical randomness and sufficient for the usual purposes.

In computer games, pseudorandom algorithms have been used to generate
randomness such as in the rolling virtual dice in board games and Trump-
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shuffling and drawing in card games (fig.6.1 (1) ).For example, in the popular
game series the Pokemon, a pseudorandom generator (PRG) is used in many
processes such as in the “monster egg hatch” 1. Another example can be found
in the game “World of Warcraft”. The system called “roll” which controls the
priority of looting items in the game uses a pseudorandom algorithm 2. In these
two games, the quality of randomness had a significant effect on the players’
satisfaction. High quality, accurate random sequences are required in order to
make the game unpredictable and thus entertaining to players. For example, in
card games like poker and blackjack, drawing cards should be based on good
randomness in order to be fair to the players. If the drawn cards often appear
to be too bad or frequently appear to be good, the entertainment quality of the
game will suffer.

Figure 6.1: Relationship between the uses of random and satisfaction of player.

However, In these games, all the processes are entirely controlled by the pro-
gram. Thus it is easy to modify or control the randomness (or to cheat players).
In fact, many old generation games used this advantage to eases the weakness
of computer players. Because of resources limitation, it was hard to develop
smart computer players. The arbitrary modification of random sequences such

1http://bulbapedia.bulbagarden.net/wiki/Pseudorandom number generation in Pokemon,
Accessed May. 12, 2019

2http://us.battle.net/wow/en/, Accessed May 12, 2019

52



as this has often been noticed (fig.6.1 (2) ). Such modification affected to the
feedback of the game directly, and it might affect to doubt of other games.

In some cases, players accepted the modification of randomness 　 (fig.6.1
(3) ). For example, in some computer board games (e.g., “Momotaro Dentetsu”
3), randomness is adjusted by the system, due to the story-line or characteristic
of a character in the games. Such as the character’s ability to force the dice
to only appear as “5” or “6”. In such cases, players could accept the modified
randomness because it is explicitly shown the intention.

In earlier cases, the satisfaction of players conforms to the modification of
randomness. However, there is some exception (fig.6.1 (4) ). “Culdcept” 4, a
Japanese computer board game series are very popular even in Europe. How-
ever, players complained that the random sequences in the game appeared to
be modified in order to disadvantage players. Even though the developer de-
clared that there was no modification in this game, many players still were not
convinced 5. Another game, “Dungeons & Dragons online” 6 also faced to the
same credibility problem. Many users complained that the dice roll generally
gave low values.

World of Warcraft has also faced the same problem. The roll system which
random the priority number for looting items in the game, seems to be fair for
every player. However, many players are still unsatisfied. In such cases, the
randomness generated by a good algorithm might be the best way to deal with
problems. However, the algorithm which gives a good quality of randomness
does not necessarily guarantee players’ satisfaction. Even though the devel-
opers used the new generation algorithm such as MT, complaints about the
randomness persisted.

The judgment of randomness (or non-randomness)depends on players’ per-
ception. Normally, human often predicts some events which are random, by
referring to previous patterns and trends. Such as, it is　 very natural that we
predict the weather tomorrow by referring yesterday and today’s weather. Such
behaviors strongly affect their randomness believability, and they might mis-
perceive real probability and make the judgment in randomness deviated too.
These misperceptions which deviate judgments are called cognitive biases [75].

Cognitive bias is a phenomenon in which the context and framing of knowl-
edge or information influence individuals’ judgment and decision-making [76].
Human’s information processing capabilities are limited. Therefore, it accepts
a certain amount of error, performs quick perception and judgment to reduce
the amount of information. This method is called heuristics (a simple way of
thinking unconsciously) and it shows the result of a decision in a short time but
not necessarily correct. And here is where a cognitive bias has appeared [77].
Cognitive bias is very diverse. Here, some famous cognitive biases are briefly

3“Momotaro Dentetsu” is a famous Japanese computer board game. The game is based
on “Sugoroku” Japanese classical board game that similar to 　 “Monopoly”

4https://www.culdcept.com/, Accessed May 12, 2019
5https://www.omiyasoft.com/jnote07.html, Accessed May. 12, 2019
6https://www.ddo.com/forums/showthread.php/437332-Is-the-Daily-Dice-really-random,

Accessed May. 12, 2019
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explained:

• Confirmation bias: Human favor information which confirm their beliefs.
This kind of preference is called confirmation bias. For example, if there is
a person who believes that left-handed people are more creative than right-
handed people. When this person meets the both left-handed and creative
person, he/she will quickly notice and give importance to support his/her
believes [78]. In the cases of the dice in a computer game, if a player once
makes a hypothesis that the dice has been manipulated, the player will
notice sub-sequence, which convenient for deepened further conviction.

• Bandwagon Effect: Humans tend to be influenced by other people’s ac-
tions and opinions. This is called“ synchronization” in psychology. In
particular, Japanese people have a strong sense of synchrony. They simply
buy products by being introduced to television and magazines as “popu-
lar” instead of choosing according to their preference [79]. In some cases,
the same phenomenon may occur in game reviews.

• The law of small number: The law of small numbers is a cognitive bias
where people show a tendency to believe that even a small number of
random samples should represent the characteristics of the population
[80]. For example, normally the frequency of numbers in a long random
number sequence is uniform, but it is easy to think that any extracted
sub-sequences should hold the same property. However, in practice, in a
narrow area of sequence often show some biases of an amount of number.

• Gambler’s Fallacy: We tend to believe that previous events influence fu-
ture outcomes and put a weight on them. The classic sample is the coin
tossing. After flipping head four consecutive times, it is normal for people
to predict that the next toss will be tails [81]. The probability that the
head continues for 4 times is 1/2 × 1/2 × 1/2 × 1/2 = 1/16, and the
probability that the head will appear again is 1/32, about 3 times out of
100 times of probability. However, no matter how many times the head
appears, the probability is still 50 by 50. This kind of fallacy is called
Gambler’s Fallacy.

• Clustering illusion: When certain events that should occur at random
occur together, people often create the illusion that they are not random.
For example, many people will be surprised if a coin-tossing show heads
or tails four times in a row. However, if you throw 20 times consecutively,
the probability that heads or tails will appear 4 times is 50% [82].

Previous literature also showed that the randomness from a human perspec-
tive is different from the mathematical definition. In 1960, Bakan experimented
with 70 undergraduate students who were requested to simulate 300 coin tosses.
The experiment proposed to analyze the misunderstanding of the frequency of
the change from H to T or T to H (Head / Tail). As a result, the subject showed
more than 176 times by average, in the other hand, the theoretical value is only

54



150 times [83]. Schilling had shown the longest possible consecutive appear of
heads or tails such as HTTTTHT or TTHHHHHT. Theoretically, for 200 tosses,
the consecutively run of head or tail might be possible to be 7-10 times. How-
ever, in human randomness perception, the consecutive runs are less than five
times that is much balancing of frequencies. It shows the difference between
personal beliefs and actual randomness [84] [85].

Putting into conduction the hypothesis that the ideal randomness in math-
ematics might not look natural to common players. This research aims to de-
crease the dissatisfaction of player due to the pseudo-randomness in games by
imitating the characteristic of randomness in players’ belief by incorporating
with a pseudo random algorithm (fig.6.1 (5) ).

In this research, common players’ perceptions, misunderstandings, beliefs,
and bias of randomness were analyzed. As a result of analyzing, the difference
between players’ believed randomness and theoretical randomness were demon-
strated.

Therefore, a particular method to generate natural random sequences from
the viewpoint of common players by modifying a pseudorandom sequence is pre-
sented. In order to decrease players’ negative feeling, pseudorandom sequences
were modified in order to make them similar to the players’ randomness per-
ception. In other words, the method imitated players’ cognitive biases. For
confirmation of the capability of the method, the evaluation was done in the
game of “Sugoroku”. As a conclusion, it is shown that natural random sequences
can decrease the dissatisfaction of player in practical uses.

6.2 Approach and goal

We propose the approach in 4 steps. (1) Analysis of players’ cognitive biases,
(2) generation of believable random sequences by imitating players’ biases, (3)
evaluation of generated random sequences in the game of Sugoroku, (4) indi-
vidual randomness generation. The process was shown in fig 6.2) and explained
the following.

1. Preliminary questionnaires: trends of misunderstanding, bias, and belief
in random numbers and its’ distribution in common players were surveyed
by preliminary questionnaires.

2. Generation of natural random sequences: a method for generating in-
tended sequences was proposed. According to the trend of cognitive bias
retrieved in step (1), sequences were optimized to make usual players “feel”
them unbiased. This method was evaluated through a simple experiment
using human subjects.

3. Sugoroku: a straightforward board game using dice is employed. In the
game, not only the sequence of dice numbers, but also the sequence of
“whether being trapped in undesirable cells” must be controlled to de-
crease complaints. For example, assuming the possibility of being trapped
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Figure 6.2: Approach for generate natural randomness

is 1
3 , a player will get angry if trapped three times in a row, or a player

will be bored if not trapped six times in a row. A method for controlling
both sequences is proposed.

4. Individual randomness: the previous steps are the generation of natural
sequences for average players. However, our method based on common
players’ biases, it might be unnatural for experienced players or players
who have mathematical knowledge. The online approach can be proposed
in the near future to solve this problem, by analyzing players’ trend of
biases online and then generating random sequences for each player.

The first three approaches were done and are presented in this dissertation.

6.3 Experiment and analysis

We approach our purpose step by step as we state in the previous section. This
section we present the process in each step.

6.3.1 Preliminary Questionnaires

Humans have different biases of randomness. One of our goals is to generate
believable random sequences for common players. Preliminary questionnaires
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were conducted in order to identify common biases, misunderstanding, and belief
in the randomness of players. At first, the human biases were investigated to
create the criteria for random sequences. Hundred digit length sequences of
numbers in the range [1-6] were simulated by subject players (not using real
dice) as shown in fig 6.3.

Figure 6.3: Sample of the manual generated sequence

The first 40 digits of 2 sample sequences simulated by subject players are:

• 4525143326144641355542665654121422351611

• 1523645326413253412156362436152342615243

The first sequence frequently showed consecutive parts (such as 33, 44, 555)
but no such part was found in the second sequence that is far from theoreti-
cal randomness. However, it was assumed that generating random sequences
without repeating might look “natural” in this subject’s view. Though this is
an extreme case, it has been found that almost all subjects tend to avoid such
repetitions.

Random sequences’ bias feature

As the criteria for analyzing sequences, fifteen characteristic pattern features
were defined. These features are manually selected. Some of the features were
selected by referring to Cognitive bias references, some of them were selected
from our experiences. The features F1-F5 present the distribution of the number
in each range of a sequence. The features F6-F15 present pattern of consecutive
numbers in the previous 2-7 digits. The maximum range is set as seven digits
because a human short-term-memory can be memorized up to seven items.
Regarding these features, theoretical random sequences and subjects’ artificial
random sequences were analyzed and compared. Fifteen features and theoretical
sequences’ values (for a hundred digits numerical sequences) are captured as
follows.
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F1 χ2 distribution of sequence (5.0)

F2-F5
χ2 distribution of about quarter length subsequences;
1st-30th, 24th-53rd, 48th-77th,70th-99th

(5.0)

F6 The frequency of the flips from even to odd (or vice versa). (49.5)

F7
The frequency of the same numbers appearing consecutively
two times.

(16.5)

F8
The frequency of the same numbers appearing consecutively
three times.

(2.7)

F9
The frequency of the same numbers appearing consecutively
four times.

(0.45)

F10
XXYY, XYXY, XYYX (Two pairs); the frequency of four
consecutive numbers which comprise two kinds of numbers.

(6.7)

F11
XXYYY (Full house); The frequency of a pair of the
same numbers and a three of the same numbers occur
consecutively

(1.5)

F12
XYXX, The frequency of subsequences in which 3 of 4
digits are the same numbers.

(4.5)

F13
XYXZX, The frequency of subsequences in which 3 of 5
digits are the same numbers.

(5.6)

F14
XYXZXX, The frequency of subsequences in which 4 of 6
digits are the same numbers.

(1.8)

F15
XXYXZWX, The frequency of subsequences in which 4 of
7 digits are the same numbers.

(2.5)

(W, X, Y, Z represent the number which appear in subsequence)

Table 6.1: Bias feature of random sequences

Natural sequences’ features

The questionnaires obtained sequences from sixteen subject players were an-
alyzed to identify common cognitive biases about the naturalness of random
sequences. The summary of the analysis is shown below in Table 6.2 (the result
of F3-F5 resemble F2).

F1 and F2 show the distribution of numbers in the sequence. The average
value of artificial sequences was a bit lower than the theoretical values. It is
interpreted that players prefer evenly appears of each of the digits.

F6 is revealed that the change from even to odd or vice versa was often
shown. These changes sound to be “Random” in the subjects’ view. This result
confirmed the experiment by Bakan (1960) [83].

F7 to F9 represents the consecutive occurrence of the same number. The
practical values are significantly lower than the theoretical values. After the
generation experiment, subjects were requested to answer the following question
(How many times should 3 consecutive same digits appear?). More than half of
the subjects’ answers are close to theoretical values. However, players tend to
feel that scatter numbers are random, thus the appearance of the same number
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Figure 6.4: Example of Feature F6, F10-F14
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F1 5.0 2.4 3.3 1.5
F2(-F5) 5.0 2.2 3.0 1.3

F6 49.5 55.6 62.0 49.3
F7 16.5 10.9 15.9 6.0
F8 2.7 0.8 1.5 0.1
F9 0.45 0.06 0.1 0.0
F10 6.7 3.3 5.3 1.3
F11 1.5 0.4 0.8 0.0
F12 4.5 1.4 2.8 0.0
F13 5.6 1.8 2.8 0.9
F14 1.8 0.3 0.5 0.0
F15 2.5 0.5 1.0 0.0

Table 6.2: Value of feature from subject players’ sequences
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as previous was avoided.
F10 to F15 represents the frequency of pattern appearance. It is significantly

different from the theoretical values. The same trend as features of F7 to F9
appeared. The average of the top 8 values is far from theoretical values. It is
shown that subject try to avoid the pattern with or without intention.

Regarding the random sequences simulated by subject players compared to
the theoretical values, the significant differences are necessary for the generation
of “natural” random sequences. However, the difference of personal belief which
shown in the difference between the average of the top 8 values and average of
the bottom 8 values was significant too.

6.3.2 Natural Random Number Generation

According to the result showing in section 6.3.1 and the hypothesis, an artificial
sequence might look natural when it shows the same or similar features as
generated by the subject. A method for generating random sequences that
make common players feel “natural” or “unbiased” was proposed. The symbols
are defined as follow.

• s : pseudorandom sequences

• fi(s) : statistic value of sequence s of i-th feature

• [αi, βi] : favorable range of feature fi

• erri : the amount of deviation from range when

erri(x) =


αi − xif x < αi

x− βiif βi < x

0if αi < x < βi

(6.1)

• γi : weight of deviation

For sequence s, the following equation was defined.

err(s) =
∑

i
(γierri(fi(s))) (6.2)

The values of err(s) is minimized by using optimization algorithm, and err(s) =
0 only when all feature values are in the favorable ranges.

Example of err(s)

The length of random sequences in the experiment is fixed to 50 digits. Regard-
ing the result of the first experiment, α, β, and γ were defined and shown in
table 6.3.

60



Feature Theoretical value
Lower
bound

α

Upper
bound

β

Weight
γ

F1 5.0 2 5 3.0
F2(-F5) 5.0 2 5 3.0

F6 24.7 27 30 1.0
F7 8.3 5 8 1.0
F8 1.3 0 1 3.0
F9 0.2 0 0 10.0
F10 3.4 1 3 4.0
F11 0.9 0 0 4.0
F12 2.2 0 1 4.0
F13 2.8 1 2 4.0
F14 0.9 0 0 4.0
F15 1.2 0 0 4.0

Table 6.3: Evaluation Criteria

300 standard pseudorandom sequences were prepared by using the pseudo-
random generator (i.e. Mersenne twister). The best sequence gave err() as 2.7
and the worst gave err() as 239:0. The average err() is 52:1. The best sequence
and the worst sequence are shown as follows.

• The best Sequence(err(s) = 2.7) :
52166232635543316563431216615323356642653154342315

• The worst sequence(err(s) = 239.0) :
31443255533554554656246445591543564454542566656544

According to the table 6.3, the practical values of all features except F6, were
lower than theoretical values, such as F11, “Full house” was prohibited even
though the theoretical average is 0.9 (not extraordinary). Thus the best se-
quences in which values of feature F7 to F15 are very small, supposed to look
natural in players‘ view. On the other hand, the worst sequences held many
groups of consecutive same numbers. That the pseudorandom generator might
be able to give such “natural” and “unnatural” output is demonstrated.

Optimization algorithm

We employed the local search algorithm in order to find the sequences with a
minimum of err(s). the summary of the algorithm is shown following.

1. Initialize 50 digits sequences by the standard pseudorandom algorithm.
(in this case, MT was adopted)

2. s0 is generated by changing a randomly selected digit of s

61



Figure 6.5: The example: errF6(x) :The frequency of the flip from even to odd
or vice-versa.

3. If err(s0) < err(s) then assign s0 → s.

4. Repeat (2) and (3) until err(s) is becoming 0 or process over 1000 times.

In preliminary design, simulated annealing and local search were proposed.
However, the setting at this time was the local search which could be able
to give the err(s) = 0 as well. Also, the time spent in optimization was around
0.02 seconds, exhibiting the acceptable performance with a standard PC and
good enough to be used in the usual video games. The simulated annealing
could be necessary if the number of features or limit upper or lower bound was
increased.

6.3.3 Naturalness evaluation

In order to confirm that the obtained optimized pseudorandom number se-
quences which err(s) = 0, looks “natural” for common players, the subject
experiment was performed.

Evaluation preparation

First, sets of sequence, three types of pseudorandom sequences were prepared
as follows.

1. Standard random sequences [Standard]: sequences generated by a pseu-
dorandom algorithm without modification, Random build in C♯.net.

2. Low-Rank Random Sequences [Low rank]: the value of err() sorted 60 bad
sequences from the last 20% of 300 pseudorandom sequences.
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3. Optimized Random Number [Optimized]: Optimized pseudorandom se-
quences with err(s) = 0.

48 sequences were prepared for each [Standard] [Low-rank] and [Optimized].

Evaluation method

Sixteen subjects were employed to evaluate the naturalness of each [Standard],[Low-
rank], and [Optimized] Sequences. Each subject received nine experimental pro-
grams (based on the Microsoft Windows Operating system, see fig. 6.6) which
display random sequences. One new number would appear every second, and
the last six numbers were displayed. Subjects ran an experimental program
twice per program (the same sequences) and gave a score for the program. The
definitions of the score are:

1. This random sequence has a Bias.

2. This random sequence might have a Bias.

3. Do not know.

4. This random sequence might be a natural random sequence.

5. This random sequence is a natural random sequence.

The set of nine programs contained three of each [Standard], [Low-rank], [Op-
timized] sequences which were prepared in section 6.3.3 , then 3 × 16 = 48
sequences were generated per each type. The order of 9 programs was shuffled,
and the group being shown was unknown to subjects.

Figure 6.6: Screen capture of Random sequences display program.

Evaluated result

The result of the experiment, classified by groups of sequences, were summarized
in Table 6.4.

[Low rank] was the worst 20% of 300 sequences ordered by the value of
err(). According to the values of err(), these sequences are far different from
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randomness in players’ perception. Thus the feelings of players “this sequence is
biased!” was ordinary. It is outstanding shown in the experiment by the median
of the score is 2 and Standard deviation is 1.01.

[Optimized] got the best evaluation of the three groups. Over 50% of the
sequences got 4 to 5 scores in the experiment (SD = 1.29, Median = 4). It
was concluded that sequences in this group look natural (look like real random
sequences) from the players’ point of view. In other words, our biased sequences
successfully made the players believe that the sequences are unbiased .

[Standard] got a better result than [Low rank] but lower than [Optimized].
Because [Standard] provided sequences which have err() from 2.7 to 238.0. This
phenomenon might be interpreted as “some sequences look natural whereas
some sequences did not.”

Three groups of sequences showed statistically significant differences in sta-
tistical test. By using Kruskal-Wallis Test, it is shown significantly difference
at p ¡ 0.5 (p = 0.0001.) And each pair also show differences in Mann-Whitney
U Test of each pair as we showed in Table 6.5.

The experiment exhibited that our designed err() can be used to evaluate
and simulate the naturalness of random sequences from the viewpoint of com-
mon players. However, there are some questions such as “are all fifteen feature
necessary?” or “is there some necessary features missed?”, which need further
research and study. The work until this section was under collaborating with
Nomura Hisamitsu.

Group
Evaluated score

1 2 3 4 5 Average (SD/Median)
[Standard] 11 19 2 11 5 2.58 (1.35, 2)
[Low-rank] 17 23 2 5 1 1.96 (1.01, 2)
[Optimized] 7 9 4 23 5 3.21 (1.29, 4)

Table 6.4: The evaluation result

Pair z-score p-value
{[}Standard{]}:{[}Low-rank{]} 2.136 0.016
{[}Standard{]}:{[}Optimized{]} −2.085 0.019
{[}Low-rank{]}:{[}Optimized{]} −4.312 0.000

Table 6.5: Mann-Whitney U Test between each pair

6.3.4 Utility test in Sugoroku

The naturalness of random sequences was directly evaluated via display pro-
grams in the previous section. However, in practical uses the naturalness of
sequences might be affected by other factors. Here, we assessed the utility of
the modified method by applied into Japanese tradition simple dice game called
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Sugoroku and investigated player’s satisfaction about dice. this section was
done originally.

Figure 6.7: Screen capture of simple Sugoroku program.

Sugoroku program

Fig. 6.7 shows a screen capture of the Sugoroku program. The experiment
procedures are shown following:

1. The token was placed at the start point (left-most cell).

2. “roll the dice” button was pushed by the player, and dice digit was selected
and shown, from 1 to 6 by using a specific algorithm.

3. If there was no branch, the token was moved automatically by the showing
digit cells.

4. If there are branches, a player can select one of upper/right/lower routes.

5. If the token stops at a red cell (Trap) then the player lost. If the token
reached green seal on the right side, the player wins.

6. 10 games per set and four sets will be done. After each set (10 games) is
played, players will be announced that the random sequence is changed.
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Each player will be asked to play in totally 40 games. And the four following
algorithms control the digit of dices.

1. Using the [Optimized] sequence generated in section 6.3.3 .

2. Using the [Optimized] sequence and “Trap Control” algorithm. (will be
explained in next subsection.)

3. Using the [Low Rank] sequence.

4. Using the [Low Rank] sequence and “Trap Control” algorithm.

The order of sets is randomly shuffled, and it is hidden to players. Seventeen
subject players were employed in the experiment, and 1000 JPY were rewarded
to each subject player to incent them. Each player must decide the path while
doing trial and error by themselves because their optimal policy is distinct.

Trap control

In the games of Sugoroku, the belief of randomness might have deviated while
playing. The risen of numbers of being traped induce a negative feeling to
players. For example, if a player is trapped four times in a row, the player
will suspect that the dice is intentionally controlled, even if the dice sequence
itself seems not to be biased. Then, a method to control the frequency and
continuity of being trapped, with keeping the naturalness of the sequence would
be proposed.

To control the number of being trapped, “trap sequences” were introduced.
These sequences are randomly generated for each player. The following sequence
is an example of trap sequences.

• 2,2,2,2,2,1,2,2,2,1,2,2,2,2,1,2,1,2,2,2,2,2,1,2

In the sequences “2” means “by the next dice roll the player should not be
trapped” and “1” means “by the next dice roll the player should be trapped”.
Trap sequence is optimized by the optimize algorithm shown in section 6.3.2.
The appearance rate of “1” is about 1/6, and the consecutive part is minimized.

The trap control will be activated when a trap exists in 6 cells ahead, and
the player is in the situation that unable to avoid the trap; after a token has
passing crosspoint (fig 6.8). When the trap control is activated, the next trap
control number is picked from a trap sequence. Note that, c is the distance
between a token and the next trap which is in the range 1 ≤ c ≤ 6, t is a digit
retrieved from a trap sequence, d0 is the last displayed digit of the dice, d1 is
the next scheduled digit in the prepared dice sequence, and d2 is a digit the
next to d1.

When t = 2 and d1 ̸= c, or t = 1 and d1 = c, the dice schedule is already
agreed with the trap control, in this cases d1 shows just as it is.

When t = 2, d1 = c and d0/neqd2, d2 is display instead of d1, to make
the player untrapped according to the trap sequence. In fact, d1 and d2 are
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Figure 6.8: Example of trap control method.

swapped, then the next digit is scheduled to d1 instead of d2. The condition
d0 ̸= d2 is introduced to avoid the continuation of the same digit.

Finally, when t = 1, d1 ̸= c and d0 ̸= c, c is shown instead of d1, to make the
player trapped according to the trap sequence. Here too, the condition d0 ̸= c
is also introduced to avoid the continuation of the same digit too.

A trap control is activated for each chance to be trapped, not for each game.
If the trap schedules are set up in each game, the result will be independent of
the route selected by the player. Even if a player selects an optimal route or
a bad route, the result will still be the same. This feature is not suitable and
should be avoided.

Evaluation of naturalness in practical uses

Similar to the method in section 6.3.3, the naturalness of dice sequences that
were used in each set of games were evaluated by human subjects. The averaged
score of each set are shown in Table 6.6. [Optimized] sequences seemed signifi-
cantly more natural than [Low Rank] sequences which are the same trend was
shown as a result in table 6.4, though the difference was smaller. One reason
might be that the last six digits were displayed in the previous experiment.

One more important result is the naturalness not decreased by using Trap
Control when [Optimized] sequence was used. As the goal was to propose a
method to control the frequency and continuity of being trapped, and keeping
the naturalness, the satisfaction of the following condition was confirmed.
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Group Average score

[Optimized] 3.12
[Optimized] + Trap Control 3.24
[Low-rank] 2.71
[Low-rank] + Trap Control 2.41

Table 6.6: The naturalness evaluation results in Sugoroku

frequency and dissatisfaction

The number of being trapped in each set (10 games) was also recorded. Con-
sidering the goal, the number is neither too big nor too small.

In the case of using the [Optimized] sequence without trap control, four
players (of 17) were trapped only twice, and two players were caught as often as
eight times. The average number was 4.23 whereas its standard deviation was
1.97.

In the case of using the [Optimized] sequence with trap control, one player
was trapped only twice, and no player was trapped over six times. The average
number was 4.53 that bigger than the previous case, but its standard deviation
was 1.14 that fairly smaller. It was concluded that trap control is sufficient to
avoid the “too lucky” or “too unlucky” cases, and keeping the naturalness.

After each set of 10 games question was asked to the subjects, “Do you
think that dice was controlled to force you to be trapped?”. Subjects could
answer 1-5, 1 is “Strongly yes” and 5 is “Strongly no”. In the case of using
the [Optimized] sequence, the number of “strongly yes” is 4, and in the case of
that with trap control only 1. This result confirmed that this method is able to
reduce the deviation of random numbers’ naturalness and dissatisfaction.

6.4 conclusion and future works

In this research, a method for generating a biased random sequence that making
players feel unbiased, according to the common cognitive biases of players, was
shown. Fifteen features were employed to measure the “randomness from the
viewpoint of common players”, and sequences are optimized to satisfy a given
condition. Generated sequences were evaluated and compared to standard ran-
dom sequences, and it was proved that our method is effective.

Moreover a trap control algorithm has been proposed and employed to de-
crease dissatisfaction which can occur while playing dice games like monopoly.
The experiments have been conducted in a short period, we did not confirm
the ability to reduce dissatisfaction in long usage. However, it should be clearly
noted that the method is not decreasing the number of being trapped for better
evaluation, but control the numbers to an adequate range, and control the pat-
terns to be trapped. So, we guess that dissatisfaction such as “I am too lucky,
boring” will not be so frequent.
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Also, please note that this work will be the first attempt to make such
sequences. This is the reason why we compared our proposed method only to
usual random sequences.

However, this method might not be effective for some players such as scien-
tists or expert game players, because the optimized sequence may be far from
the true randomness. To handle this problem, an adaptation for individual
cognitive biases needs to be done. This approach will be proposed in the near
future.

This time we only conducted a utility experiment on only the Sugoroku, not
generally describe in other domains. However, “an event occurs with a certain
probability” will frequently happen inside a game. Thus we believe that “the
idea of controlling the good and bad events to not occur much” is also able to
be applied to other game domains.
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Chapter 7

Conclusion

“Can machines think” Since this great question has been raised by Alan Turing
[68] for almost seventy years, “Human-likeness” is still a challenging problem
for researchers in the field of artificial intelligence. To date, “What is human-
likeness.” is difficult to be clearly defined.

Some human-likeness is necessary for entertainment. But “Does human-
likeness always lead to entertainment?”. The answer to this question is “ Not
always”. There are many cases to support this answer. For example, in Chapter
5 we discussed about “provocation”. Such behaviors can be allowed if they are
done among friends, but will not improve satisfaction of human players if they
are done by computer players. Thus the selection of human-likeness should be
done carefully.

A large number of current research related to this field interprets the human-
likeness in their way in which there is almost no common point in each of
them. The literature review is one of the tough tasks for the researcher in
this field. Thus, for further research in this field, we collected, summarized,
systematically clusterized as we show in chapter 2. We publish the work in
“The 36th meeting of the Game Informatics Research Group SIG-GI 2018”
by the “Game Informatics research group which is a part of the Information
processing society of Japan” [12]. We hope that this work will inspire and
encourage especially young Japanese researcher to conduct the research and
make advancement in this field in the future.

Also, we presented three approaches in human-likeness which are significant
and unique behavior of human-being. First, we showed the hand-coded method
for representing three types of behavior which are “play carefully,” “give a pri-
ority on sub-reward,” “pass the stage as fast as possible” and the switching
between this behavior to represent human-likeness. It is successfully performed
in some individual models, but some are not. By rule-based switching between
model, the AI shows improvement in the evaluation of human-likeness over the
unsuccessful model but is still far from the assessment of the human player.
Thus we believe there is a possibility of improvement in further research. This
research was published in 17th Conference on Intelligent Games and Simula-
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tion [7].
Next, we presented research on behavior that is not directly related to the

defined goal of the game. The work shows a novelty point of view in human-
likeness which is often found in human gameplay. We clustered various cases
of study from different games. Besides, we successfully reproduce the action
which aims to communicate to the alliance player, without using and supervised.
In other words, game-AIs try to communicate with each other by themselves
without any particular connection way. Such behavior is very significant and
directly related to the entertainment of the games. By introducing some of these
behaviors, the interaction between game-AI and human-player might be more
efficient and able to give human-player a feeling of being a part of a game which
related to the entertainment of play directly. This research was published in
Entertainment Computing – ICEC 2017 [86].

Finally, we proposed the method of making human-like cognitive bias on
randomness which we claim that is one of the characteristics of humans. We
statistically analyzed a random number by an understanding of human-player
and tried to reproduce random sequence whose hold a similar statistical feature
to human belief. At the result, we successfully produced random sequences
which humans believe it is random without biased. We assess the naturalness
of sequences directly and practical use in a dice game which showed a similar
successful conclusion. We believe that applying the method might able to reduce
the dissatisfaction that occurs by the cognitive biased of a player and help
players be able to enjoy the games more. This research was published at 2014
IEEE Games Media Entertainment(GEM2014) [87].

The focused three viewpoints of human-likeness we showed in this disserta-
tion are only one portion of human-likeness for game AI. However, we believe
that these three points are unique to human players and important for making
human-like game AI. And this study showed the advancement of human-likeness
especially for entertainment purpose. In the other domain such as a serious game
where the purpose of the game is not entertaining player but to support learning
something from the game, there are many discussions in order to apply in such
a domain. But, there is some connection between the serious game and enter-
tainment game such as the fun of the game might be rising the performance of
education or learning. Serious games with a human-like partner or opponents
might be necessary. This topic should be discussed in further research.
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Appendix

We surveyed many academic papers related to human likeness, and checked their
properties, in other words the purposes, the point of view and the employed
methods. They are listed in the following long table.
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