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This paper describes a statistical method for Japanese dependency anal-
ysis. We try to introduces Support Vector Machine (SVM) [1] into the
triplet /quadruplet model [2], which is a statistical model for Japanese de-
pendency analysis, and aims at improving accuracy of dependency analy-
sis. Recent progress in grammar formalisms enables us to develop wide-
coverage grammars such as SLUNG [3] that can produce parse trees for
most sentences in a wide range of texts, including newspaper and mag-
azine articles. But these grammars likely to have high ambiguities, and
just enumerate possible sentence structures in parsing. There have been
many attempts to develop a postprocessing module that can select a prefer-
able parse tree from many tress that the grammars have enumerated.
Kanayama’s triplet/quadruplet model is a statistical model and can be
seen as one of such postprocessing modules. His method could selects a
parse tree from many parse trees generated by an HPSG-based grammar
called SLUNG with a high precision.

A problem in Kanayama’s method is that it requires more features than
other similar techniques. And improving the accuracy of the triplet/quadruplet
model requires a effective smoothing technique. We try to introduce Sup-
port Vector Machine (SVM) as such smoothing technique, and aims at
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further improvement of parsing accuracy. SVM is one of the best smooth-
ing techniques currently available, and many researchers have reported that
it works better than the maximum entropy method (ME method), which
Kanayams’s original triplet/quadruplet method adopted.

The triplet /quadruplet model is one of the methods for dependency struc-
ture analysis, which have been recognized as a basic technique in Japanese
sentence analysis. Japanese dependency structure is usually defined in
terms of the relationship between phrasal units called® bunsetsu’ seg-
ments. Generally, dependency structure analysis consists of two step. At
the first step, dependency matrix is constructed, in which each element
corresponds to a pair of* bunsetsu ' and represents the probability of a
dependency relation between them. The second step is to find the optimal
combination of dependencies to form the entire sentence.

The difference between the triplet /quadruplet model and other conven-
tional models is the way of calculating statistical values. The conventional
models calculate the probability of a correct dependency between two bun-
setsus (phrasal units of Japanese) for each pair of bunsetsus. On the other
hand, in the triplet /quadruplet model, the conditional part of the probabil-
ity consists of information on a modifier bunsetsu and all its modification
candidates. This enables the model to capture context dependency to a
certain degree. The number of candidates is restricted to three or less
by using SLUNG and a heuristic. According to Kanayama, 98.6% of all
the correct bunsetsu dependencies exists between a modifier bunsetsu and

mod-

modification candidate bunsetsu nearest to modifier bunsetsu” ,
ification candidate bunsetu which is secondly near to modifier bunsetsu’
and“ modification candidate bunsetsu which is the farthest from modifier
bunsetsu.” The heuristic rule that restricts the modification candidates to
at most three was made on the basis of this observation.

In Kanayama’s original model the probability of a correct dependency
was estimated by using the ME method This triplet/quadruplet model
achieves high accuracy : 88.6% for the analysis of the EDR annotated
corpus.

Support Vector Machine(SVM) is a statistical learning technique that
was developed recently. This technique take a strategy that maximize the
margin between critical examples and the separating hyper-plane for avoid-



ing overfitting. As a result, SVM can enjoy high generalization ability even
with training data of a very high dimension. In addition, by optimizing a
function called the Kernel function, SVM can deal with non-linear feature
spaces, and carry out the training with considering combinations of more
than on feature. Kudo et al. has already developed a parsing method
that utilizes SBM and reported that their system achieves the accuracy of
89.09% even with small training data(7958 sentences). in experiments on
parsing of Kyoto University corpus

The goal of this study is introducing SVM that has desirable properties
mentioned above into the triplet/quadruplet model. One major obstacle to
achieve this goal is that SVM is binary classifier, while triplet /quadruplet
model requires three value classifier. The triplet/quadruplet model must
choose one from three values” modification candidate bunsetsu nearest to
modifier bunsetsu” ,“ modification candidate bunsetu which is secondly
near to modifier bunsetsu” and“ modification candidate bunsetsu which
is the farthest from modifier bunsetsu” . Thus, Existing SVM must be
extended to multi-value classifier. We solved this problem by applying one
vs. rest method. More precisely, we prepared three SVM and combine

them to obtain three valued classifiers.

Another important point is that Kanayama’s original triplet/quadruplet
model could not use all the words appeared in the training data as features
since introducing such many features caused over-fitting and the parsing
performance was reduced. On the other hand, since SVM outperforms
the ME in generalization ability in many situations, we can expect that
introducing words to our model as features causes improvement of parsing
performance. We conducted the experiments of parsing with the model to
which words were introduced as features given to SVM.

We implanted our method by using TinySVM, which is an implementa-
tion of SVM developed by Kudo [4], and LiLFeS, which is a programming
language particularly developed for describing parsing and grammars in
the framework of HPSGs and was developed by Makino et al., [5]. We also
used the grammar SLUNG developed by Mitsuishi et al. [3]

Finally, parsing experiments using the statistics model described above
were conducted. We used EDR annotated corpus as learning data and
test data. As features given to SVM, we basically used the feature set that



Kanayama used. But we eliminated combinations of more than one feature
from the feature set that Kanayama used. In addition, as mentioned above,
all the words appeared in training data were also added to our feature set.
As training data, we used about 10° sentences in the EDR corpus, while test
data consisted of 2,603 sentences. The achieved maximum accuracy was
87.7%, which was not better than Kaneyama’s original triplet /quadruplet
model unfortunately. One possible reason is that we could use only a half
of the training data Kanayama used as our training data. He used about
192,778 sentences in the training. The learning process requried too long
time when the same amount of the training data that Kanayama used. In
addition, our parsing performance is considerably lower than Kudo’s results
although both frameworks uses SVM. A hypothesis that may explain this
phenomenon is that the feature space in the triplet/quadruplet model is
far more complex than that of Kudo’s method and finer tuning of feature
sets and kernel functions may be necessary.
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