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Abstract

In this thesis, we introduced a new cooperative communication strategy for
single-relay Lossy Forwarding System, called Link Adaptation for Lossy-
Forwarding Relaying system (LALFOR). This system aims to improve the
energy efficiency and the throughput efficiency.
As many previous research has shown, the Lossy-Forwarding system can
enhance the transmission reliability and expand the communication coverage.
Unlike other systems, the relay of the Lossy-forwarding system will always
decode, re-encode and forward the information sequences to the destination.
However, since the relay will always work regardless of the channel condition,
there may exist a room where the system performance can further be
improved. If the channel condition is bad, relay may not be very helpful.
Then always forwarding seems to cause waste of energy. On the other hand,
if the channel condition is good, then keeping fixed code rate and modulation
schemes will also cause the waste of throughout efficiency.
To improve the system performance, in this thesis, the LALFOR system will
use two techniques, Partially-Lossy-Forwarding (PLF) technique and EXIT-
based Link Adaptation Algorithm. The main idea of PLF technique is to set
a threshold on the instantaneous signal-to-noise ratio of the Source−Relay
link. If the channel condition is bad, relay will discard the information
sequences of relay. On the contrary, if the channel condition is good, relay
will forward the information sequences to the destination according to the
Lossy-Forwarding system. Then the energy efficiency is expected to improve
by PLF although the communication coverage may decrease, then the trade-
off between outage probability and communication coverage is needed. Also,
since PLF will use point-to-point transmission method, it can also decrease
consuming time and improve throughput efficiency. Another topic, the
EXIT-based link adaptation algorithm is expected to select the code rate and
modulation schemes for the Relay−Destination link. The relay sends a short
information sequence to acquire the quality of the Relay−Destination link.
Then according to the channel quality, the set of code rate and modulation
scheme will be feedback from destination to relay. After that, the relay starts
to forward information sequences to destination. The throughout efficiency is
expected to improve by this algorithm. As the combination of PLF technique
and EXIT-based Link Adaptation algorithm, LALFOR system is expected
to save energy in the bad channel condition and improve the throughout
efficiency whatever channel condition is.
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Chapter 1

Introduction

In this chapter, we introduced the background and research motivation of
Link Adaptation for Lossy-Forwarding Relaying system (LALFOR) system,
then introduced the outlines and summarized the contribution.

1.1 Cooperative Wireless Communications

The main purpose of wireless communication is transmitting data efficiently
and reliably. Also, improving energy efficiency and communication coverage
are also the targets in the wireless communication. It is found that the above
targets can be achieved by cooperative relaying system. [1] The fundamental
idea of cooperative relaying system is that each relay node forward the
message they received, as Fig 1.1. shows. The relays can be base stations or
mobile wireless terminals. Since the relay forwarded the same information
which the source transmits to the destination, the reliability of the whole
system will be improved. Also the communication coverage will be improved
too with the help of the relays.

Commonly, to increase the performance of cooperative wireless communica-
tion, we could set up extra relay nodes between source and the destination.
Also, the outage performance will be improved by the diversity gain. Or we
can allow each node to help each other with their corresponding destination
[2]. Each node acts as both source and relay under different conditions.
In order to deal with different situations, relays are handled differently after
receiving information. Based on the different operations , the different
cooperative wireless communications systems are listed as: [3]

• Amplify and Forward (AF)
In the AF system, the relay amplifies its received signal in any case
and forwards the amplifies signal to destination. However, the relay
will amplifies the error simultaneously and some practical problems
will be caused due to the simple structure. [3]
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Figure 1.1: An example of cooperative wireless communication system

• Compress and Forward (CF)
In the CF system, the relay transmits quantified and compressed
information to the destination.
• Decode and Forward (DF)

In the DF system, after receiving the signals from the source, relay
firstly decode and then re-encode the information to the destination.
Importantly, the relay will discard the information when decoded error
has been detected. There are many practical implementations of DF
protocol, such as Cyclic Redundancy Check (CRC). It is found that, DF
systems outperforms AF and CF systems. However, since the relay will
discard some information which still have the probabilities to decode
correctly, DF system will cause a waste of the resources. Moreover, the
throughout efficiency will be decreased since the error detection will be
implemented at the relay. [3]

1.2 Lossy Forwarding system

To overcome the shortcomings of DF system, the Lossy forwarding system
is proposed. Message will be forwarded by the relay in any case rather
than discarding the information when error is detected at the relay. Better
performance in outage probability could be achieved.

2



Figure 1.2: The system model of the LF system

As an example, We consider a simple three-node half-duplex relay lossy
forwarding system, where a source S and a relay R and the transmission
destination D, as shown in Fig1.2. In this Lossy Forwarding (LF) system, we
assume a half-duplex channel which includes two phases. During the phase
1, S encodes the original message and broadcasts it to both R and D. During
the phase 2,R always decodes the information even error contains in the
information, re-encodes and forwards it to the destination D. After receiving
signals from S and R, the joint-decoding that works on the the destination
D retrieve the original message from S.

1.3 Research Motivation

The previous works in Lossy Forwarding in JAIST Information Theory and
Signal Processing Laboratory is shown in Table.1.1. Although many research
results about Lossy-Forwarding techniques has been found. There still exists
a controversial issue which is the trade-off between coverage extension and
energy efficiency loss according to the channel condition. It is mentioned
by the reviewer in [9]. When the channel condition of the S-R link is bad,
the relay may not offer great help to the destination. Therefore, always-
forwarding strategy will cause a waste of energy. To solve this issue, this
paper provide Partially-Lossy-Forwarding (PLF) technique at the relay to
make a trade off between energy efficiency saving and the reduction in
coverage extension according the condition of S-R link.
On the other hand, the traditional LF system utilize fixed code-rate and
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Contributor Results

Cheng et al.(2012)
Derive the theoretical outage probability over fading channels by

Slepian-Wolf theorem in single-relay system. [4]

Anwar et al.(2012)

Propose an iterative decoding technique by utilizing
the accumulator in turbo code for single-relay system.

Also estimate and exploit the correlation between source
and relay in joint decoding at destination [5]

Cheng et al.(2013)

Theoretically analyzed the outage probability of a single-relay
lossy forwarding system allowing intra-link errors
based on Slepian-Wolf theorem and implement

BICM-ID technique in it. [6]

Zhou et al.(2014)

Obtain the calculation for exact outage probabilities in the
single-relay system by utilizing the theorems for source coding

with side information and Shannon’s lossy
source-channel separation [7]

Qian et al.(2015)
Provide an optimal power allocation scheme for a single-relay
lossy forwarding system with assumed lossy transmission in

source-relay link [8]

Lin et al.(2019)
Derive the admissible rate region for lossy source coding problem

,investigate the outage probability over fading channel
and provide a practical encoding/decoding strategy [9]

Table 1.1: The previous work
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modulation method, which may cause the waste of throughout efficiency.
To improve throughout efficiency, we use Link-Adaptation technique on R-D
link. The Link-Adaptation technique was a traditional method to denote the
matching of the modulation, coding and other signal and protocol parameters
to the conditions on the radio link in wireless communications. By using this
technology on R-D link at the relay, the throughput efficiency of the relay-
destination channel is expected to be improved.
By combining the PLF technique and the Link-Adaptation technique, we
obtain the LALFOR system, which is expected to achieve better energy
efficiency in the bad channel condition and improve throughout efficiency
whatever the channel condition is.
However, whether using PLF or link adaptation technique, the outage
performance will become worse. That is because in the PLF system, when
the relay decide to discard the message, some message that could have been
successfully decoded was discarded. And the higher code-rate and higher
modulation will also decrease the outage performance. Considering the
improvement of the energy efficiency and the throughout efficiency, the worse
outage performance is considerable.

1.4 Summary of Contribution

This research aims to provide a new coding/decoding framework, which will
save energy efficiency and throughout efficiency for the Lossy-Forwarding
System. The achievement of this dissertation can be summarized as:

• We apply the PLF technique to discard messages when the channel
condition of the S − R link. The theoretical analysis and chain-
simulation over fading channel has been implemented to calculate the
increment of outage and calculated the saving energy efficiency.
• We apply the EXIT-based link adaptation algorithm technique to

the R − D link. Based on EXIT-analysis, an algorithm has been
implemented to select the appropriate code rate and modulation.
• Finally, we combined the two systems above into LALFOR system.

Then we calculate and compare the total throughput over fading
channel under different conditions.

1.5 Outline of this thesis

This dissertation is organized as follows. In Chapter 1(this chapter), the
research background and motivation are introduced. Then the contribution

5



of this research have also be summarized.
In Chapter 2, the basic knowledge of BICM-ID, joint decoding and adopted
accumulator will be introduced. Also, the system model of the LALFOR
system will be introduced in block diagram.
In Chapter 3, we investigate the outage analysis of the PLF system. It will
include the principle of the PLF system, the definition of the energy efficiency
and vertical distance. Then, the theoretical outage probability and practical
Frame Error Rate (FER) comparison over fading channel, and the energy
efficiency calculating under different conditions will be proposed.
In Chapter 4, We will introduce the principle of EXIT-analysis, the capacity
constriction capacity. We will investigate the principle of the algorithm of
the link adaptation,and show the outage probability in theoretical analysis
and chain simulation.
In Chapter 5, we combined the PLF and link-adaptation as LALFOR system.
The total throughput will be defined to evaluate the whole system. Benefiting
from PLF and LA algorithm, the throughput efficiency is expected to improve
whatever the channel condition is.
In Chapter 6, we will summarized the work in this paper and prospect the
future work.
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Chapter 2

Basics

In this chapter,we introduce the system model and the procedure of LALFOR
System. Then the basic knowledge of Bit-Interleaving Coded Modulation
with Iterative Decoding (BICM-ID) and joint decoding schemes will be
introduced.

2.1 System model

2.1.1 The system model of LALFOR System

To improve the energy efficiency and the throughout efficiency, as mentioned
before, we use the PLF and the EXIT-based Link adaptation technique on
the original system. In phase 1, S broadcasts the original message to R and
D. R decides to receive or drop based on the channel condition of the link
d0. To simplify the calculation, the condition of the link depends on the
value of Signal-to Noise Power Ratio (SNR). If the SNR is lower than the
setting instantaneous γth, R drop the information and only point-to-point
transmission is available at this transmission. If the SNR is larger than
the γth, the information will be decoded ,re-encoded and forwarded to the
destination.
During phase 2 slot 1, we use the precursor technique to acquire the
instantaneous SNR γ2 of the link d2. precursor technique is a mature
technique which is invented by K. W. Cattermole in 1979 to solve pulse
code modulation [10], and it is is widely used in Advanced Mobile Phone
System (AMPS) in 2G times.
During phase 2 slot 2, according to the condition of R−D link, the selector
will choose the code rate and modulation method for next frame based on
the EXIT-based Link Adaptation Algorithm.
During phase 2 slot 3, the information will be forwarded by the R to the D.

7



Figure 2.1: The system model of the LALFOR system

2.1.2 The decoding schemes of LALFOR System

The block diagram of LALFOR system is shown in Fig.2.2. The original
message S0 is encoded by the half-rate systematic non-recursive convolutional
encoder. Then the encoded bits are doped-accumulated by a DACC. Then
the outputs of the DACC are interleaved in bit order and mapped into sym-
bols according to the specified BICM method. Then the coded information
sequence is broadcast to the Relay and the Destination in phase 1. At the
same time, according to the SNR of the link between Source and Relay(S-R
link), relay will make a decision to keep or drop out the sequences. If the
relay decides to keep the sequences, the sequences will be decoded and re-
encoded. Then, to make statistically independent of S0, the decoded message
S1 will be interleaved by an additional interleaver Π0 Π.
During phase 2 slot 1, the relay will use precursor technique to acquire the
SNR of the R−D link.
During phase 2 slot 2, the selector will select the adaptive code rate and
modulation method for S1 according to the feedback of the channel condition
of R−D link based on EXIT-based Link Adaptation Algorithm.
During phase 2 slot 3, relay started sending information sequences to the
destination.
After that, fully iterative decoding will be implemented horizontally and
vertically at destination. During vertical iterations, the correlated error will
be minimized by exploiting the correlation knowledge between the source

8



and the relay. Finally, after decisions of the posterior Log-Likelihood Ratio
(LLR) at D1. The recovered information sequences S2 is obtained.

Figure 2.2: The block diagram of the LALFOR system

2.2 Channel Model

As shown in Fig 2.3., we could allocate the relay node far away from
the source(Location A), near to the source(Location B), or keep the same
distance to the relay and the destination(Location C). The geometric gain of
the link d2 with the regard of the link d1 is

G2 = (
d1

d2

)α, (2.1)

where α is the path-loss which is assumed to be 3.52 [11]. Also the geometric
gain of the link d0 with the regard of the link d1 is

G0 = (
d1

d0

)α. (2.2)
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Moreover, since the generality is lossless in link d1, the geometric gain G1 is
fixed as one. Then the received signals yi(i = 0, 1, 2) are

y1 =
√
G1 · h1 · t1 + n1, (2.3)

y2 =
√
G2 · h2 · t2 + n2, (2.4)

y3 =
√
G3 · h3 · t3 + n3, (2.5)

where ni denoted the Additive White Gaussian Noise (AWGN) noise vector
which the mean is 0 and the variance is σ2

n in each dimension. hi denotes the
complex fading channel gain, specifically, the normalized variance 〈|hi|2〉 is
1 when the link suffers from white Gaussian noise. hi will change variously
under fading channel. t1 and t2 represent the message vector transmitted
transmitted from source and relay. Given the path-loss exponent is 3.52, we
can found at Location A

Γ0 = Γ1 + 14.0075[dB],

Γ2 = Γ1 + 7.8094[dB],

and Location B

Γ2 = Γ1 + 14.0075[dB],

Γ0 = Γ1 + 7.8094[dB]. (2.6)

Also, we assume each link suffer from block-fading, the instantaneous SNR
of d1 is expressed as

γ1 =
G1|h1|2Es

N0

, (2.7)

and with the assumption 〈|hi|2〉 = 1, the average SNR is

Γ1 =
G1Es
N0

, (2.8)

where spectral noise power density in both-dimension N0 is defined as N0 =
2σ2

i (i = 0, 1, 2) without loss of generality. Same equation can be expressed
in d0 and d2. Then the Probability Density Function (pdf) of γi is expressed
as: [12]

p(γi) =
1

Γi
exp(−γi

Γi
). i = 0, 1, 2. (2.9)

10



Figure 2.3: The system model of the different relay location

2.3 Doped Accumulator

The Doped Accumlator (DACC) is a technique which is utilized to achieve
better performance. In Extrinsic Information Transfer (EXIT) analysis, it
was found [13] by using this technique, the inner code EXIT curve can be
pushed up and reach the (1,1) Mutual Information (MI) point.
The structure of the doped accumulator is same as the memory-1 half rate
systematic recursive convolutional code in Fig 2.7. The process of doped
accumulator is expressed as

b(k) =

{
sk, if k modPd 6= 0

bk−1 ⊕ sk, if k modPd = 0,
(2.10)

where Pd is the doping ratio of the selector, it means every Pd bit the ACC
outputs the accumulated bits. bk denotes the bits which is accumulated and
the bk is same as input ak. Specifically, bk is set as 0 at the beginning.
As an example in Fig.2.4, the input sequence is {s1, s2, s3, s4, s5, s6, s7, s8} and
the outputs of the accumulator is{b1, b2, b3, b4, b5, b6, b7, b8} and the doping
ratio Pd is 2. Therefore the result will be {s1, b2, s3, b4, s5, b6, s7, b8}
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Figure 2.4: The system model of Doped Accumulator

2.4 Bit-Interleaved Coded Modulation with

Iterative Decoding(BICM-ID)

Bit-Interleaved Coded Modulation (BICM) was proposed by Zehavi [14]. It is
considered as an efficient transmission over Rayleigh fading channels. [15] As
shown in Fig 2.5., each bit of the coded code from the convolutional encoder
is interleaved by the bit interleaver and then mapped on to a symbol with a
specified mapping rule. The interleaver will diffuse the busty errors caused
by the correlated fading in the channel and distributing the bits to make
them independent with each other. [16] The BICM techniques increase the
independence of the information from bit level to symbol level.

Figure 2.5: The BICM transmitter model in QPSK

Also, the specified mapping rule which BICM use, which is called non-
Gray mapping rule, could obtain more knowledge from the demapper in each

12



iteration and achieve better performance finally. To explain the mechanism
of the non-Gray mapping rule, we offer an example as Fig 2.6. We assume
in the QPSK demapping procedure, we can obtain the full prior information
for Bit A. Hence, the pattern for Bit B can be detected by comparing the
Euclidean distance which is shown in Fig 2.6. Obviously, non-Gray mapping
has longer Euclidean distance than Gray Mapping. Therefore, the non-Gray
mapping pattern could achieve better performance than the Gray-mapping.
At the receiver side, BICM-ID was originally published in [17], by Li and
Ritcey. The output of the demapper is the extrinsic LLR LE as [18], which
is based on maximum aposterior probability(MAP) algorithm

LE(sv) = ln
Pr(sv = 1|y)

Pr(sv = 0|y)

= ln

∑
s∈S1

{
exp

{
− |y−s|

2

2σ2
n

}∏N
w 6=v exp(swLa(sw))

}
∑

s∈S0

{
exp

{
− |y−s|2

2σ2
n

}∏N
w 6=v exp(swLa(sw))

} , (2.11)

where N presents the length of the symbol and La(sw) represents the prior
information Lca′,D,which is the interleaved at the w-th position in a symbol,
and S1 denotes the mapping pattern of the v-th bits in a symbol.
As shown in Fig.2.7, after the process of DACC−1 at the S-D link, the
extrinsic LLR Lce′,D1 is de-interleaved by the Π−1

1 .Then, the extrinsic LLR
Lce′,D1 is changed to the priori LLR Lca,D1 for decoder D1. The output of
decoderD1 contains the posterior LLR Lcp,D1 for coded bits, and posterior
LLR Lup,D1 for systematic bits. Then we subtract the priori LLR Lca,D1 from
posterior LLR Lcp,D1 to obtain the new extrinsic LLR Lce′,D1. After inter-
leaver, the new priori LLR Lca′,D1 is feedback to the Demapper+DACC−1.
The process of the Horizontal Iterations (HI) can be expressed as:

Lce,D1 = Lcp′,D1 − Lca′,D1, (2.12)

Lca,D1 = Π−1
1 (Lce,D1), (2.13)

Lce′,D1 = Lup,D1 − Lca,D1, (2.14)

Lca′,D1 = Π1(Lce′,D1) (2.15)

This horizontal iterative loop will be finished by specified times or no more
posterior information can be founded. Then the obtained posterior LLR
Lup,D1 is put into the Vertical Iterations (VI).
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Figure 2.6: Mapping rules for Gray and non-Gray in QPSK

2.5 Joint decoding and LLR Updating Func-

tion

As shown in Fig 2.8, now we focused on the vertical iterations after the
horizontal iterations are finished. By utilizing the correlation knowledge
between the source and relay, we can minimize the correlated error in
vertical iterations. The correlation value is denoted by the error probability
pe of the intra-link. It can be estimated by the posterior LLRs of the
uncoded(systematic) bits, which are Lup,D1 and Lup,D2. Lup,D1 and Lup,D2 are
obtained from the decoders D1 and D2, and pe is calculated by

p̂e =
1

N

N∑
n=1

exp(Lup,D1) + exp(Lup,D2)

(1 + exp(Lup,D1))(1 + exp(Lup,D2))
, (2.16)

where N represents the number of the posterior LLR pairs from the decoders
D1 and D2.
Then we can calculate the probability of the data sequences us and ur as

Pr(us,n = 0) = (1− p̂e) · Pr(ur,n = 0) + p̂e · Pr(ur,n = 1) (2.17)

Pr(us,n = 1) = (1− p̂e) · Pr(ur,n = 1) + p̂e · Pr(ur,n = 0), (2.18)

where us and ur denotes the information from source and relay and us,n
and ur,n denotes the t-th elements of us and ur.From [19] we know the LLR
updating function for us is

L(us,t) = ln
Pr(us,t = 0)

Pr(us,t = 1)
= ln

(1− p̂e) · exp[L(ur,t)] + p̂e
(1− p̂e) + p̂e · exp[L(us,t)]

, (2.19)
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Figure 2.7: The system model of BICM-ID in the horizontal iterations

and for ur is

L(ur,t) = ln
Pr(ur,t = 0)

Pr(ur,t = 1)
= ln

(1− p̂e) · exp[L(ur,t)] + p̂e
(1− p̂e) + p̂e · exp[L(ur,t)]

, (2.20)

Generally, the LLR updating function fc is given as

fc(x, p̂e) = ln
(1− p̂e) · exp(x) + p̂e
(1− p̂e) + p̂e · exp(x)

, (2.21)

where x denotes the input value of extrinsic LLRs Lue,D1 and Luu,D2. They
are obtained by subtracting the uncoded priori LLR Lua,D from the uncoded
posterior LLR Lup,D.The VI can be expressed as

Lua,D1 = fc(Π
−1
0 (Lue,D2)), (2.22)

Lua,D2 = fc(Π0(Lue,D1)). (2.23)

After the iterations in the horizontal iterations and vertical iterations, the
final judgement is according to the uncoded LLR Lup,D1.

2.6 Summary of this Chapter

In this chapter, we introduced the system model of LALFOR System firstly.
Then, we introduced the principle of the DACC, the basic knowledge of the
decoding schemes. It contains two main parts, BICM-ID in the horizontal
decoding iterations, and LLR updating in vertical iterations.
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Figure 2.8: The system model of joint decoding and LLR updating
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Chapter 3

Partially Lossy Forwarding Sys-
tem

In this chapter, we apply the PLF technique to the single-relay Lossy
Forwarding system. We will display the system model of PLF firstly, then
show the process of exact outage probability analysis. Finally, the theoretical
and chain-simulation results will be presented.

3.1 System Model

We consider a single relay system, as shown in Fig.3.1. We assume all the
links are under block-fading and the instantaneous SNR of S − R link is γ0

and the instantaneous SNR of setting threshold is γth. If the γ0 is larger
than γth, the Source will broadcast the information sequences to the Relay
and Destination. Then, the Relay decoded the information sequence,de-
interleaves and interleaves the information, re-encoded it and forwarded to
the Destination. If the γ0 is smaller than γth, the Relay will discard the
information sequences, then only S −D link is available.
The purpose of PLF technique, is to improve energy efficiency in the bad
channel condition. However, the outage performance of PLF will become
worse than the traditional Lossy Forwarding System(LF System) because
the decoder at the destination can not receive the help from the relay when
the γ0 is lower than γth. Therefore, we must carefully choose γth to make a
good trade off between communication coverage and energy efficiency.

3.2 Intra-Link error probability analysis

In this section, we will identify the relationship between the intra-link
probability p, the instantaneous SNR γ0 and the setting threshold γth.
According to Shannon’s lossy source-channel separation theorem [12].

Rs ·R(D) ≤ C(γ), (3.1)
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Figure 3.1: The system model of PLF System

where Rs0 denotes the spectrum efficiency of the intra-link d0, and R(D) is
the rate-distortion function of the source. C(γ0) denotes the channel capacity
of the intra-link d0. With Hamming distortion measure, the distortion level
D is equal to the intra-link probability p. By substituting p into (3.1) we can

obtain R(p) = Φ1(γ0) = C(γ0)
Rs0

. Let Hb(x) denotes the function of the binary

entropy, which is Hb(x) = −x · log2(x)− (1− x)log2(1− x). H−1
b (x) denotes

the inverse function of the Hb(x), we can express p as:

p =

{
H−1
b [1− Φ1(γ0)], for Φ−1

0 (0) ≤ γ0 ≤ Φ−1
0 (1)

0, for γ0 ≥ Φ−1
0 (1)

(3.2)

Therefore, it is obvious to find out the relationship between the average SNR
of S − R link to p as shown in Fig.3.2. Also, from (3.2), we can find the
relationship between setting threshold γth and intra-link error probability pth
as:

pth = H−1
b [1− Φ1(γth)]. (3.3)

Also, according to Shannon’s separation theorem, for Source-Destination link
and Relay-Destination link, if the transmission rates and spectrum efficiency
Rs,1 and Rs,2 satisfy: {

R1Rs,1 ≤ C(γ1)

R2Rs,2 ≤ C(γ2).
(3.4)
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Figure 3.2: Theoretical BER of intra-link with rate distortion function

The error probability can be arbitrarily small, where C(γ1) and C(γ2) denotes
the throughout efficiency of Source-Destination link and Relay-Destination
link with the instantaneous SNR γ1 and γ2.
Then the relationship between rate R1 and R2 and the instantaneous SNR
γi is

R1 = Φ1(γ1) =
C(γ1)

Rs1

(3.5)

R2 = Φ2(γ2) =
C(γ2)

Rs2

, (3.6)

and for their inverse function:

γ1 = Φ−1
1 (R1) = C−1(R1, Rs1) (3.7)

γ2 = Φ−1
2 (R2) = C−1(R2, Rs2), (3.8)

where C−1(Ri, Rsi) represents the inverse function of channel capacity. and
C−1(Ri, Rsi)

3.3 Exact outage probability analysis

3.3.1 Theoretical Analysis

As shown in Fig. 3.3. We considered U1 as the ordinary binary information
sequence,U2 as the output of the encoder of Source. As written in the previous
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section, U2 can be seen as the result of bit-flipped of U1, with probability p,
which can be expressed as:

U2 = U1 ⊕ P mod 2, (3.9)

where Pr(P = 1) = 1− Pr(P = 0) = p.
Also, Û1 is the output of the decoder at the destination and Û2 is the estimate
of U2. Let R1 and R2 be the rates of Source-Destination link(S−Dlink) and
Relay-Destination link(R − Dlink). Since the information from source to
destination and from relay to destination are correlated, and the information
from relay help the destination recover the information from the source, we
can use the theorem for source coding with side information to find the
requirement which Û0 is a successful recovery of U0, which is :{

R1 ≥ H(U1|Û2)

R2 ≥ I(U2; Û2),
(3.10)

H(U1|Û2) is conditional entropy of H(U1), and the I(U2; Û2) is the mutual

information between H(U1) and ˆH(U2). We assume the relationship between
Û2 and U2 is the bit-flipping with probability p

′
, obviouslyH(U1|Û2) = Hb(p

′∗
p), where p

′ ∗p = (1−p′)p+(1−p)p′ . Also I(U2; Û2) = H(Û2)−H(Û2|U2) =
1−Hb(p

′
)

Figure 3.3: The system model of coding and decoding with side information
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3.3.2 Exact Outage Probability when γ0 > γth

As shown in Fig.3.4., we can divided the rate-region into 3 sub regions:Region
RA,Region RB,Region RC .Region RA denotes the case when outage event
happens if the R2 ≥ 1, which means the information are successfully decoded
at the relay. Region RB denotes the case when outage event happens if the
R2 ≤ 1, which means the information decoded at the relay contains error.
Region RC denotes the case when outage event did not happen, which means
admissibly region.
Therefore, when γ0 > γth, which means relay is always working, the
probability for (R1, R2) fall in RA and RB, which is equal to the outage
probability, can be expressed as:

PC1
out = Pr(0 ≤ p < pth, (R1, R2)ε(RA ∪RB))

= Pr(p = 0, (R1, R2)εRA)

+ Pr(p = 0, (R1, R2)εRB)

+ Pr(0 < p < pth, (R1, R2)εRA)

+ Pr(0 < p < pth, (R1, R2)εRB), (3.11)

When R2 ≥ 1, to reach RC , R1 should larger than Hb(0 ∗ p) = Hb(p). When
R2 ≤ 1, to reach RC , R1 should larger than Hb(p

′ ∗ p). Generally, R1 should
satisfies (3.12) to reach admissible region:

R1 ≥

{
Hb(p), for R2 ≥ 1,

Hb(p
′ ∗ p), for 0 ≤ R2 ≤ 1,

(3.12)

3.3.3 Exact Outage Probability when γ0 ≤ γth

Obviously, since relay will discard the information sequence when γ0 ≤ γth,
only point-to-point transmission is available under this condition. Successful
decoding of U1 satisfies R1 ≥ H(U1), which is equal to R1 ≥ H(p). So the
outage probability can be expressed as

PC2
out = Pr(pth ≤ p ≤ 0.5, 0 ≤ R1 ≤ Hb(p)). (3.13)

3.4 The definition of Energy Efficiency and

Vertical Distance

Before we process the theoretical simulations, we need to make a clear
definition of the energy efficiency ηth and the vertical distance from relay
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Figure 3.4: The admissable rate region by the theorem for source coding with
side information

to S-D link VD.
The energy efficiency (th) is defined as the ratio of bits discarded by relay
nodes to total transmission bits under γth, which is expressed as:

ηth =
Nth

Nall

. (3.14)

As shown in Fig. 2.3. In the tradition Lossy-Forwarding system, we assume
the relay moves on the line between the source node and the end point.
However, this assumption will cause geometric loss. To compensate it, we
introduce the vertical distance VD in the PLF system. The vertical distance
is defined as the ratio of the vertical distance dst from relay to S-D link to
the distance dsd from relay to destination as :

VD =
dR
dsd

. (3.15)

Also, we assume the relay is moving on the line parallel to the source-
destination link with a destination dR. The VD is set from 0 to 1, which means
the largest VD is same as the distance from the source to the destination.
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Figure 3.5: The system model of the different relay location

3.5 Exact Outage Probability Calculation for

PLF system

Since all the three links are under independent block Rayleigh fading, the
probability density function of S − R link, R − D link and S − D link are
independent, which means the joint pdf of the three links p(γ0, γ1, γ2) can be
expressed as :

p(γ0, γ1, γ2) = p(γ0) · p(γ1) · p(γ2). (3.16)

Then according to (3.4) and (3.10), the outage probability PC2
out can be

expressed as the addition of P1,a, P2,a, P2,a, P2,b.(P
C1
out = P1,a+P2,a+P2,a+P2,b)
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And the P1,a, P2,a, P2,b, P2,b are

P1,a = Pr {p = 0, R2 ≥ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr

{
γ0 ≥ Φ−1

1 (1), γ2 ≥ Φ−1
2 (1),Φ−1

1 (0) ≤ γ1 ≤ Φ−1
1 (0)

}
=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 (1)

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

= 0 (3.17)

P1,b = Pr {p = 0, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr

{
γ0 ≥ Φ−1

1 (1),Φ−1
2 (0) ≤ γ2 ≤ Φ−1

2 (1),Φ−1
1 (0) ≤ γ1 ≤ [1− Φ2(γ2)]

}
=

∫ Φ−1
1 (∞)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [1−Φ2(γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ2

exp

[
−Φ−1

1 (1)

Γ0

] ∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ2

Γ2

) ·
[
1− exp(−Φ−1

1 [1− Φ2(γ2)]

Γ1

)

]
dγ2

(3.18)

P2,a = Pr {0 < p ≤ pth, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr

{
γth ≤ γ0 ≤ Φ−1

1 (1), γ2 ≥ Φ−1
2 (1),Φ−1

1 (0) ≤ γ1 ≤ [1− Φ1(γ0)]
}

=

∫ Φ−1
1 (1)

γth

dγ0

∫ Φ−1
2 (∞)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [1−Φ1(γ0)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0

exp

[
−Φ−1

2 (1)

Γ2

] ∫ Φ−1
1 (1)

γth

exp(−γ0

Γ0

) ·
[
1− exp(−Φ−1

1 [1− Φ1(γ0)]

Γ1

)

]
dγ0

(3.19)

P2,b = Pr {0 < p ≤ pth, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr

{
γth ≤ γ0 ≤ Φ−1

1 (1), γ2 ≥ Φ−1
2 (1),Φ−1

1 (0) ≤ γ1 ≤ Φ−1
1 [Ψ(γ0, γ2)]

}
=

∫ Φ−1
1 (1)

γth

dγ0

∫ Φ−1
2 (∞)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [Ψ(γ0,γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0Γ2

∫ Φ−1
1 (1)

γth

∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ0

Γ0

− γ2

Γ2

) ·
[
1− exp(−Φ−1

1 [Ψ(γ0, γ2)]

Γ1

)

]
dγ0dγ2,

(3.20)

with

Ψ(γ0, γ2) = Hb

{
H−1
b [1− Φ1(γ0)] ∗H−1

b [1− Φ2(γ2)]
}
, (3.21)

Φ(γ) =
log2(1 + γ)

Rs

. (3.22)
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Also, the PC1
out can be expressed as:

Pth = Pr {pth < p ≤ 0.5, 0 ≤ R1 ≤ Hb(p)}
= Pr

{
Φ−1

1 (0) ≤ γ0 ≤ γth,Φ
−1
1 (0) ≤ γ1 ≤ Φ−1

1 (1)
}

=

∫ γth

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0Γ1

∫ γth

Φ−1
1 (0)

∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ0

Γ0

− γ1

Γ1

)dγ0dγ1, (3.23)

The total PC
out is :

PC
out = PC1

out + PC2
out, (3.24)

3.6 Numerical Results

3.6.1 Theoretical Results

In this section, theoretical outage probabilities of Lossy-Forwarding Sys-
tem(LF System) and PLF System are provided. Moreover, the outage
probabilities comparison will include the different location of the relay and
the vertical distance from the relay to the Source-Destination link. We use
dr = dsr/dsd to denote the distance ratio of the location of the relay, the way
relay moves is introduced in section 2 Chapter 2. The geometric gains are
calculated according to (2.1) and (2.2), with path-loss factor α.(α is setting
as 3.52 in [11]) In Fig.3.6, by fixing dr = 0.5, we can see that the outage
probability will increase when the instantaneous of γth is increasing. That is
because if γth is larger, more bits will be discarded by relay.

In Fig.3.7, under the premise that the S-D link conditions remain un-
changed, when the relay is getting close to the source, the average SNR
of S-R link Γ0 is decreasing. On the contrary, the probabilities which the
instantaneous SNR of S-R link γ0 is over than the setting threshold γth is
increasing. Therefore, more bits discarded by the relay, the more outage
increasing will be obtained. On the other hand, when relay is moving to
the destination, the the average SNR of S-R link Γ0 is increasing. Most bits
will pass the threshold and be forwarded by the relay. That is why the gap
between setting threshold or not is narrowing while the relay is moving to
the destination.
Also, if we set an accurate outage probability called ’reliable outage bound-
ary’, which means the outage is acceptable only when it is below the
boundary. And the area when the outage is below the boundary is called
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Figure 3.6: Comparisons of theoretical outage probabilities in different
threshold

’Searching Area’(SA). In Fig.3.7 , the SA for Lossy-Forwarding System is
a−b and for PLF system is c−d. Obviously, the Searching Area is shrinking
due to the setting of the threshold. Although the outage performance is
relatively worse when setting threshold, it also benefits on energy efficiency.
As (3.14) define, the energy efficiency ηth will be saved in PLF system.
As shown in Fig. 3.8. and Fig. 3.9. The energy efficiency is increasing when
γth is decreasing, or the relay is close to the relay, which means more bits are
discarded by the relay. From γth = −5dB to γth = −1dB, up to 17% 40%
energy is saved.
Also, as shown in Fig.3.10 , the average SNR for S−D link Γ1 is set to 1dB.
Obviously, when the relay is at the same position, the lower average SNRSD

can save more energy. On the other hand, the threshold setting will work
well will in the low SNR area.
Fig. 3.11, Fig. 3.12 and Fig. 3.13 shows the result if we consider the vertical
distance from Relay to distance VD as a parameter. The definition of VD
is in section 3.4. As shown in Fig. 3.10, with same threshold, the outage
probability will increase when the VD is increasing, which means relay is
moving away from the source and destination vertically. In Fig. 3.11, the
Searching Area is shrinking from a− d to c− b when setting threshold, and
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Figure 3.7: Comparisons of communication coverage with γth = 0dB

the area will be shrunk again from c− b to e− f when setting threshold and
considering VD. It is because the S − R link is weaker when considering VD
and then more bits will be discarded by the relay. On the contrary, more
energy will be saved as shown in Fig. 3.12.

3.6.2 Simulation Results

The chain simulation is under the condition that all three links are suffering
from block-fading. The setting of chain simulation parameters is shown in
Table. 3.1. Also, rather than using bit-flipping model in S − R link, we
assume this link also suffer fading to make the research more practical.
In Fig. 3.14, we can find out that FER will increase with the increment of
the threshold γth.
In Fig. 3.15, we can clearly see the gap between the theoretical outage and
practical outage. The optimal position to yield lowest outage is 0.4 rather
than 0.5. That is because we assume S − R link use the code which can
achieve the channel capacity, but in practical, it can not achieve channel
capacity, which makes the outage performance is worse than theoretical. To
fix up this problem, the relay need to move closer to the relay to obtain more
geometric gain from S −R link.

27



Figure 3.8: Comparisons of energy efficiency in different threshold

3.7 Summary of this Chapter

In this Chapter, we introduce the PLF system model firstly. Then according
to Shannon’s lossy source-channel separation theorem, we build the connec-
tion between intra-link error p and the instantaneous SNR for S−R link γ0.
Then, according to the theorem for source coding with side information,
we find the region where outage probability happens. To calculate the
region by numerical integration, we find the theoretical outage probability
will increase within threshold. Also, the communication coverage will be
decreased. Then, after chain-simulation, we verify the conclusion above and
calculate the energy efficiency saving from PLF technique. To compaste the
geometric loss, then we introduce the vertical distance H. By considering H,
we find that the energy efficiency will increase more although communication
coverage will also decrease more.
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Figure 3.9: Comparisons of different threshold in theoretical outage proba-
bilities with average SNR for S-D link is 1dB

Figure 3.10: Comparisons of different average SNR for S-D link with γth=0dB
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Figure 3.11: Comparisons of theoretical outage probabilities in different
Vertical Distance with γth=0dB

Figure 3.12: Comparisons of communication coverage in different Vertical
Distance with average SNR for S-D link is 1dB and γth =0dB
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Figure 3.13: Comparisons of theoretical energy efficiency in different Vertical
Distance with average SNR for S-D link is 1dB and γth =0dB

Item Setting
u Pr(u = 0) = Pr(u = 1) = 0.5

Information sequence length N 104 bits
Decoding algorithm BCJR

Encoder C1
Rate 1/2 memory − 1 systematic
non-recursive convolutional code

Encoder C2
Rate 1/2 memory − 1 systematic

recursive convolutional code
Modulation QPSK

Channel Model Block-rayleigh fading Channel
Iteration times 20

Table 3.1: The settings of chain simulation parameters
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Figure 3.14: Comparisons of FER in LF and PLF System

Figure 3.15: Comparisons of theoretical outage probabilities and practical
FER with average SNR for S-D link is 0dB
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Chapter 4

Exit-based Link Adaptation

In this chapter, we apply EXIT-based Link Algorithm to the single-relay
system. We will introduce the basic knowledge for EXIT analysis and
constellation constrained capacity firstly, then the principle of EXIT-based
Link Algorithm will be introduced. Finally, based on that algorithm, the
theoretical and practical outage probability will be shown.

4.1 Basics for EXIT analysis

In 2001, Stephan ten Brink introduced the EXIT chart [20], which describes
the flow of extrinsic information between the decoders and visualize how
the information about the transmitted coded bits gained by exchanging
the likelihood ratio. By using EXIT charts, only the mutual information
exchanged between demapper(or decoder, equalizer, etc) and decoder needs
to be tracked rather than various variables. In this chapter, we use EXIT-
chart to design the EXIT-based Link Adaptation Algorithm to select code
rate and modulation method for R−D link.

For example, we consider a receiver with demapper and decoder in the BICM-
ID system as Fig 4.1. shows. In this system, the input of the demapper is
the received signal from the channel Ly(in likelihood ratio, same below) and
extrinsic information of the channel decoder L2

A. And the out put of the
demapper L1

E is a function of the received signal and the priori information
provided by the channel decoder which is in the demapper.

L1
E = f(L1

A, Ly). (4.1)

Also the output of the decoder is a function of the demapper’s output.

L2
E = f(L1

A). (4.2)

In [20], two observations have been found by the iterative decoding simulation
as:
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Figure 4.1: The system model of the BICM-ID System

• For larger interleavers, the priori values LA remain fairly uncorrelated
from the respective channel observations over many iterations.

• The pdf of extrinsic output values LE, which is also equal to the priori
values LA approach the Gaussian distributions when the iterations
times is increasing.

Then, we assume the LA is modeled by introducing equivalent Gaussian
channel, x is the transmitted information bit, suffering from independent
Gaussian random noise n with the variance σ2

A. Then LA can be expressed
as:

LA = µA ·X + n, (4.3)

where n denotes the independent Gaussian random noise. Since LA is
assumed to be an L-value of a Gaussian channel output, the mean value
µA must satisfies :

µA =
σ2
A

2
. (4.4)

Then, for each bit x in sequence X the mutual information I(X;A) between
the demapper and the decoder is:
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I(X;A) = H(X)−H(X | A)

=
∑
x∈X

∫
λ∈A

p(X,A) log
p(X,A)

p(X)p(A)
dλ

=
∑
x∈X

∫
λ∈A

p(X,A) log
p(A | X)p(X)

p(X)p(A)
dλ

=
∑
x∈X

∫
λ∈A

p(A | X)p(X) log
p(A | X)

p(A)
dλ

=
∑
x=1

∫ ∞
−∞

pA(λ | X = x)
1

2
log

pA(λ | X = x)

pA(λ)
dλ. (4.5)

Here, pA(λ|X = x) is the probability of the LLR being λ conditioned of the
sequence X. The conditional probability density function is:

pi(λ | X = x) =
1√

2πσA
exp

−
(
λ− σ2

A

2
x
)2

2σ2
A

 . (4.6)

Then, the mutual information I(X;A), which can be written as IA(σA) when
the σA is given, can be expressed by:

IA(σA) =
1

2

∑
x=+1,−1

∫ ∞
−∞

pi(λ | X = x) log2

[
2pi(λ | X = x)

pi(λ | X = −1) + pi(λ | X = +1)

]
dλ

= 1−
∫ ∞
−∞

1√
2πσi

exp

−
(
λ− σ2

i

2
x
)2

2σ2
i

 log2[1− exp(−λ)]dλ. (4.7)

To simplify the process, we use the approximated J-Function to express IA :

IA = J(σA)

≈ (1− 2−H1σ2H2 )H3 , (4.8)

where H1 = 0.3073,H2 = 0.8935,H3 = 1.1064. [21] Those parameters are
calculated by curve fitting based on lease-squared. Also, we can obtain the
variable IA according to mutual information as shown in:

σA = J−1(IA)

≈
(
− 1

H1

log2

(
1− I

1
H3

)) 1
2H2

. (4.9)
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However, if the variance σA can not be obtained, we can also calculate the
mutual information of the soft input soft out put demapper IE by calculating
the histogram of the LLR.

IE = I(LE;X)

=
1

2

∑
x=+1,−1

∫ ∞
−∞

pi(λ | X = x)

log2

[
2pi(λ | X = x)

pi(λ | X = −1) + pi(λ | X = +1)

]
dλ. (4.10)

4.2 EXIT charts for Outer Codes

To visualize how the mutual information exchanged from the demapper and
the decoder in the EXIT-chart, the x and y axis for the outer code are flipped
since the output of the channel decoder is the input of the demapper, vice
versa. To calculate the outer code only, we divided the BICM-ID system into
two parts and input the IA manually from 0 to 1. The outer code EXIT-
chart, which use [15 17](generators in octal) in half rate code, is shown in
Fig.4.2.

Figure 4.2: Convolutional Codes with 1/2 code rate
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4.3 EXIT Charts for Inner Codes

4.3.1 Area Property

In [22], we can obtain that the area E under the demapper EXIT curve is
corresponding to the constellation constrained capacity. And if the EXIT
function of the posteriori information of the outer decoder output does
not intersect with the inner code curve, the area under the decoder EXIT
curve(lower curve) is equal to the rate rc of the code. Generally, if the
demapper curve and the decoder curve does not intersect with each other,
the area E is the same as the channel capacity. Under this condition, if the
rate of the outer code is smaller than the constellation constrained capacity
and the received sequence can be iteratively decoded without any error.

4.3.2 EXIT charts in different Mapping rules

The shape of the EXIT curve strongly depends on the constellation diagram.
It is found that all the standard mapping schemes with different arrangement
of the labels have the same area under the EXIT curve, since the constellation
constrained capacity is not dependent on the labeling rule which is used.
As an example, we introduce three different constellation mapping rules,
which isGray Mapping, M16a Mapping, and Modified Set Partitioning(MSP )
Maping. Then, the EXIT-curve of the three different Mapping rules will be
obtained to explain the difference in Inner Code curve between different
mapping rules.
For all the three Mapping each label has a length lmap = log2(M), where M is
the signal points per symbol in the constellation diagram, in 16 Quadrature
Amplitude Modulation (QAM), M=4.
In [23], the distance spectrum is mentioned as a method to evaluate the
performance for different mapping rules. It is defined as the number N(dE)
of symbols in the constellation diagram(X) siεx

p
b , with the Euclidean distance

dE from the symbol siεx
p
b , where the xpb is the subset of symbols whose bit

label have the value b at the pth position. The distance spectrum N(dE) is
expressed as:

N(dE) =

∑lmap

p=1

∑l
bp=0

∑
siεx

p
b
NN(dE, si)

lmap · 2M
. (4.11)

The result of distance spectrum distance is given in [24]. From the result,
we can obtain that:

37



Figure 4.3: The Mapping rules for different 16QAM Mapping

• If the priori information is unavailable, which means demapper knows
nothing about the information sequence, the Gray Mapping outper-
forms any other mapping schemes.

• On the contrary, if the priori information sequence approach the
maximum value, which means demapper can obtain the full information
from the information sequence, the Gray mapping performance is worst
and the M16a Mapping is the best mapping scheme.

• The performance of MSP Mapping scheme is always between the Gray
Mapping and M16a Mapping. Therefore, the MSP Mapping is a good
choice between full and zero priori information

Then, as shown in Fig 4.4., with doping accumulator technique which is
introduced in Chapter 2, all three EXIT-curve can reach (1,1) point in
EXIT-chart.(To simplify calculation, the doping ratio is set as 2). For Gray
mapping, beginning point is the highest. For M16a Mapping and the MSP
Mapping, although the starting point is lower than Gray Mapping, they
can also achieve (1,1) point finally under many iterations.(The trajectory is
shown as green dotted lines in Fig 4.4.), which means the non-gray mapping
can achieve better performance under massive iteration in even bad channel
condition. Moreover, the MSP mapping have a better performance than
M16a Mapping and the Gray Mapping.
Generally, for BICM-ID systems, although the Gray mapping have a higher
staring point we will choose non-Gray mapping rules in Quadrature Phase
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Figure 4.4: 16QAM with ES

N0
8dB and code rate 1

2
in different mapping rules

Shift Keying (QPSK) and 16-QAM in Link-Adaptation algorithm.

4.4 Constellation Constrained Capacity

Constellation Constrained Capacity of Simple-input-simple-output(SISO)
has been fully studied in many literature. In [25], one-dimensional and two-
dimensional modulation is considered in AWGN channel.
We assume z as the received signal which suffer from independent normally
distributed noise sample with variance σ2 and zero-mean.P (z) represents the
independent continuous distribution probability of the signal. P (k) repre-
sents the prior discrete probability by k − th information sequence.P (k, z)
denoted the joint distribution probability. From [25], we can obtain that
under one-dimensional case, P (z),P (k), and P (z, k) can be expressed as:

p(z) =
N∑
k=1

p(z, k) =
N∑
k=1

1

N
·

exp

(
−|z−nk|2

2σ2

)
√

2πσ2
, (4.12)
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where we assume nk is the k − th channel signal point in the modulation.

p(k) =

∫ ∞
−∞

p(z, k)dz =
1

N
(4.13)

p(z, k) =

exp

(
−|z−ak|2

2σ2

)
√

2πσ2
·
(

1

N

)
, (4.14)

where N is assumed as the length of the signal points in different modulation.
Also we assume p(k) is uniform distribution and therefore p(k) and p(z) are
independent. In the two dimensional case,

p(z) =

√
N∑

i=1

√
N∑

r=1

1

N


exp

(
−|x−akr |

2σ2

)2

√
2πσ2

 ·
exp

(
−|y−aki |2

2σ2

)
√

2πσ2

 (4.15)

p(k) =

∫ +∞

−∞

∫ +∞

−∞
p(z, k)dxdy =

1

N
(4.16)

p(z, k) =

(
1

N

)
·

exp

(
−|x−akr |2

2σ2

)
√

2πσ2

 ·
exp

(
−|y−aki |2

2σ2

)
√

2πσ2

 , (4.17)

where akr and aki denotes the real component and the imaginary component
of the k − th signal.
Also, the channel capacity can be expressed as:

C = max
p(k)

I(K; Z)

= max
p(k)

∑
kεK

∫ +∞

−∞
p(z, k)log

p(k, z)

p(k)p(z)
dz, (4.18)

where the maximum value of Constellation Constrained Capacity (CCC) is
log2(N) bits [26]. To simplify the calculation, (4.18) can also be written in
(4.19) [25].

C = log2N −
1

N
·
N−1∑
k=0

E

{
log2

N−1∑
i=0

exp

[
−|a

k + w − ai| − |w|2

2σ2

]}
, (4.19)

We can obtain the CCC curve from (4.19) by Monte Carlo simulation,
however, in order to calculate the rate loss easily in the following section,
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we need an equation to approximate the CCC curves. In [27], we found the
approximate equation as:

CBPSK ≈
1

2
log(1 + γ)− 1

4
log

[
1 +

γ2

M4

]
(4.20)

CQPSK ≈ log(1 + γ)− 1

2
log

[
1 +

γ2

M2

]
(4.21)

C16QAM ≈ log(1 + γ)− 1

1.1
log

[
1 +

γ2

M1.1

]
, (4.22)

where γ denotes the instantaneous SNR of the link and M denotes the
length of the symbol in different modulation schemes(for Binary Phase Shift
Keying (BPSK), M=1,for QPSK, M=2, for 16QAM, M=4). However, the
approximation use standard mapping rules but we use non-Gray mapping
rules in QPSK and 16QAM, there exists shapping loss difference between
two mapping schemes. However, as seen in Fig 4.5, the difference between
different mapping rules is minor. Therefore, we use (4.20-4.22) to calculate
CCC in the following sections, called CM functions.(C = CM(γ)).

Figure 4.5: The Constellation Constrained Capacity for different Mapping
rules
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Figure 4.6: Link Adaptation for the LALFOR System where R-D link
signaling parameters is specified by the protocol shown in Fig 4.7

4.5 EXIT-based Link Adaptation Algorithm

4.5.1 System Model

As shown in Fig 4.6. and Fig 4.7, we focused on the Relay − Destination
link(R − D link) in traditional three-relays Lossy Forwarding System. The
BICM-ID technique, which is introduced in Section 2.3, is used to demodulate
and decode the information sequences in the horizontal iterations. The joint-
decoding is using in vertical iterations, which is introduced in Section 2.7.
As mentioned in Chapter 2, the transmission process between relay and
destination is divided into three slots in phase 2:

• phase 2 slot 1, relay use precursor technique to acquire the channel
condition of R−D link.

• phase 2 slot 2, according to the instantaneous SNR γ2, the selector
choose the modulation method and code rate as the feedback informa-
tion to the relay.

• phase 2 slot 3, relay started sending information sequences to the
destination.
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Figure 4.7: Transmission Protocol for R-D Link Adaptation of the LALFOR
System

4.5.2 The principle of EXIT-based Link Adaptation
Algorithm

As mentioned in the previous section, for the BICM-ID system, as shown in
Fig 4.8., if the the two EXIT-curve intersect with each other due to the low
average SNR, the mutual information between demapper and decoder can
not get improved. On the contrary, if the demapper EXIT curve does not
intersect with the decoder EXIT curve, the rate of the outer code which is
smaller than the CCC and the received sequence can be decoded in error free
iteratively. However, as shown in Fig 4.9., if the SNR is too large, the gap
between demapper curve and decoder curve will become huge and the rate
loss will also be huge.

Therefore, we should avoid those two situation in our EXIT-based Link
Adaptation algorithm.For each Modulation Method M , we can draw different
EXIT outer code rate curve from 1

8
to 7

8
and different EXIT inner code rate

in each SNR. The generators of those codes are shown in Table 4.1: [28]
The set of the R-D link signaling parameters L(i, j), which is specified by
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Rate Generators in octal Puncturing Pattern
1/8 17 17 13 13 13 15 15 17 ()
1/7 17 17 13 13 13 15 15 ()
1/6 17 17 13 13 15 15 ()
1/5 17 17 13 15 15 ()
1/4 13 15 15 17 ()
1/3 13 15 17 ()
1/2 15 17 ()
2/3 15 17 (11 10)
3/4 15 17 (11 10 01)
4/5 15 17 (11 01 10 10)
5/6 15 17 (11 01 10 01 01)
6/7 15 17 (11 01 01 01 10 10)
7/8 15 17 (11 01 01 01 01 10 01)

Table 4.1: The settings of generators and puncturing pattern

the destination via the feedback channel, is defined as:

L(i, j) =
(
L(

1

8
, BPSK), L(

2

8
, BPSK), ..., L(

7

8
, BPSK),

L(
1

8
, QPSK), ..., L(Rc,M)

)
, (4.23)

where Rc denotes the code rate and M denotes the modulation multiplicity .
Then We find for each set L(i, j) there exists instantaneous SNR γ(Rc,M),
which just let the convergence tunnel which is between two curves open, as
shown in Fig 4.11. Then, we can obtain

γ(Li) =
(
γ(

1

8
, BPSK), γ(

2

8
, BPSK), ..., γ(

7

8
, BPSK),

γ(
1

8
, QPSK), ..., γ(Rc,M)

)
. (4.24)

Then, to obtain real-code performance, we need to calculate the actual rate
with the specified signaling parameters L(Rc,M). It is defined as:

R(Rc,M) = CM(γ)−∆R, (4.25)

where ∆R denotes the rate loss between the demapper and the decoder,
which is shown as the gap between demapper curve and decoder curve in
EXIT chart. It is equal to the size of the area between demapper and decoder.

44



We can calculate it by numerical integration (as an example, the gap area is
the blue area in Fig 4.13.).Now, we can clearly identify the objective of the
link adaptation, which is to determine the signaling parameters in (4.23) that
minimize the rate loss ∆R using practical coding and modulation schemes.

4.5.3 The procedure of EXIT-based Link Adaptation
Algorithm

Our proposed link adaptation algorithm is summarized as follows: for each
frame, if the instantaneous SNR γ2, which is obtained from the precursor
technique, is smaller than γth(

2
3
, BPSK), then the relay will choose Rc = 1

2

and BPSK, if γ2 is larger than γth(
2
3
, BPSK) but smaller than γth(

3
4
, BPSK),

we will select Rc = 2
3

and BPSK, ...,etc. The process of selecting code rate
and modulation method with the proposed algorithm is shown in Algorithm
4.1. To simplify the calculation, the Rc is constrained from 1

2
to 3

4

Algorithm 4.1 EXIT-based Link Adaptation Algorithm

Input: γth(Rc,M), γ2

Output: R
′
c,M

′

set R
′
c = 1/2,M ′ = BPSK;

if γ2 < γth(Rc = 2/3,M = BPSK) then
R
′
c = 1/2,M ′ = BPSK;

else if γth(Rc = 2/3,M = BPSK) < γ2 < γth(Rc = 3/4,M = BPSK)
then
R
′
c = 2/3,M ′ = BPSK;

else if γth(Rc = 3/4,M = BPSK) < γ2 < γth(Rc = 1/2,M = QPSK)
then
R
′
c = 3/4,M ′ = BPSK;

else if γth(Rc = 1/2,M = QPSK) < γ2 < γth(Rc = 2/3,M = QPSK)
then
R
′
c = 1/2,M

′
= QPSK;

...
end if

where γ2 denotes the instantaneous SNR of R-D link, R
′
c and M

′
denotes

the selected code rate and modualtion method. Fig 4.12., shows the process
of the algorithm on the CCC figure, where B denotes BPSK, Q denotes
QPSK(non-Gray), and 16 denotes 16QAM(M16a).
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4.6 Numerical Results

Using equations from (3.24-3.26), we can calculate the theoretical outage
probabilities for three-node Lossy Forwarding systems in different code rate
and modulation schemes for R−D link by selecting Rc2 in Φ(γ) function in
(3.22). As shown in Fig 4.14 and Fig 4.15, we can see that outage probabilities
changes from the lowest set of the selected code rate and modulation method
to the highest selected code rate and modulation method. It is mentioned
that for S−D link and R−D link, the code rate is set as 1/2 and modulation
is set as QPSK.
Although the Link Adaptation technique make the performance worse, we
can save throughput efficiency from this technique, which will be introduced
in the next Chapter.

4.7 Summary of this Chapter

In this chapter, we introduce the principle of the EXIT chart and Constel-
lation Constrained Capacity. After that, the principle and procedure of the
EXIT-based adaptive transmission is provided. Finally, we obtained some
numerical results to compare the FER between given parameters of code rate
and modulation and adaptive transmission.
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Figure 4.8: EXIT chart with code rate Rc = 1/2,BPSK,Eb/N0 1dB

Figure 4.9: EXIT chart with code rate Rc = 1/2,BPSK,Eb/N0 6dB
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Figure 4.10: EXIT chart with code rate code rate from 1/2 to 3/4

Figure 4.11: EXIT chart with code rate Rc = 1/2,BPSK,Eb/N0 3.25dB

48



Figure 4.12: The trace for EXIT-based Link Adaptation Algorithm within
SNR loss

Figure 4.13: Rate-Capacity Relation of the EXIT chart
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Figure 4.14: Outage Probabilities for different code rate and modulation

Figure 4.15: The comparison between Rc=1/2, BPSK and adaptive trans-
mission over fading channel
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Chapter 5

LALFOR System

In this chapter, we introduce the system model of LALFOR system, the
definition of throughput efficiency time consuming firstly.Then we show the
numerical results of throughput efficiency improvement and energy efficiency
in different conditions.

5.1 System Model

As mentioned in Chapter 2, the principle of the LALFOR system is shown
in Fig.5.1. In phase 1, the source broadcast the information sequences, to
the relay and destination. After receiving information sequence from source,
relay will make a destination to judge whether drop out or forward according
to the channel condition of S − R link. If the channel condition is bad,
relay will discard the sequence. If the channel condition is good, relay will
decoded the sequences and re-encoded it. In phase 2 slot 1, relay will acquire
the channel capacity by precursor technique. In phase 2 slot 2, the selected
code rate and modulation method, obtained by EXIT-based Link Adaptation
Algorithm according to the instantaneous SNR of R−D link, will be feedback
to the encoder and modulator at the relay, then the code rate and modulation
will be selected by the EXIT-based Link Adaptation Algorithm in Algorithm
4.1. In phase 2 slot 3, the relay will forward the information sequences. After
decoding, we can obtain the reverted information sequence.

5.2 Theoretical Analysis

Firstly, we can divide all the situations into two cases according to using
PLF system or not. As shown in Fig.5.2, in case 1, the information is
only transmitted from source to destination due to the bad condition of the
channel. The effective time consuming is Tcase1. In case 2, the information
is broadcast to the relay and destination in phase 1, and in phase 2,
relay forwarded the information sequences to the destination. To simplify
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Figure 5.1: The system model for LALFOR system(cited from Fig.2.1)

calculation, we ignore the time of acquiring and feedback between relay and
destination. Then the effective time consuming for case 2 is Tcase2. Then the
total effective time consuming can be expressed as

Ttotal = Tcase1 + Tcase2, (5.1)

We assume M for bits per symbol in the modulation method and Rc for the
code rate. Since the modulation method and code rate for S − D link and
S−R link remain QPSK and 1/2, theMsd = Msr = 2 andRc,sd = Rc,sr = 1/2.
The Tcase1 can be expressed as:

Tcase1 = (
1

MsdRc,sd

)× p(success|case1)× p(case1) (5.2)

where p(success—case 1) denotes the probability of successful transmission
in case 1, which can be expressed as (1 − FERcase1) and p(case 1) denotes
the probability of case 1 happens, which can be expressed as energy efficiency
ηth, as defined in (3.14).
Similarly, the Tcase2 can be expressed as

Tcase2 =
( 1

MsrRc,sr

× 1 +

∑L
j=1

∑L
i=1

1
MjRc,i

p(MjRc,i|success)
N

)
× p(case2)

(5.3)
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Figure 5.2: The different cases in LALFOR system

where L denotes the set of the modulation method and code rate according
to the EXIT-based Link Adaptation Algorithm, N denote the total number
of the frames, p(case 2) denotes the probability that case 2 happens, which
can be expressed as (1-ηth). The p(MjRc,i|success) denotes in the case of
successful transmission, the probability for set MjRc,i happens, which can
obtain from the Bayes’ theorem:

p(Mj, Rc,i|success) = p(success|MjRc,i)×
p(Mj, Rc,i)

p(success)
(5.4)

with p(success|MjRc,i) denoting if the set MjRc,i is being selected, the
probability of successful transmission, expressed as (1 − FERMjRc,i

) in the
simulation results. Also, p(Mj, Rc,i) express the probability of selecting this
set, which can be directly calculated from the simulation and p(success)
denotes the probability of successful transmission over all case 2, expressed
as 1− FERcase2. Also, for verification, we calculated p(failure|MjRc,i) as:

p(Mj, Rc,i|failure) = p(failure|MjRc,i)×
p(Mj, Rc,i)

p(failure)
(5.5)

where p(failure|MjRc,i) is probability of unsuccessful transmission and
p(failure) is the total unsuccessful transmission in case 2.
From (5.4) and (5.5), we verified

∑L
j=1

∑L
i=1 p(MjRc,i|success) = 1 and∑L

j=1

∑L
i=1 p(MjRc,i|failure) = 1.
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Then, we define throughput efficiency improvement as the consuming time
ratio of the case we want to compare with to the LALFOR case.

E =
Ttotal,the other case
Ttotal,LALFORcase

(5.6)

5.3 Numerical Results

As shown in Fig.5.3, we firstly compared the case using LALFOR system
with the case only using EXIT-based Link Adaptation Algorithm. Then, the
throughput efficiency improvement E is defined as E =

Ttotal,only LA

Ttotal,LALFOR
. From

the figure, we can clearly see that in the low SNR area, we can achieve higher
improvement of throughput efficiency. That is because in the low SNR area,
more frames will be transmitted from point to point channel, then more time
will be save from only 1 phase transmission. Then we compared the case
using LALFOR system with the case only using thresholding. Then, the
throughput efficiency improvement E is defined as E =

Ttotal,only Thresholding

Ttotal,LALFOR

We can also find the improvement in the high SNR area due to the time
saving from the LA algorithm. After that, we compared the case using
LALFOR system with the case using traditional Lossy-Forwaridng system
only, which means LA and thresholding are not used in this case. The
throughput efficiency improvement E is defined as E =

Ttotal,LF system

Ttotal,LALFOR
. We can

find out that the improvement is increasing in both high and low SNR area,
which means the LALFOR system can improvement throughput efficiency
whatever the channel condition is. Also, we can see the energy efficiency
in theoretical and practical results in Fig.5.4. There exist about 8% gap
between theoretical and practical results and up to 50% energy can be saved
when setting γth=1dB

5.4 Summary

In this chapter, firstly, we explain the principle of the LALFOR system and
define the time consuming T for different cases, the throughput efficiency
improvement E. Then, we obtain the throughput efficiency improvement
E in different cases and calculate the energy efficiency ηth in LALFOR
system. Finally, we draw the conclusion that, within LALFOR system, the
throughput efficiency for the whole system can be improved whatever channel
condition is.
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Figure 5.3: Throughput Efficiency Improvement in different cases

Figure 5.4: Energy Efficiency for LALFOR system when setting γth=1dB
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Chapter 6

Conclusion

6.1 Conclusion

This thesis has investigated two important issues, which are energy efficiency
and throughout efficiency according to the channel condition in the single-
relay system; the lower energy consumption and the shorter time consump-
tion are better. To achieve the two objecives, the results have been obtained
as following:
In Chapter 2, first of all, we described the principle of Lossy forwarding
system has been introduced. Then, the fundamental knowledge of BICM-ID
and joint-decoding scheme was proposed as the research background.
In Chapter 3, then, the system model of PLF System was introduced. After
that, from the Shannon’s lossy source-channel separation theorem and the
theorem for source coding with side information, we obtained the exact
outage probability. Then, by using numerical integration, the theoretical
analysis for PLF system was implemented. We found that by using PLF
system, we can save energy in spite of increase of outage probability and
decrease of communication coverage. We run chain-simulation for PLF
system over fading channel. We verified simulation results are consistent
to the theoretical results. Then, to compensate the geometric loss caused by
channel model, we introduced the vertical distance VD from the relay to the
destination. We found that if the larger energy efficiency improvement can
be achieved, the greater vertical distance VD is, although outage probability
also increase.
In Chapter 4, we introduced the principle of EXIT analysis. Then, the
Constellation Constrained Capacity was introduced as a tool for EXIT-
based Link Adaptation Algorithm. After that, we introduced the principle
and procedure of EXIT-based Link Adaptation Algorithm. By theoretical
analysis followed by chain simulation, we found that the outage probability
of the EXIT-based Link Adaptation Algorithm is between only using the
lowest code rate and modulation set and only using the highest code rate
and modulation set.
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In Chapter 5, we introduced the LALFOR system model initially, then
clarified the definition of time consuming and throughput efficiency improve-
ment. As a conclusion, we found that the LALFOR system could improve
throughput efficiency whatever channel condition is.

6.2 Future Work

Based on the results achieved by this thesis, we can provide several directions
as the future work.

• We can further expand the set of the code rate and modulation
method to increase the suitability of the EXIT-based Link Adaptation
Algorithm to increase the applicability of the algorithm.
• We can apply LALFOR system to the multiple relay system with the

scope of further generalization of the LALFOR concept.
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Appendix A

Exact Outage Probability Cal-
culation for traditional Lossy-
Forwarding System

From [7], we can know that the outage probability is divided into four parts
as:

P
′

out = Pr(0 ≤ p ≤ 0.5, (R1, R2)ε(RA ∪RB))

= Pr(p = 0, (R1, R2)εRA)

+ Pr(p = 0, (R1, R2)εRB)

+ Pr(0 < p ≤ 0.5, (R1, R2)εRA)

+ Pr(0 < p ≤ 0.5, (R1, R2)εRB). (A.1)

Then, let P
′
1,a = Pr(p = 0, (R1, R2)εRA),P

′

1,b = Pr(p = 0, (R1, R2)εRB),P
′
2,a =

Pr(0 < p ≤ 0.5, (R1, R2)εRA),P
′

2,b = Pr(0 < p ≤ 0.5, (R1, R2)εRB). Then

P
′
1,a, P

′

1,b, P
′
2,a,P

′

2,b are expressed as:

P
′

1,a = Pr {p = 0, R2 ≥ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr

{
γ0 ≥ Φ−1

1 (1), γ2 ≥ Φ−1
2 (1),Φ−1

1 (0) ≤ γ1 ≤ Φ−1
1 (0)

}
=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 (1)

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

= 0 (A.2)

P
′

1,b = Pr {p = 0, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr

{
γ0 ≥ Φ−1

1 (1),Φ−1
2 (0) ≤ γ2 ≤ Φ−1

2 (1),Φ−1
1 (0) ≤ γ1 ≤ [1− Φ2(γ2)]

}
=

∫ Φ−1
1 (∞)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (1)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [1−Φ2(γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ2

exp

[
−Φ−1

1 (1)

Γ0

] ∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ2

Γ2

) ·
[
1− exp(−Φ−1

1 [1− Φ2(γ2)]

Γ1

)

]
dγ2

(A.3)

59



P
′

2,a = Pr {0 < p ≤ 0.5, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(p)}
= Pr

{
Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1), γ2 ≥ Φ−1

2 (1),Φ−1
1 (0) ≤ γ1 ≤ [1− Φ1(γ0)]

}
=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (∞)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [1−Φ1(γ0)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0

exp

[
−Φ−1

2 (1)

Γ2

] ∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ0

Γ0

) ·
[
1− exp(−Φ−1

1 [1− Φ1(γ0)]

Γ1

)

]
dγ0

(A.4)

P
′

2,b = Pr {0 < p ≤ 0.5, 0 ≤ R2 ≤ 1, 0 ≤ R1 ≤ Hb(α ∗ p)}
= Pr

{
Φ−1

1 (0) ≤ γ0 ≤ Φ−1
1 (1), γ2 ≥ Φ−1

2 (1),Φ−1
1 (0) ≤ γ1 ≤ Φ−1

1 [Ψ(γ0, γ2)]
}

=

∫ Φ−1
1 (1)

Φ−1
1 (0)

dγ0

∫ Φ−1
2 (∞)

Φ−1
2 (0)

dγ2

∫ Φ−1
1 [Ψ(γ0,γ2)]

Φ−1
1 (0)

p(γ0) · p(γ1) · p(γ2)dγ1

=
1

Γ0Γ2

∫ Φ−1
1 (1)

Φ−1
1 (0)

∫ Φ−1
2 (1)

Φ−1
2 (0)

exp(−γ0

Γ0

− γ2

Γ2

) ·
[
1− exp(−Φ−1

1 [Ψ(γ0, γ2)]

Γ1

)

]
dγ0dγ2.

(A.5)

Since it is difficult to derive the explicit expressions of those integration, we
calculate them by numerical technique
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