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Abstract
Since glottal source plays an important role for expressing emo-
tions in speech, it is crucial to compare a set of glottal source pa-
rameter values to find differences in these expressions of emo-
tions for emotional speech recognition and synthesis. This pa-
per focuses on comparing a set of glottal source parameter val-
ues among varieties of emotional vowels /a/ (joy, neutral, anger,
and sadness) using an improved ARX-LF model algorithm. The
set of glottal source parameters included in the comparison were
Tp, Te, Ta, Ee, and F0(1/T0) in the LF model; parameter val-
ues were divided into 5 levels according to that of neutral vowel.
Results showed that each emotion has its own levels for each set
of the glottal source parameter value. These findings could be
used for emotional speech recognition and synthesis.
Index Terms: Glottal source, emotional vowel analysis, ARX-
LF model

1. Introduction
As the most natural means of human-human communication,
speech consists of not only linguistic information but also non-
linguistic information, such as emotion, gender, and age. In
addition to linguistic information, non-linguistic information is
also important for expressive speech synthesis and speech un-
derstanding. Especially, emotions in speech are extensively
used by humans to express intentions and play an important role
in speech communication [1]. Therefore, increased attention
has been given to emotions in speech in recent years [2].

Emotional speech analysis provides an important basis for
expressive speech recognition, synthesis and many other speech
applications. Based on the source-filter theory, most studies on
emotional speech analysis tried to find out the source-filter -
related acoustic features that are closely related to the emotions
in speech. Many studies suggested that F0, energy, duration,
speech rate, and spectral cues are the most important acous-
tic features for expressing emotions in speech [3, 4, 5]. A few
studies showed that formant frequencies and voice quality con-
tribute to emotions [6, 7]. Although the emotional speech syn-
thesis and recognition systems have been built up based on these
acoustic features, this research methodology is quite difficult to
further improve the performance which is still far from that of
a human being. It is well-known that glottal sources and vocal
tract shapes play important roles in speech production. Studies
have suggested that features of speech-production organs, such

as glottal source waves and vocal tract shapes be directly inves-
tigated [8, 9].

Based on the source-filter model of speech production[10],
several studies processed emotional speech to investigate glottal
source waveform using inverse filtering, where glottal sources
were considered residual signals. They suggest that glottal
source waveform plays the most important role for emotional
speech [11, 12]. Hence, further analysis of the glottal source
parameters of emotional vowels, comparing the set of glottal
source parameter values and finding differences of their values
among emotions, is greatly helpful for improving speech emo-
tion recognition and synthesis systems.

Several studies have investigated glottal source parameters
for insight into different emotions, most of them by using in-
verse filtering where glottal sources were considered residual
signals. However, it is difficult to handle the glottal source
parameters without these parameters [13, 14]. Although some
studies have attempted to extract and compare glottal source pa-
rameters using inverse filtering with glottal source models [12],
it is difficult to find differences for the set of glottal source pa-
rameter values given the limitation of glottal source estimation
methods.

Li et al. proposed a more precise algorithm for estimating
glottal source wave and vocal tract shape parameters simulta-
neously based on an analysis-by-synthesis method that com-
bines the Auto-Regressive eXogenous with the Lilijencrants-
Fant (ARX-LF) model. They also investigated the contribu-
tion of glottal source and vocal tract cues to emotional vow-
els through perception experiments [15, 16]. However, glottal
source parameters have not been compared extensively among
emotions.

This study aims to compare the set of glottal source param-
eter values among emotions in vowels. A high-quality analysis-
by-synthesis method is used which can accurately estimate the
glottal source and vocal tract parameters simultaneously based
on an improved ARX-LF model [17]. We first estimate the set
of glottal source parameter values of the vowels /a/ with four
emotion states for four different speakers. Subsequently, these
parameter values were divided into 5 levels according to the
neutral vowel, and then these levels were compared among dif-
ferent emotions. Sets of different patterns (set of each param-
eter value levels) were found for each emotion. It is believed
that the results in this paper will contribute to improving speech
emotion synthesis and recognition systems.
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2. Methods
2.1. dataset

The sustained vowel /a/ with four emotional states (anger, joy,
neutral, and sadness) uttered by two male and two female pro-
fessional actors were recorded (44100 Hz sampling frequency)
three times for each emotional state at experiment room in the
Japan Advanced Institute of Science and Technology (JAIST),
Japan. A listening experiment was further carried out to select
four emotional states from each speaker. A total of 16 sustained
vowels (4 speakers × 4 emotions) were investigated.

2.2. ARX-LF model

To estimate the glottal source parameter values of emotional
vowels, a high-quality analysis tool of the source-filter model is
required for separating glottal source and vocal tract. Among
source-filter models, the ARX-LF model has been widely used
for representing glottal source waves and vocal tract filter [18],
and is especially good for estimating glottal source parameters
of neutral vowels. Li et al. proposed an improved algorithm for
analyzing emotional vowels based on the ARX-LF model, and
showed higher estimation accuracy than the traditional inverse
filter method [16, 17]. Thus, the improved algorithm of the
ARX-LF model is used for estimating glottal source parameters
of emotional vowels in this paper. For details on implementa-
tion of this improved approach, please refer to Li et al. [16, 17].
The ARX-LF model is briefly introduced in the following sec-
tion.

The LF model is mainly characterized by six parameters to
represent the derivative of the glottal flow, including five time-
domain parameters Tp, Te, Ta, Tc, T0 and one amplitude pa-
rameter Ee. One period of glottal source waveform and its
derivative waveform of the LF model is plotted in Fig. 1. T0

is one period of glottal source waveform, Tp is the instant of the
maximum glottal source waveform, Te is the instant of the max-
imum negative differentiated glottal source waveform, Ta is the
duration of the return phase, Tc is the instant at the complete
glottal closure, and Ee is the amplitude at the glottal closure
instant. Since Tc is often set to T0 in a simple LF model ver-
sion, five parameters are used for further discussing emotional
vowels in this paper. The LF model in the time domain can be
formulated as:

u(n) =


E1e

an sin (wn) 0 ≤ n ≤ Te

−E2[e
−b(n−Te) − e−b(T0−Te)] Te ≤ n ≤ Tc

0 Tc ≤ n ≤ T0

(1)

where E1, E2, a, b and w are the parameters related to Tp, Te,
Ta ,Ee and T0 [10].

Given the LF glottal source waveform derivative, the speech
signal s(n) can be synthesized by means of an ARX model:

s(n) = −
p∑

i=1

ai(n)s(n− i) + b0u(n) + e(n). (2)

where ai(n) are the coefficients of the p-order ARX model
characterizing the vocal tract filter, b0 is related to the ampli-
tude of LF glottal source waveform derivative and e(n) is the
residual signal.

3. Results and discussion
The glottal source parameters of emotional vowels were esti-
mated by the improved method of the ARX-LF model [16, 17].

Figure 1: One period of glottal source waveform (top) and its
derivative waveform modeled by the LF model (bottom).

Li et al. resynthesized vowels using averaged glottal source pa-
rameter values of the LF model, and the resynthesized vow-
els were presented to listeners for evaluating the perception of
emotions. They validated that the perceived emotions of re-
synthesized vowels using averaged parameters of the LF model
were similar to those of the original vowels [16]. Thus, in the
following descriptions, the averaged parameter values of the LF
model are used for discussion.

3.1. Results of glottal source waveform of emotional vowels

The glottal source waveforms of vowels for one period in four
emotional styles for two males and two females are firstly ana-
lyzed. For all speakers, compared to the neutral vowel, the glot-
tal source waveform of vowels with sadness is relatively round,
while those of the vowel with joy and anger are relatively steep.
These results were consistent with those in [15].

3.2. Results of glottal source parameters of emotional vow-
els

In order to find the differences of the estimated glottal source
parameter values in emotional vowels, the parameter values of
the LF model were extracted from the vowels with different
emotions. The averaged estimated glottal source parameters
of the LF model (Tp, Te, Ta, Ee, and F0(1/T0)) were further
compared for two males and two females. The averaged glottal
source parameter values (the ratio of Tp, Te, and Ta to one pe-
riod, Ee, and F0) for the two males and two females are detailed
in Tables 1 and 2, respectively.

The F0 of the emotional vowels was firstly examined
among all parameters, since it is well-known to be important
in perceptual emotions [19]. As shown in Tables 1 and 2, the
F0 values of the emotional vowels varied greatly for all speak-
ers. Table 1 and Table 2 demonstrated that the values of F0 in
anger and joy voices are higher than those in neutral and sad-
ness voices; the values of F0 in sadness voice are the smallest
for both male and female speakers. These differences in F0
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Table 1: Averaged estimated glottal source parameters of emotional vowels for two males

Male 1 Male 2

Tp Te Ta Ee F0(Hz) Tp Te Ta Ee F0(Hz)
Anger 0.42 0.54 0.04 0.38 160 0.34 0.47 0.07 0.48 333
Joy 0.47 0.67 0.09 0.09 280 0.49 0.62 0.06 0.12 218
Neutral 0.57 0.75 0.05 0.16 123 0.40 0.53 0.04 0.06 197
Sadness 0.49 0.70 0.09 0.03 103 0.52 0.68 0.07 0.03 154

Table 2: Averaged estimated glottal source parameters of emotional vowels for two females

Female 1 Female 2

Tp Te Ta Ee F0(Hz) Tp Te Ta Ee F0(Hz)
Anger 0.36 0.49 0.09 0.38 353 0.28 0.38 0.05 0.07 414
Joy 0.32 0.45 0.07 0.08 500 0.33 0.47 0.08 0.05 414
Neutral 0.48 0.63 0.09 0.07 250 0.50 0.63 0.08 0.08 267
Sadness 0.53 0.78 0.10 0.05 266 0.53 0.74 0.09 0.02 245

of different emotions were also found in many previous stud-
ies [20, 21]. Moreover, it was observed that the values of F0 of
females with a given emotional style was much higher than that
of males, which was also pointed out by many studies [21, 22].

As an important physiological parameter describing the
glottal open instance and closure instance in one period, the
open quotient (OQ) is proportional to the parameter Te of the
LF model as shown in Tables 1 and 2. It can be found that the
values of Te in joy and anger voices are smaller than those in
the neutral voice, while the values of Te in sadness voice were
larger than those in neutral voices. Among them, the values of
Te in anger and joy voices are the smallest. It is because OQ
may be strongly related to phonation styles. These results are
consistent with those in [23]. Similar to parameter Te, the val-
ues of parameter Tp in anger and joy voice were the smallest,
while that of sadness voice was the largest. However, Tables 1
and 2 show no clear consistent relations of values of Te and Tp

between male and female.
As shown in Tables 1 and 2, for male and female speakers,

the values of Ee in anger voice were the largest, those of sadness
voice were the smallest, and those of neutral and joy voice were
in the middle. These differences were also pointed out by Li
et al. [16]. Similar to parameters Te and Tp, there were no clear
consistent relations of values of Ee between male and female.

Tables 1 and 2 show that the values of Ta in sadness voices
were the smallest for all speakers. However, there were no clear
consistent relations between other emotional styles for males
and females.

3.3. Set of glottal source parameters related to neutral
vowel

The glottal source parameter values along with a fuzzy com-
parison of these parameters values among different emotions
(high/low, big/small) were mentioned in section 3.2. How the
patterns of glottal source parameter values differ among differ-
ent emotions is the task of 3.3.

To further compare the glottal source parameters of emo-
tional vowels based on the estimated glottal source param-
eters values in section 3.2, the percentage difference of the
parameter values in joy, anger, and sadness compared to
neutral voice were calculated. Let the parameter values

be vector θ ∈ {Tp, Te, Ta, Ee, F0}. The percentage dif-
ference of each parameter in emotional vowels (dj , j =
joy, anger, sadness, neutral) relative to neutral can be cal-
culated as

d =
θj − θn

θn
× 100%, j = 1, 2, 3, 4. (3)

where θn are five glottal source parameter values in the neutral
voice. Note that the percentage difference of neutral voice for
five glottal source parameters was equal to 0 by Eq. 3.

According to the percentage values d, they were divided
into five levels: very low (d < −25%), low (−25% ≤ d <
−5%), comparable (−5% ≤ d < +5%), high (+5% ≤ d <
+25%), very high (d ≥ +25%). Different levels of glottal
source parameters for anger, joy, sadness, and its averaged lev-
els of four speakers are plotted in Figure 2. The values to rep-
resent different levels of emotions in Figure 2 ranged from -2
to +2 with a step of 1. Value -2 indicates very low level, -1
indicates low level, 0 indicates comparable level, +1 indicates
high level, and +2 indicates very high level. Note that the five
parameter levels of the neutral voice were 0.

As shown in Figure 2, for each emotion of the four speakers,
the levels of the set of parameter values in each emotion were
different. More specifically, it was found that each emotion has
its own pattern of sets of glottal source parameter values.

For anger and joy voice in most speakers, most of the levels
of glottal source parameter values were shared in joy and anger
voice when compared with those of neutral voice. Joy and anger
voice shows a very high level or high level for parameters F0

and Ee, while a very low level or low level for parameters Tp

and Te. In contrast, the relative various levels for parameter Ta

performed differently depending on speakers. These levels of
parameter values in joy and anger voice may have a strong glot-
tal source waveform(very high Ee) and a shallower spectral tilt,
which is in line with the findings in [16]. When joy compares to
anger voice, levels of parameters values of Ee and Ta were var-
ied. More specifically, Ee with anger voice has a higher level
than that of joy voice for three speakers, Ta with joy voice in
male speakers has a higher lever than that of anger voice in fe-
male speakers. It is noted that the shared pattern of sets of glot-
tal source parameter values may cause difficultly to distinguish
anger and joy emotion. In fact, evaluation of valence (anger
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Figure 2: Levels of glottal source parameters in two male and two female speakers for each emotion: -2 (very low level), -1 (low level),
0 (comparable: neutral level), +1 (high level), +2(very high level).

and joy) is more difficult than that of arousal by speech emotion
recognition systems, as reported in many studies [5, 24].

For sadness voice in four speakers, when compared with the
levels of glottal source parameter values of neutral voice, sad-
ness voice shows a high level and very high level for parameters
Tp, Te, and Ta, low level and very low level for parameters F0

and Ee. These parameter values in sad voice may have a weak
glottal source waveform (very low Ee and low F0) and a sharper
spectral tilt (higher Te/OQ) since sadness is usually referred to
as breathy voice, which is in line with the findings in [15, 25].

Average levels of glottal source parameter values in each
emotion are shown in Figure 2, When compared to the neutral
voice, anger voice has a very high level Ee and F0, a very low
level Tp and Te. Joy voice has a very level F0 and Ta, high
level Ee, and a low level Tp and Te. Sadness voice has a very
high level Ta, high level Tp and Te, low level F0, and a very
low level Ee.

The above results demonstrate that each emotion has its
own pattern for the set of glottal source parameter values. The
pattern on the set of glottal source parameter values in each
emotion is slightly different for different speakers, which may
be caused by the individual personalities and the different de-
grees of emotion.

4. Conclusion
In this paper, sets of glottal source parameters in emotional
vowels were compared. Using the recently improved ARX-LF
model-based analysis method, the glottal source parameter (Tp,
Te, Ta, Ee, and F0) values were estimated from emotional vow-
els with four speakers (two males and two females). By com-
paring the estimated glottal source parameter values for each
emotion, the results indicated that different emotion voices have
their own patterns on glottal source parameter values.

The findings of this present study are useful to provide in-
sight into emotional speech. It is believed that the results of this
research contribute to speech emotion recognition and synthe-
sis systems, and would be useful for improving performance of
these applications.

Limitations of this study are the small number of speakers
and only the vowels /a/ were discussed. Other factors (e.g., lin-
guistic content, degree of emotion, and more vowels) should be
taken in to account in future work.
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