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A Study on Automatic Generation of Embedded Processors and
Real-Time OS Adapted to Applications
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In recent years, the use of embedded microprocessors has been increasing with prevailing IoT
(Internet of Things) and RTOSs are commonly used to develop a real-time system effectively. By
using an RTOS, a complicated procedure can be divided into tasks with real-time scheduling
based on the preemptive and priority-based task scheduling, and a real-time application can be
developed easily with using RTOS functions such as task management, task dependent
synchronization, synchronization and communication. While there are advantages for using an
RTOS, an RTOS itself consumes additional memory, computational resources and power. Based
on these points, our research objectives are as follows: (1) Build an application adaptive processor
core. (2) Remove unused codes in RTOS kernel, while leaving necessary functions such as
checking possible errors. (3) Implement hardware RTOS to reduce the amount of software
resources and execution time. (4) Remove unused codes in a hardware RTOS as well as a
software-only RTOS. (5) Build automatic development environment with which we can perform

the items above.

In order to achieve the objectives, we adopted MIPS32 architecture for a processor core and
illustrated the method for analyzing an application program and generating the application
adaptive processor core circuit. In addition, we implemented two- to eight-core multi core
processor on an FPGA and showed eight-core processor can be implemented on a relatively small

FPGA with application adaptive processor cores.

Regarding RTOS, we proposed a framework to generate application adapted hardware RTOS
and software-only RTOS. For the specification of an RTOS, we adopted #xITRON4.0 for the
research as it is widely used and its specification is open in public. We propose the methods,
“Removing Unnecessary Codes Caused by Fixed Attributes” and “Removing Unnecessary Codes
Caused by the Way of Calling”, for generating an application adaptive RTOS kernel. For the
former method, as each system call is specified with attributes through parameters in a
configuration file, functions which are not specified in the configuration file can be deleted from
the RTOS kernel. For the latter method, error codes for system calls are defined in the RTOS




specification whereas codes for checking errors which never occur in the application program
remain in some cases. Since those codes are redundant when an application program is fixed, it
is shown that how unnecessary error checking can be removed. In addition, we explained the
structure of the hardware RTOS, which consists of RTOS Hardware Wrapper and RTOS
Hardware Core. We propose an environment to generate an application adaptive processor core
and a hardware/software-only RTOS kernel in a fully automatic manner.

For the evaluation of the effect of the proposal, we applied the proposed methods to several
application programs and measured FPGA resources, RTOS kernel execution time and the size of
the software parts. As a result, it can be seen that the hardware resources and the size of a
software part of an RTOS kernel are reduced, and that the system call execution time is

improved.
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