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Abstract

From the early of the study about machine learning, natural language
processing is one of the main major focusing that all the researcher want
to focus on. Not only to understand more of human language and culture,
it is also to help improve the computer’s understanding and comments and
requests from human. Since the 1960s, scientists have been interested in
developing a question answering system to help people find knowledge as
well as questions that need to be addressed. Most successfully, two early
question answering systems during this time period were BASEBALL [1]
and LUNAR [2]. Both question answering systems were very successful in
their own domain. And thanks to these advancements, we can now rely on
the computer to get answers for variety kinds of questions.

The question answering system is split into two types of domain system:
opening and closing. The Automatic Response Generating System focuses
primarily on factual questions such as who, what, when, where, and when.
The reasons behind that is these answers can be extracted directly from the
answer-passages based on the relevant main words. Why question answering
task is mostly ignored because of the techniques that applied for factoid
questions are not suitable and the frequency of why-question is normally
lower than the others.

There are a variety of earlier methods suggested for improving the effi-
ciency of answering questions such as concentrating on the causality of linked
terms. In the other hand, it also has downside when the answer passage is
not clear about the connection and the answer passages are scratched widely
in the data.

In this study, I concentrate mainly on two pathways: the use of a new
embedding method that is useful for keyword or search expansion, semantic
search and information retrieval for learning causality from annotated data.
After that, and maybe more important, it perfects the causal relations be-
tween the cause and effect pieces, which can benefit greatly from downstream
models like LSTM [3] or CNN’s [4] or BM25[5], sentence BERT [6] which re-
quire numerical inputs in order to provide us with a good idea for answering
the model questions.

Keywords: Deep Learning, Question Answering, cause-effect relations,
why-question answering, news articles.
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Chapter 1

Introduction

1.1 Problem Statement

Providing acceptable and accurate responses to why question answer-
ing might be difficult but demanding achievement for natural language pro-
cessing. Cause-effect relations and also causality are the essential aspect
of semantic knowledge for why question answering task in order to retrieve
answers from a given data or knowledge based. The question-answering
challenge comprises two main questions: factoid, which offers succinct infor-
mation . The wide open domain has traditionally been moving these fields
of study forward.The Standford Question Answering Data-set (SQuAD) [7]
is one of the most popular data-sets for question answering tasks at present
with over 100 000 examples for factoid question answering (triple of mean-
ing, question, answer). On the other hand the Whyset [8] data set was used
for why question answering is 17,000 non-factoide question answering with
850 Japanese why-question and its top-20 answers. The creation of machine
learning models in recent years has been fantastic thanks to these data sets
and modern hardware. In contrast, Why-question answering still need more
elegant approach in research and experiments to archive its finest.

1.2 Objectives

The main objective of my research is make a simple approach to why
question answering by creating a cause-effect extraction model bring out
accurate responses to why-question which is the highest similar cause to an
effect from a text data with improvement from the input model which is
applied new embedding tokens by BERT transformer model. This is the
most effective embedding and exploit as much information as possible from
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the cause-effect relations, which could applied to an information retrieval
model.

1.3 Originality

The ideal of focusing on cause-effect relations was implemented along al-
most every research of why-question answering. While a considerate number
of study focusing on popular data-set as mentioned above, the accurate score
of them also increase based on simple of advance modifications on original
model. I want to reach on a method and test them on my own built data
that fit for further research in the future. The answer for Why-question in
this result is going to be extracted based on the cause-effect extraction model
and in the same hand, being justified by the efficiency of widely recognized
information retrieval, similarity measurement methods which are BM25 and
sentence BERT.

1.4 Thesis Outline

The major content of this thesis is described as follow:

• Chapter 2: Related works and Background: I bring up several
characteristics of related data-set. From there I could bring up idea to
take advantages of them and built annotated data-set. On the same
hand, thanks to that I could come up with several methods to handle
the data at its best.

• Chapter 3: Methodology: I will display the approach to optimize
the data and the training strategy that I applied in the experiments.

• Chapter 4: Experiments: This chapter shows experimental condi-
tions, methods of measurement, hyper-parameter tuning and perfor-
mance.

• Chapter 5: Discussion and future works: We analyze the draw-
back of current methods the current research stream. In the other
hand, state several ways to advance for future works.

2



Chapter 2

Related works and Background

2.1 Related works

There are great number of research in question answering and in why-
question answering specifically, but I only mention two of the most influencing
approaches to my research:

2.1.1 Extracting causality knowledge method

I want to mention above an approach that closely to my work on cause-
effect relations that is the work about weakly supervised multilingual causal-
ity extraction from Wikipedia. On this research, they proposed method for
extracting causality knowledge from Wikipedia such as war to extermination.
Therefor they can comprehend on knowledge cause-effect pair that could be
correct in almost of the cases. In this research, to archive the most capability,
they must have a large scale dataset that could applied in to then thanks
to that, SQUAD data-set or Wikidump data-base is useful in this situation.
Nevertheless, this kind of cause-effect relation could not be accurate in the
why question that based on the moment or different circumstance will come
up with different cause-effect relations.

2.1.2 Sentence embeddings

This work is an advancement of BERT [9] and RoBERTa [10] which is
not requires a massive computational overheard. This modification of the
pre-trained-BERT network could have found the most similar pair in the
collection. It is well suited for searching for semantic similarity as well as
for unsupervised tasks such as feature learning or clustering. Depending on
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Figure 2.1: Illustration of Sequence-to-Sequence model

this research, I could make a significant improvement on sentence or word
embedding with the most computationally efficient.

2.2 Background Knowledge

In order to understand why I move on from sequence to sequence model
which is using attention mechanism to Transformer model using BERT em-
beddings, I will briefly go through all the basic characteristic of them to
explain the method chosen later on.

2.2.1 Sequence-to-sequence model

The 2014 Ilya Sutskever implements sequence-to-sequence (S2S) learning
[11]. The main objective of this model is mapping the inputs and outputs if
not the same length. For instance, 4 words and the output sentence of the
input sentence ”How old are you?” ”年はお幾つですか？” has 8 charaters.
The model consists of three parts: encoder, vector and decoder background
(encoder). We can verify S2S’ high standard look by figure 2.1

1. Encoder

• List of some common recurrent units, such as Long-term memory
(LSTM) [12] or Gated recurrent units (GRUS) [13] for effective
numbers. Where each cell gets a piece of the input sentence and
acquires the information of that piece and transfers it forward to
in the next cell.
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• The input phrase is the list of tokens of the question when an-
swering the question.

• The following formulation tells us how the secret condition can be
calculated:

ht = f(W (hh)ht−1 +W hxxt) (2.1)

where:

– W hh is weight of recurrent cell.

– W x is weight of input cell.

– ht is current state.

– ht−1 is previous state.

– xt is current input state.

2. Context Vector

• The last cell in encoder output vector is a context vector that
represents the entire phrase.

• This context vector passes into the decoder’s first cell.

3. Decoder:

• Much like encoder, the decoder is provided a set of recurring loads
for yt in the current state t.

• When answering the question, each decoder cell takes the output
vector of the previous state and the word is extracted from the
corresponding response.

• the current hidden state is calculated as formual below:

ht = f(W hhht−1) (2.2)

• And the output of the current state is calculated as following:

yt = softmax(W hyht) (2.3)

where:

– W hy is weight at output state.

– softmax is take a vector as input and give a probability as
output.

5



Figure 2.2: Bidirectional recurrent network with Attention Mechanism by
Bahdanau et al., 2015

2.2.2 Attention Mechanism

The big problem of sequence-to-sequence model is when it has to handle
to the long sentence. The model can not keep the information of very first
work in the sentence. It means that the context vector as the input of the
decoder may miss some information. This causes the system to make a false
prediction.

The attention mechanism [14] is introduced in 2014. This method helps
the S2S model hold the information in the context vector better. As content
in Figure 2.2, before passing to the decoder, the context vector seems to
be linked to all the words in the input. So the decoder can have better
information for predicting the result.

Demonstration Firstly, we assume that the input is a sentence x has n
words and the output is a sentence y has m words.

x = [x1, x2, x3, ..., xn] (2.4)

y = [y1, y2, y3, ..., yn] (2.5)

Second, for the model S2S, we use bidirectional recurrent network such as
LSTM, GRU, etc. Figure 2.2 show that this bidirectional recurrent network

has 2 hidden state vector
−→
h t and

←−
h t. The most simple way to keep informa-

tion from two vector is concatenate them together. The ideal of this method
is to keep information of the next word and previous word at the current

6



Figure 2.3: Sample is obtained by alignment model

state.
hi = [

−→
h i;
←−
h i], i ∈ [1, ..., n] (2.6)

The context vector is obtained by:

ct =
n∑

i=1

αt,ihi, t ∈ [1, ...,m] (2.7)

αt,i = align(yt, xi) =
exp(score(st−1, hi))∑n

i′=1 exp(score(st−1, hi′ ))
(2.8)

where align is alignment model calculate the compatibility between position
of input i and the position of output t. And the score function:

score(st, hi) = v>a tanh(Wa[st;hi]) (2.9)

where va and Wa is learnt from alignment model and tanh is non-linear
activation function.

Through Figure 2.3 [14], We can see the close connection between input
and output when attention is applied for machine translation task.
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2.2.3 BERT embeddings

BERT is stand for Bidirectional Encoder Representations from Trans-
former which is released in the end of 2018. From then we can use it as a
method of pre-training language representations that was used to create mod-
els that natural language processing researchers can then download and use
for free. We can use these models to extract high quality language features
from our words or sentences data, the experiments could also use fine-tune
models on a specific task like question answering, classification and entity
recognition, etc.

I will focus on the Embedings. These are moderately low dimensional
representations of a point in a higher dimensional vector space. In the same
manner, word embeddings are dense vector representations of words in lower
dimensional space. Since it was introduced, word embeddings are applied
in almost every natural language processing model proposed these days. Its
quite obvious the result of its effectiveness.

We can see an example of its in compare with a simple word2vec [15]: ’I
like apples’ and ’I like Apple macbooks.’. word2vec method could captured
a static meaning of these sentences buy about the contextualized meaning,
BERT word embedding could put them in the right positions. Since then,
we could come up with two major benefits showing why we should use BERT
embedding in our research:

1. These embddings are useful for keyword/search expansion, semantic
search and information retrieval.

2. More importantly, these vectors created by this embedding could be
used as high-quality feature inputs to downstream models. Some natu-
ral language processing model such as LSTMs or CNNs require inputs
in the form of numerical vectors which translate the vocabulary and
parts of speech which is vital for why-question answering.

Before feeding into BERT, we have to do some pre-processing step:

1. Tokenization: The very first step is to split the input sentence into
words, remove noise from data such as ”/, * , etc”. from the dataset.

2. Token embedding: In there work, they use WordPiece [16] to convert
token into vector. Moreover, they add token [CLS] stands for classifi-
cation as the first token of the sentence, and [SEP] token as the ending
token of the sentence.
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3. Segment Embeddings: To distinguish which sentence that words
belong to, they use the additional embedding to each word to identify
whether A or B is the sentence which contains that word.

4. Positional Embedding: The last embedding is used to indicate word
position in the sentence.

5. Final representation: After conducting three embeddings, the rep-
resentation for a word from the sentence is a vector by summing three
embedding vectors.

2.2.4 Transformer

The main parts of Transformer are the encoder stack and the decoder
stack. The encoder stack contains layers of the encoder, and every single layer
encoder has two layers inside. The first is a self-care layer, and the second
is a feed-forward neural network (FFNN). Also, the decoder has the same
structure. However, there is an additional layer between the self-attention
and the FFNN decoder that is the encoder-decoder attention. This layer
takes the information from the encoder and helps the decoder to memorize
the relevant pieces of information from the input sentence.

Self-Attention

Self-Attention mechanism is a method to help the encoder to check all the
other words of the input for figure out relevant parts in the sentence. This
method can improve the current word has better embedding. For example,
we have a sentence:

Mary can not go to work because she catches a cold.

Without information from other words, ”she” here can not have any relation
to Mary. This is the reason that self-attention is needed for embedding words
form sentence.

To calculate self-attention for each word in the given sentence, we can
refer to this formula:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2.10)

where:

• Q: Query matrix.

9



Figure 2.4: Process of calculating self-attention score

• K: Key matrix.

• V : Value matrix.

• softmax: generalized logistic function.

• dk: the dimension of three vector Q, K.

To obtain Q, K and V vector, we sequential multiply the embedding matrix
(X) to matric WQ ,WK and W V , which are pre-trained matrices. Since we
have done with matrices, we can apply the formula (2.10) to calculate the
attention score for the current position. The process of calculating attention
score is showed as Figure 2.4 1

1http://jalammar.github.io/illustrated-transformer/
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Figure 2.5: Multi-head attention illustration

Multi-Headed Attention

From Figure 2.1, we have a sample of single h head (h = 8 in Ashish
Vaswani paper [17]) . It proposed that based on the input sentence, we can
experiment eight times with eight different sets of WQ ,WK and W V . To
calculates Multi-head attention, we apply these formular:

MultiHead(Q,K, V ) = Concat(head1, ..., headh)WO

headi = Attention(WQ
i , KW

K
i , V W

V
i )

(2.11)

where WO is a weight matrix that was trained parallel with the model. We
can have a high-level look of attention layer of Transformer through Figure
2.5 2.

An encoder-decoder architecture model which used attention mechanisms
to forward a more complete picture of the whole sequence to the decoder at
once rather than sequentially as illustrated in the figures 2.6:

2.2.5 Sentence BERT

This is a modification of a pretrained BERT network that use siamese
and triplet network structures to derive semantically meaningful sentence
embeddings that can be compared using cosine-similarity [6]. A common
method to address clustering and semantic search is to map each sentence

2http://jalammar.github.io/illustrated-transformer/

11



Figure 2.6: Source: http://mlexplained.com/2017/12/29/attention-is-all-
you-need-explained/

to a vector space such that semantically similar sentences are close. Several
approaches have started to bring individual sentences into BERT and to de-
rive fixed size sentence embeddings. The most commonly used approach is
to average the BERT output layer (known as BERT embeddings) or by using
the output of the first token (the [CLS] token). This was shown that score
would be often worse than average Grove embeddings. In order to overcome
this matter, SBERT was developed. The siamese network architecture en-
ables that fixed-sized vectors for input sentences can be derived. Using a
similarity measure like cosine similarity or Manhatten/Euclidean distance,
semantically similar sentences can be found. These similarity measures can
be performed extremely efficient on modern hardware, allowing SBERT to
be used for semantic similarity search as well as for clustering.

SBERT could be adapted to a specific task. In my research, I want to
focus its capable in Argument similarity. The model will be used to show how
much phrase will be the same as correct answer. To be considered similar,
arguments must not only make similar claims, but also provide a similar
reasoning. On the same hand, the lexical gap between sentences could be
large, the same with my intentional data characteristic.
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Figure 2.7: SBERT architecture with
classification objective function

Figure 2.8: SBERT architecture at
inference, to compute similary scores
or used with the regression objective
function

2.2.6 BERT-base-uncased

This is an auto-training transformer model based on a wide set of English
results ??. This means that the basic texts have been pre-trained only and
have been classified in no way by humans (which is why much data accessible
to the public) for an artificial mechanism to create inputs and labels out of
these texts. More importantly, two goals were pretrained:

• Masked language modeling (MLM): The random model masks 15% of
the terms within the input for each phrase and then continues through
the whole masked phrase and must estimate the masked words. This is
separate from conventional recurrent neural networks (RNNs), which
typically interpret words one after another, or self-defense models such
as GPT, which mask potential tokens internally. The paradigm enables
the expression to be interpreted bidirectionally.

• Next estimation of phrase (NSP): models integrate two masked sen-
tences as pre-workout inputs. Sometimes they refer to the sentences of
the original text, sometimes not next to each other. The model would
then predict whether or not the two phrases obey one another.

Thus model therefore generates an inner representation of the English lan-
guage, which can then be used to extract the functions that are useful for
downstream task: for example, you can use the features generated by the
BERT model as input to train a regular classificator when you have a data
set of labeled sentences.

I want to use the raw model for either masked language modeling or next
sentence, but mostly for the downstream task. See the model hub for fine-

13



tuned models in a fascinating job. This model is mainly intended to refine
functions, such as the grouping of sequences, the token classification, or the
interrogation, and use the whole sentence (which may have been masked).
You should look at templates like GPT2 for tasks like text generation.

2.2.7 RoBERTa

Thi model [10] builds on BERT and amend existing key hyperparame-
ters, replacing the following pre-workout objective and practicing for even
larger miniatures. Pre-training of the language model has led to substantial
efficiency improvements but it is difficult to compare different approaches
carefully. Training on private datasets of different sizes is computationally
costly, and, as we can illustrate, option on hyperparameters has a big influ-
ence on the ultimate performance. We are presenting a BERT pretraining
replication study which closely measures the influence of several major hyper-
parameters. We find that the performance of each model reported afterwards
is substantially under-trained, and can equal or surpass. Our best model
provides cutting-edge GLUE, RACE and SQuAD results. In this researh, I
focused on several types of Roberta which are:

• Roberta For Sequence Tagging Classification: Pre-training of the
language model has led to substantial efficiency improvements but it is
difficult to compare different approaches carefully. Training on private
datasets of different sizes is computationally costly, and, as we can il-
lustrate, option on hyperparameters has a big influence on the ultimate
performance. We are presenting a BERT pretraining replication study
which closely measures the influence of several major hyperparame-
ters. We find that the performance of each model reported afterwards
is substantially under-trained, and can equal or surpass. This model
could provides cutting-edge several famous GLUE, RACE and SQuAD
results.

• Roberta for token classification: For Name Entity Recognition
(NER) activities, for example RoBERTa Model is headed up with a
token classification (linear layer on top of hidden state output).The
TFPreTrainedModel is heritary. Check the superclass documents for
the standardized methods for the whole library model (such as down-
loading or saving, resizing the input embeddings, pruning heads etc.)
This model is also a subset of tf.keras.Model. Using it for general use
and actions as a regular model of the TF 2.0 Keras, refer to the TF 2.0
documentation.

14



2.2.8 ALBERT

This model was proposed to presents two parameter reduction strategies
available to minimize memory usage and improve BERT’s training speed:

• Divide in two smaller matrices the embedding matrix.

• Repeated layers separated between classes are used.

Growing model size also contributes to better success at downstream ac-
tivities when planning for natural language representations. At one point
though, the GPU/TPU memory constraints, longer training cycles and un-
explained model deterioration make more model increases more difficult. We
propose two parameter reducing strategies to minimize memory use and im-
prove the BERT training pace in order to resolve these issues. Complete em-
pirical data reveals that our techniques contribute to far higher scale models
than the initial BERT. We also utilize a self-controlled loss which focuses on
modeling coherence between sentences and consistently helps m downstream
tasks. It is generally recommended to embellish inputs on the right instead
of on the left. ALBERT is a model with absolute embedding of position. AL-
BERT uses repeated layers that provide a limited amount of memory space,
but the cost of processing is equal to a BERT-like architecture, with the same
number of hidden layers as the iterated layers.

2.2.9 BM25

The problem that BM25 (Best Match 25) is trying to solve is similar
to that of TF-IDF (Term Frequency, Inverse Document Frequency), which
represents our text in vector space (it can be applied to field outside of text,
but text is where it has the greatest presence) so that we can search/find
similar documents for a given document or query. The essence of TF-IDF is
to decide if a document is equivalent to our question by two key factors:

• Term Frequency aka tf : how often does the term appear in the docu-
ment? 3 times, 5 times?

• Inverse Document Frequency aka idf : measures the number of docu-
ments in which the term appears. Inverse document frequency (1/df)
then measures the specificity of the term. Is the term a very rare (only
one doc) word? Or is it a relatively common one (occurs in almost all
the documents)?

Using these two factors, TF-IDF measures the relative concentration of
the term in a given document. If the term is common in this article but is

15



relatively rare elsewhere, the TFIDF score will be high and documents with
a higher TF-IDF score would be considered to be very relevant to the search
term. BM25 function scores each document in a corpus according to the
document’s relevance to a particular text query. For a query Q, with terms
q1, . . . , qn, the BM25 score for document D is:

BM25(D,Q) =
n∑

i=1

IDF (qi, D)
f(qi, D) · (k1 + 1)

f(qi) + k1 · (1− b+ b · |D|/davg))
(2.12)

where:

• f(qi, D) is the number of times term qi occurs in document D

• |D| is the number of words in document D

• davg is the average number of words per document

• b and k1 are hyper parameters for BM25

Like all hype parameters in general, defaults are usually a good starting
point, and we should probably focus on tweaking other items before jump-
ing into the rabbit hole of the hyper parameter tuning. In the context of
the search, it may well be necessary to ensure that our ranking scores older
documents lower in the application, such as news ranking. But if we were
to start tuning, remember to always measure the performance of the differ-
ent settings, and the following questions are general points of departure to
something that we can refer.[18]

In the task that applies BM25 as a ranking function for retrieval, the
values for the internal parameters b and k1 must be chosen, and also instan-
tiate RSJ. With reference to the weight of RSJ, all the previous observations
shall apply. With more details, it could be applied with or without relevance
information. If the information is missing, it returns to basic form of idf . In
this case, BM25 weight will looks pretty the same as the traditional weight
of tf − idf . Though the tf component involves the saturation function dis-
cussed and is therefore somewhat unlike most other tf functions seen in the
equations. where common choices are tf itself and (1+logtf). The latter has
a somewhat similar shape curve, but does not have an asymptotic maximum
— it goes to infinity, even if somewhat slower than tf itself. In terms of
internal parameters, the model offers no instruction on how to adjust them.
This might be considered a model limitation. However, given a set of eval-
uated queries and relevance judgments in the standard retrieval experiment
form, it allows for optimization. A significant number of such experiments
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have been done, and suggest that in general values such as 0.5 < b < 0.8 and
1.2 < k1 < 2 are reasonably good in many circumstances. HThere is also
evidence, however, that optimum values rely on other aspects (such as the
type of documents or queries).

Published versions of BM25 can vary somewhat. Hence I indicate some
differences that might be encountered in different versions of the function in
published sources:

• The original had a component for within-query term frequency qtf ,
for longer queries where a term might occur multiple times. In its full
generality, this had a similar saturation function to that used for tf ,
but with its own k3 constant. However, experiments suggested that the
saturation effect for qtf was unimportant, leading to a formula which
was linear in qtf . In other words, one could simply treat multiple
occurrences of a term in the query as different terms.

• The based line algorithm had higher accuracy on correction for docu-
ment length, to the total document score. This correction was tent to
be unimportant.

• A frequently used variant is to include a (k1 + 1) component to the
saturation function. This is the same in all terms, and hence does not
impact on the final ranking. The explain for adding it was to help the
final formula more compatible with the RSJ weight used on its own.
Then a single occurrence of a term would have the same weight in both
schemes.

• There are several researchers use specific values assigned to b and k1.
A well-know combination is b = 0.5 and k1 = 2. (In another hand,
many studies show that it might have a lower value of k1 stand with
higher value of b.)

A variety of approaches to information retrieval from basic to complex
models have been developed. BM25 is based on a probabilistic set of knowl-
edge. Model that includes paper properties, including term frequencies.[5]
The frequencies of the message and the length of the document. Recently, the
BM25 may also have a simplified reverse text frequency model. BM25, a tra-
ditional basis in the knowledge recovery culture, is one of the most generally
used recovery techniques.[19]
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2.3 Data-set

Starting with the idea for my research, I want to conduct my research on
a highly flexible data-set with variety kinds of relations. Therefor I want to
conduct research on BBC datasets [20]. This is a kind of article datasets,
originating from BBC news, provided for use as benchmarks for machine
learning research.

Considering the benefits from data-set for why-question answering, nor-
mally we are expected several work we could do to data as follow:

• Causality extraction: The methods of extraction of causality can be
classified with respect to what constitutes cause and effect: noun phrases,
verb phrases or clauses. The noun and verb phrase type has mostly
been addressed by RE methods [21], The clause type has also been
studied [22]. The last type is causal embeddings which can be used
for causal question answering [23]. we focused here on phrase embed-
dings which can be combined of verb and noun phraes and hence, this
work can provide the most contribution for question-anwering system
in general.

• Relation extraction: The target relations included ”Cause-Effect”, Re-
lationship cases whose component entities are not present together in a
phrase should be extracted. More recent researches have addressed
inter-sentential relation extraction for specialized domains and con-
structed a large-scale dataset for this task [24]. This is obviously out
of range that our experiments can be done so I am not doing this ex-
traction.

• Knowledge extraction: The most known research in this kind of ex-
traction is from Wikipedia, there are several studies on extracting class
concepts [25], taxonomies [26], infobox contents[27], trivia [28], and
various semantic relations[29]. This is also not the kind of relation that
we want to extract and insert to out model.

• Temporal relation extraction: there is notice that causality extraction
and temporal relation extraction share some properties and can com-
plement each other [21]. Possibility of exploiting temporal relation ex-
traction method is still needed further conduct to ensure their effective
on question-answering problem.

This data-set is contain five class labels: business, entertainment, politics,
sport, tech. This set of articles also consist of 2225 documents from the
BBC news website corresponding to the stories from 2004 to 2005. There
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cause part effect part

Ad sales Time Warner profit

Sales of high-speed internet con-
nections and higher advert sales

one of the biggest investors in
Google, benefited

offering the online service free to
TimeWarner internet customers

increase subscribers

if they join the offshoring drive they fear that they will damage
their brand

because increased responsibility
is not going hand-in-hand with
more training

problems are occurring

when closing domestic call centre
operations

saving money is the main consid-
eration

Table 2.1: cause-effect relation examples

are several standout publications experimented on this data such as topic
modeling [30], spam filtering [31], etc.

In this data, we have multiple articles which could use for extracting and
conduct research of cause-effect relations. These relations would be difficult
to extract cause of multiple situations and connection words between them.
For examples, from a business articles, war trade will lead to economy collapse
as well as new trading potential. In addition, we have multiple connections
words for cause and effect parts in this data-set which could be excellent for
highlight the effectiveness of words or sentences embedding methods.

The length of each article is from 10 to 20 sentences average. Articles men-
tion different problems individually and therefore the subjective has different
circumstances and motivations respectively. From there, we can have multi-
ple pairs of cause-effect relation which is not duplicate in semantic meaning.

As we can observe from the 2.1, there are different types of cause-effect
recognition ways among the data. Normally, they are just chains of se-
quence events happened. Therefor we could identify them based on their
time appearance. Underneath them is the second type of cause-effect which
have cause-effect connective words. Based on the manual English Oxford
grammar, we can manage to know them as several particular words like ’if’,
’because’, ’because of’, etc.

In several previous approach, answers for why-question answering must
be learned as solid facts extracted from knowledge based data like Wikipedia
2.10. The facts that we choose this kind of data to conduct research is to
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Figure 2.9: One article from business section
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20



Figure 2.10: cause-effect relation pair example

improve the performance and adaptation of model among variety kinds of
research.
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Chapter 3

Methodology

In this chapter, we introduce the causality extraction from own built
annotation data as the first phase. The next phase is comparing two kinds of
indexing to find most similar effect for why-question answer based on BM25.
Following this ideal, I divined the thesis into two major parts ?? and the
details of each part are displayed in underneath figure 3.1, 3.2.

In figure 3.1, we could observe that from the data-set we mentioned above,
we annotated the articles into multiple pairs which include cause phrases
and effect phrases, as well as their connection as cause-effect relationships.
Into the next step, several BERT-based model will take charge and create
a cause-effect relation extraction model. In the continuously figure, we di-
vine the phase into the proposed method and baseline method experiments.
The base-line method is using directly the why-question as effect to extract
relevant cause (also know as answer for why-question) from data base by
BM25 and sentence BERT to calculate the most similar answer as possible
for the question. In the other hand, the propose method of ours is using the
cause-effect relation extraction method to extract relation between question
and articles in data-base and applying BM25 and sentence BERT to find the
most similar cause for answer the why-question.

3.1 Extracting Cause-Effect pairs from news

using causality model

In this section, I will annotate data and use that into transformer model
to bring out cause-effect model that could based on words embedding to
extract cause-effect pairs from sentences.
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Figure 3.1: language modeling sample

Figure 3.2: Phase two model
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3.1.1 Data annotation

First of all, I would use brat which is a web-based tool for text annotation.
I focus only on illustrating two basic categories of annotation:

• text span: marking words with which classes they are in like person,
company, etc.

• relation: link text spans or word phrases and note their relation with
each other.

An original type of text span category is useful for providing annotations
for named entity identification, and binary relationships for uncomplicated
relational knowledge extraction tasks, among other.

The annotation of n-ary group which could be combined together is also
supported here with brat. It will work with any number of other annotations
that take part in a particular position. This annotation category can be used
for event annotations. But in my experiment, I only use single target relation
between two phrases.

The detail explanation and characteristics of other annotations can be
more particularly advanced thanks to annotation attributes, such as making
an occurrence as factual or unique objects, as relation to a community or
person or by making an entity. This function is not as well as utilize in my
research because relation between my phrases is constructed as cause-effect
relationship.

Finally, while not the tool’s primary target, Brat also allows an annotation
to be supplied with free form text ’notes’. Annotation categories, their forms
and limitation on their use-age are all entirely configurable. For instance,
the fact that a ’Student’ relationship must constantly connect ’person’ type
annotations. There for brat is applicable in almost any text annotation job.
Inside the original design of Brat, they also uses natural language processing
methods to support attempts at human annotation by integrating a variety
of features.

As combinations those advanced features, I have the annotation example
as follow in 3.3 and data representation is in 3.4 and explanations for the
data marking is as in 3.1

The baseline conditions for me to marking these annotations are cause-
effect recognition thanks to English grammar and semantic meaning identi-
fication based on English dictionary.

• grammar recognition: I use Oxford dictionary of English Grammar
(1 rev. ed) book. This book is published online by Oxford University
press and written by Sylvia Chalker and Edmund Weiner in 2003. Since
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Figure 3.3: Article annotation example

Figure 3.4: Annotated data representation

Annotation
name tag-
ging

Phrase identify Phrase lo-
cation

Phrase example

T3 Effect1 35 96 German airline Lufthansa may
sue federal agencies for damages

T1 Cause1 97 162 after the arrival of US president
George W Bush disrupted flights

Table 3.1: Tagging explanation
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the beginning of the 20th century the grammar of the English language
has changed greatly and is a topic which could present a complicated
minefield of language uncertainties. The reader and the student and
instructor will use this open and detailed dictionary to provide easy
and immediate access to 1.000 grammar concepts and their definitions.
The existing grammar concepts as well as old, common names and con-
troversial new colloquial expressions as well as other language research
products are included. Examples of the language in use and regular
quotations in current grammar works are presented with succinct de-
scriptions of the broader field of linguistic, including phonetics and
transformative grammar. From the knowledge there, I could hypothe-
size that to recognize cause-effect relation I can based on two subjects
which are coordinating conjunction and subordinating conjunction

coordinating conjunction: A coordinating conjunction is a term
that combines two components that have the same grammar and syn-
tax. Two verbs, two nouns, two adjectives, two sentences or two sepa-
rate words may be added to them. For and nor, however, or still and
so are the several example coordinating conjunctions. We have here
conjunction that connecting two verb, two phrases, two clauses, or a
sentence starting with one and conjunction adverbs. there example for
my research could be seen in table 3.2

conjunction
type

example

two words con-
nection

company has bring out sale for commercial pur-
pose.

two phrases con-
nection

British Airways has blamed high fuel prices for a
40% drop in profits.

two clauses con-
nection

he said that he was in favour of floating exchange
rates because they help countries cope with eco-
nomic shocks.

sentence starting
with connection

If you have good management and the right pro-
cesses in place, you can make call centres perform
anywhere.

adverbs conjunc-
tion

we expect the deficit to continue to widen in 2005
more over the dollar gets back to its downward
trend.

Table 3.2: Coordinating conjunction example
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subordinating conjunction: The most straightforward way to
describe cause-effect relation is subordinate conjunction. Since it has
only a single goal which demonstrate a relationship between a subor-
dinate clause and a main clause, a correlation of cause and effect. A
clause itself begins with the justification that it is incomplete. We have
several example of what subordinating conjunctions are for, as, since,
therefore, hence, as a result, consequently, though, due to, provided
that, because of, unless, as a result of, etc.

• Semantic meaning recognition:

Sentence meaning: As this part, there are little examples which
is not included any of above recognition signatures. Hence I have to
carefully checking all the sentences as well as paragraph carefully for
semantic meaning that could lead to confirm cause-effect relation ex-
ist. There are also number of hints which could combine to serve that
purpose like similar subject identification and comma placement and
subordinating conjunctions 3.3

Sample methods Example
Similar subject identi-
fication

There are a strong performance of Nestle in
the Americas and China. Revenue dipped
1.4% to 86.7bn Swiss francs in 2004. Still
Nestle’s profits margins were helped.

Comma placement
and subordinating
conjunctions

During the year WPP bought US rival Grey
Global, creating a giant big enough to rival
sector leader Omnicom.

Table 3.3: Semantic meaning recognition

After annotation, I divine the data into three packets for study and have
the statistic as in table 3.4

3.1.2 Cause-Effect extraction

In this section we apply words embedding on the annotated data then
bring it up to pre-trained-BERT model to extract highly accuracy experiment
results then feed to the next phase. This is an normal step, the state-of-the-
art models are overwhelming human performance with large scale dataset.
The effects of them on small hand-annotate data might be difficult to reach
that great but still showing the sign of acceptable success.
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Statistic Train Test
Number of articles 80 40
Average cause length
(words)

8 7

Average effect length
(words)

9 10

Total cause-effect rela-
tions (pairs)

385 160

Table 3.4: Data annotation statistics

3.2 Detecting cause through most similar ef-

fect

3.2.1 Why-question preparation

Based on the grammar about coordinating conjunction and subordinating
conjunction I mentioned above. I could use the general knowledge to create
Why-question from cause-effect phrase pairs that appeared in the articles
and use them to further research. The sample question is created is in table
3.5 and statistic for the data of the second phase is in table 3.6

cause-effect phrase why-question
Ad sales boosts Time Warner
profit.

Why does Time Warner profit
boost?

With Indian assets now seen as
lees of a gamble, hence more cash
is expected to flow into its mar-
ket.

Why is more cash expected to
flow into its market?

Table 3.5: why-question generated sample

3.2.2 Answer for why-question

From the why-question and answer previously, we mark the phrase in the
question as effect then use the cause-effect extraction model from the first
part to extract the cause-effect relations in the data based by applying BM25
and sentence BERT to find most similar cause for the question why
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Statistic Test
Number of article 40
Average answer length
(words)

9

Average question
length (words)

10

Total question-answer
(pairs)

188

Table 3.6: Phase 2 data statistic

We would like to print our BM25 and sentence BERT significance score
for highest results corpus along with their original text, note that this has
not been sorted by decreasing order of the relevant score yet. This involves
identifying, processing and submitting the most relevant paper to the user.
Here, also, we calculate the scores for each cause-effect pairs we found, which
reduce the compromise of TF-IDF fasle alarms. The search engine thus uses
the inverted index to accelerate items. An inverted index is composed of a
list of all the unique terms in each text, which helps us to easily identify the
cause-effect similar that have the term in our demand, and only after that
measure the significance score for the smaller recall collection.
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Chapter 4

Experiments and Results

4.0.1 Experiments

Experiments setting

I applied several pre-trained models for the first part which is in table
4.1 from the annotated data. These are to find out which model have the
highest accuracy for such particular task after comparing their performance.

bert-base-uncased 12-layer, 768-hidden, 12-heads, 110M param-
eters.

xlnet-base-cased 12-layer, 768-hidden, 12-heads, 110M param-
eters.

xlm-mlm-en-2048 12-layer, 2048-hidden, 16-heads
roberta-base 12-layer, 768-hidden, 12-heads, 125M param-

eters
albert-base-v1 12 repeating layers, 128 embedding, 768-

hidden, 12-heads, 11M parameters
albert-base-v2 12 repeating layers, 128 embedding, 768-

hidden, 12-heads, 11M parameters

Table 4.1: The detail setting of the pre-trained model

Evaluation method

We create a baseline model which is from the why-question, extracting
directly the answer from the raw text data without using cause-effect extrac-

30



tion model. The experimental results of this baseline model will be compared
with the most similarity answers which is finale chosen by BM25 method.

To detail information for the result table:

• True Positive which is the positive value that is accurately estimated,
indicating that the goal value and predicted value are the same true.

• True Negative These are the properly predicted negative values which
implies that the real

• False negatives when the goal category is yes but the experiment
predicted no.

• Precision is the proportion of positive observations correctly predicted
to the overall positive observations predicted.

Precision =
TruePositives

TruePositive+ TrueNegative
(4.1)

• Recall is based on optimistic observations the accurately estimated to
all the observations in real class yes.

Recall =
TruePositive

TruePositive+ FalseNegative
(4.2)

• F1 score is the score balance both of Precision and Recall. Hence,
False Positives and False negative are used in the calculation. F1 score
is typically more helpful than Accuracy score in the case of not equal
class distribution.

F1score = 2.
Recall.Precision

Recall + Precision
(4.3)

4.1 Experimental Results

4.1.1 Phase one

The results for the experiments of pretrained model is presented in table
4.2

The sample cause effect pairs could be automatically extracted from the
articles are display in table 4.3 The best result is only 46.2% F1 score from
Albert-based-v1. The parameter changing is fluctuate slowly between the
other models. There are hardly any improvement on the performance of the
models if I switch on several different parameters.
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Pretrained model Precision Recall F1 score
BERT-base-uncased 20.69% 39.13% 27.07%
ALBERT-based-v1 20.78% 34.78% 26.02%
xlnet-based-case 20.97% 28.26% 24.07%

Table 4.2: Cause-effect relation extraction model accuracy

phrase test result text prediction
cause the automatic route the automatic route
effect Construction compa-

nies need only one set
of official approvals
and do not need to
gain clearance from
Foreign Investment
Promotion

construction compa-
nies need only one set
of official approvals

cause Improving India in-
frastructure

Improving India in-
frastructure

effect boost foreign invest-
ment in other sector
too

boost foreign invest-
ment in other sectors
too

Table 4.3: Sample extracted cause-effect pair
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The cause and effect pairs extraction working properly on this data.
There are a lot of cause-effect pairs extracted but most of them do not include
the hole phrase of each pairs, leading to low score as exact match evaluation.

4.1.2 Phase two

I conclude the experiments for my method at the table 4.4

Experiment meth-
ods

Precision Recall F1
score

BM25 only 31.76% 92.79% 45.43%
albert-base-v1 59.54% 84.49% 67.06%
bert-base-uncased 60.24% 79.31% 65.73%
xlnet 61.64% 79.26% 66.58%

Table 4.4: why-question answering experimental results

In this phase, the F1 scores between different methods are almost similar
between each other in the same page. On the other hand, albert-base-v1
with 37.1% on F1 score. The base line score of sentence BERT is the lowest
among the results. The sample result phrases comparing of sentence bert
(baseline) and Albert-base-v1 output are showed in table 4.5

4.2 Result Analysis

4.2.1 The first Phase

For the first phase, xlnet-based-case, ALBERT-based-v2 and Roberta
have the same low experiment result beneath expectation. Under other
else models, ALBERT-based-v1 and BERT-based-uncased. The different ap-
peared because of two major factors: the model technical and the annotation
data. The data that used for the research are hand annotated in a small cor-
pus, the large data base must provide more suitable experiment environment
for the training. With the model, i can define several characteristics make
these highly gap for this research:

• The grammar detail make the sentence embedding impact with strug-
gling in phrase details. The predicted cause-effect pairs are normally
annotated without the hold sentences which make low accuracy when
applied to extra accurate pre-trained models.
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Question goal answer albert-base-v1
(BM25) answer

sentence BERT
base-line answer

Why had India’s
rupee hit a five
year high?

after Standard
and Poor’s
rasied the coun-
try’s foreign
currency rating.

after Standard
and Poor’s
rasied the coun-
try’s foreign
currency rating.

With Indian as-
sets now seen as
less of a gamble.

Why is today’s
economic crisis
in the West
Bank?

Closures are a
key factor

Closures are a
key factor

US Secretary
of State was
visiting the
West Bank to
revive its reform
programme and
maintain finan-
cial discipline
after Closures
are a key factor.

Why did China
lent Russia
$6bn?

to help the Rus-
sian government
renationalise
the key Yu-
ganskneftegas
unit of oil group
Yukos

to help the Rus-
sian government
renationalise
the key Yu-
ganskneftegas
unit of oil group
Yukos

undetected

Table 4.5: answer extracted sample
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• The corpus is quite limited as well as the phrase have large scale of
words make the predicted sample is commonly missing several words
but in most of the cases, they haven’t effect the context meaning that
much.

• The outputs still reduce the accuracy score and challenging the seman-
tic meaning of cause-effect pairs extracted.

Therefor the grammar detail make the sentence embedding impact with
struggling in phrase details. The predicted cause-effect pairs are normally
annotated without the hold sentences which make low accuracy when applied
to extra accurate pre-trained models. The characteristic of albert-based in
the other hand, bring up a lot of compact information for the predicted to-
ken. On the small data-base could benefit its effectiveness which have all the
context relevant or query stream of annotated words thanks to all articles
are focus on each specific problem of themselves.

Talking about the positive score of albert-base-v1 and BERT-based model.
the Albert went into separated paths compared to almost all another bert-
based models which reduce the parameters in the model in order to faster
training and lower computational capability demands. Hence maybe thanks
to that specific distinctive, ALBERT-based-v1 and BERT-based-uncased bring
up higher hope into the next phrase of research.

The sample results of the experiments also bring up the same problem
with the annotation data. The corpus is too small as well as the phrase have
large scale of words make the predicted sample is commonly missing several
words but in most of the cases, they haven’t effect the context meaning that
much. But it still reduce the accuracy score and challenging the semantic
meaning of cause-effect pairs extracted.

4.2.2 The second phase

The reason for choosing BM25 and sentence BERT as the last method
of comparing cause-effect extraction model trained in the first phase was
mentioned above. Thanks to the results from the first phase, it is obviously
that the F1 score for the model trained based on Albert-based-v1 is used for
the next phase. The best score in this section is belonged to Albert-based-
v1(BM25) with 37.1% accuracy. The effect of the pre-trained model on such
small scale of data could impact the arguably one of the most efficiency
and widely used information retrieval function is highly promising. While
commonly used, few studies have investigated its efficacy on a single-field
and multiple-field combinations document definition [32]
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• The effect of the pre-trained model on such small scale of data could
impact the arguably one of the most efficiency and widely used infor-
mation retrieval function is highly promising.

• We could not overcome just yet is the difficulty in optimizing the func-
tion parameters for a given information retrieval measure.

• BM25 show slightly different impact to the improvement which help
it be suitable to be used with common similarity measure which is
cosine-similarity.
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Chapter 5

Conclusion

Our main contributions in this work:

• Proposing a framework for why-question answering task which based
on detected cause-effect relations to archive the most accurate answer.

• Creating datasets for cause-effect relations and why-question answering
from collecting and annotating,

• Integrating dominant language models into why-question answering
task but in small scale data.
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