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Abstract

Assessment of the quality of auditory spaces is essential in room acoustics and speech
signal processing. In room acoustics, the sound characteristics of auditoriums are related
to the quality of life in different aspects. In emergency circumstances, e.g., earthquake
or flood, emergency announcements and alarm sounds need to be easily audible and
intelligible so that we can follow the safety procedures appropriately. In theaters or
concert halls, excellent sound characteristics and superior acoustics are ideal environments
for performances. The sounds of live performances should be clear and transparent so
that attendees can enjoy the entertainment. Additionally, speech signal processing, such
as speech dereverberation and noise suppression, would benefit in which the sound quality
and speech intelligibility can be improved based on the room characteristics.

Intelligibility of speech and pleasure to music are subjective descriptions. It is difficult
to convey such descriptions from listeners to architects who are responsible for designing
auditoriums or diagnosing acoustic problems. Conventionally, speech intelligibility and
sound quality can be determined by conducting listening experiments with a group of
listeners. Unfortunately, the experiments are expensive, unreliable, and time-consuming.
It is also impractical for real-time applications, such as hearing aids, automatic speech
recognition, and speaker verification. Thus, the quality of a sound field and subjective
aspects are defined through room acoustic parameters and objective indices related to the
physical properties of a sound field. Hence, architects, acousticians, and signal processing
algorithms, can justify acoustic conditions by measuring acoustical parameters.

Several useful room acoustic parameters and objective indices have been standardized.
In IEC 60268-16 : 2020, the speech transmission index (STI), which is an objective index,
is used to predict speech intelligibility from the quality of a speech transmission channel.
The STT is calculated based on the concept of the modulation transfer function (MTF).
The MTFs of seven-octave bands with their weighting values are converted to be a real
number from 0 to 1. In addition, ISO 3382: 2009, specifies methods for measurement the
reverberation times (Tgg or T3) and other room-acoustic parameters, including early decay
time (EDT), clarity (early-to-late-arriving sound energy ratios: Cgg or Csg), Deutlichkeit
(early-to-total sound energy ratio: Ds), and center time (75). These parameters are
derived from measuring the room impulse response (RIR).

In the time domain, an RIR completely describes the characteristics of a sound
field. Similarly, a system transfer function in the frequency domain and the MTF in
the modulation-frequency domain are the counterparts. In general, the RIR or MTF
needs to be measured. However, it is difficult to measure RIR or MTF in daily-life
places where people cannot be excluded, e.g., public stations, airports, and department
stores. Moreover, by the nature of such public areas, room acoustics are prone to be a
time-varying system. Sound absorption, reverberation, or other acoustical parameters are
changed by varying occupants and object arrangements. Thus, acoustic parameters that
were measured complying with the standards might be different from the current one.
Hence, many methods have been proposed to estimate an acoustical parameter without
measuring the RIR, known as blind estimation methods.

The blind estimation of an acoustical parameter is an ill-posed condition because both
sound source and RIR are unknown. The ill-posed or blind inverse problem is challenging
since it needs additional assumptions or complementary prior knowledge to formulate the
estimation. Furthermore, the robustness of the estimator against various rooms (e.g.,



diffuse/non-diffuse field and connected chamber) and background noise need to be taken
into account. To this end, this research presents blind estimation methods for estimating
five-room acoustic parameters, STI, and SNR from a speech signal in noisy reverberant
environments using a single-channel microphone and the concept of the MTF.

A speech signal can be decomposed into a fine structure and temporal structure. For
temporal structure, a power envelope (PE) or temporal amplitude envelope (TAE) is
used as a feature. On the basis of the MTF, PE or TAE represents the modulation
distortion caused by reverberation and noise of the transmission channel (sound field).
The TAE also plays an important role in speech intelligibility. In the proposed scheme,
these features are extracted from an observed signal by using Hilbert transform and a low-
pass filter. An observed signal in a given room is regarded as the output of the convolution
between the RIR and speech signal. Hence, the modulation features (TAE/PE) and the
convolution operation using one-dimensional convolutional neural networks (CNNs) were
deployed. A more sophisticated deep neural network (DNN), such as a combined network
between CNNs and long short-term memory (LSTM) networks, was also utilized. These
DNNs were trained from the pairs of TAE/PE and the parameters of RIR models. In
addition, data augmentation techniques were used for synthesising the dataset due to
limited measured RIRs.

Here, an unknown RIR is modeled by using a stochastic RIR model. Two RIR
models were investigated: Schroeder’s RIR model and the extended RIR model. The
reverberation time is an only parameter in Schroeder’s RIR as a simple exponential decay
(Tg). The extended RIR model is an extended version of Schroeder’s RIR model. It
consists of three parameters, including rising parameter (7},), peak position (Tp), and
exponential decay parameter (7;). Thus, the extended RIR model is much more accurate
and flexible. Here, the parameter T in Schroeder’s RIR and the three parameters of the
extended RIR model are blindly estimated. Sub-band analysis is used as the same as
the algorithm for calculating the STI. The distortion in seven-octave bands is estimated
through the parameters of the RIR model. The approximated RIR for each sub-band
can be reconstructed from their envelope modulated with band-limited noise. The wide-
band RIR is also approximated from the summation of the sub-band signals based on the
superposition principle. Therefore, the estimated acoustical parameters and STI for both
sub-band and wide-band can be derived.

The effectiveness and performance of the proposed methods were evaluated. Simula-
tions were performed by estimating the parameters from reverberant and noisy reverberant
speech signals. The accuracy of the estimated acoustical parameters was compared with
baselines calculated from measured RIRs and existing works. The robustness against
various background noise was also evaluated by adding four types of noise with different
SNR levels into the reverberant speech signals. The experimental results suggest that the
proposed method can correctly, blindly, and simultaneously estimate five-room acoustic
parameters, STI, and SNR from a speech signal in reverberant and noisy reverberant
environments. The accuracy in terms of standard derivation of the error of the estimator
for each parameter, i.e., Tgo, EDT, Cgg, Dsg, Ts, and STI, was 9.4%, 10.5%, 2.7 dB, 14%,
45 ms, and 0.05, respectively. These results of the estimated parameters were close to the
standard measurement derived from the RIR.
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