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Acoustic and articulatory analysis and synthesis of shouted vowels
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Abstract

Acoustic and articulatory differences between spoken and shouted vowels were analyzed for two male and two female subjects by
means of acoustic recordings and midsagittal magnetic resonance images of the vocal tract. In accordance with previous acoustic
findings, the fundamental frequencies, intensities, and formant frequencies were all generally higher for shouted than for spoken
vowels. The harmonics-to-noise ratios and H1-H2 measures were generally lower for shouted vowels than for spoken vowels. With
regard to articulation, all subjects used an increased lip opening, an increased jaw opening, and a lower tongue position for shouted
vowels. However, the changes of vertical larynx position, uvula elevation, and jaw protrusion between spoken and shouted vowels
were inconsistent among subjects. Based on the analysis results, a perception experiment was conducted to examine how changes
of fundamental frequency, subglottal pressure, vocal tract shape, and phonation type contribute to the perception of stimuli created
by articulatory synthesis as being shouted. Here, fundamental frequency had the greatest effect, followed by vocal tract shape and
lung pressure, with no measurable effect of phonation type.
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1. Introduction

Currently, both speech recognition and synthesis technol-
ogy mainly focus on the processing of “neutral” speech. Other
speech modes like whispery, soft, loud, or shouted speech are
rarely considered [1], although they may be highly relevant
for future speech technology systems, e.g., for fully expressive
speech synthesis. Among the various speech modes, shouted
speech is arguably one of the most extreme modes and requires
the highest dynamic change in vocal excitation [1, 2]. Most
likely because of this, the performance of speaker verification
and speech recognition systems often drops significantly when
trained with speech of normal vocal effort and tested with shou-
ted speech [3, 4, 5]. Therefore, a better understanding of shouted
speech may benefit not only speech synthesis, but also speech
recognition and speaker verification.

Closely related to shouted speech is Lombard speech [6, 7,
8], which is optimized to be understood in noisy environments.
Shouted speech is not necessarily well to understand. Instead,
its intelligibility can be drastically reduced at very high vocal
efforts [9, 10]. However, both shouted and Lombard speech
share the same general production mechanisms [11].
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Previous studies of the acoustic differences between spo-
ken and shouted speech revealed that shouted speech is charac-
terized by higher fundamental frequency ( f0), increased sound
pressure level, longer vowel duration, and a flattened spectral
tilt [12, 13, 14, 15, 16, 17, 18], all of which are highly speaker-
dependent. The reasons for the acoustic differences are rooted
in the glottal excitation and the supraglottal articulation. In par-
ticular, the proportion of the duration of the closed phase in a
glottal cycle is much higher for shouted than for normal speech
[19, 20, 21], and many supraglottal articulators are displaced
further in shouted than in normal speech, especially the lips and
the jaw [22, 23, 24, 25, 26]. Echternach et al. [27] explored ar-
ticulatory differences during singing at different loudness levels
and found increased lip opening, increased pharynx width, and
elevated vertical larynx position for increased loudness. How-
ever, little is known about the detailed articulatory differences
of normal and shouted speech and the contribution of individ-
ual articulatory or acoustic features to the perception of shouted
speech.

With regard to speech synthesis, the synthesis of Lombard
speech or speech with high vocal effort [3, 28, 29, 30] has
been previously examined using concatenative speech synthe-
sis [31], statistical parametric speech synthesis [7, 32], and neu-
ral network-based speech synthesis [33]. Concatenative speech
synthesis and the recently developed methods for neural end-to-
end speech synthesis (e.g. Tacotron [34]) can currently achieve
the best speech quality, but not without some limitations. Us-
ing for example concatenative synthesis, it is very difficult to
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modify the pre-recorded speech material to sound like another
speaking style or mode without a loss of quality. The neural
end-to-end synthesizers have different problems like unstability
and mispronunciations, and require huge amounts of training
data. Furthermore, all of these synthesis methods have in com-
mon that they essentially neglect the speech production mech-
anisms. In contrast, articulatory speech synthesis simulates the
process of speech production at the articulatory and acoustic
levels to generate speech. Even though it allows the direct
manipulation of all the articulatory parameters of interest, this
method has so far not been used to explore the differences of
normal vs. shouted speech.

In summary, while the acoustic differences between normal
and shouted speech are rather well known, especially in terms
of f0 and formant frequencies, the study of articulatory differ-
ences was mainly limited to the jaw and the lips, which are well
accessible. Much less is known about the differences of the lin-
gual articulation between normal and shouted speech. The only
exceptions are a study that used electromagnetic articulogra-
phy (EMA) of the tongue during Lombard speech [25], and a
study that used Magnetic Resonance Imaging (MRI) of the vo-
cal tract to study articulatory differences in different loudness
conditions in singing [27]. However, with regard to the lat-
ter, it is not clear to what extent the articulatory differences
between soft and loud singing apply to normal and shouted
speech. Furthermore, given the range of articulatory and acous-
tic features that discriminate normal and shouted speech, it is
unclear which features contribute to what extent to the percep-
tion of speech as normal or shouted. This knowledge could
help to improve methods for the parametric synthesis of more
expressive speech, the recognition of expressive speech as well
as speaker verification [4, 5]. Hence, the purpose of the present
study was twofold: 1) to verify and supplement the previous
observations of acoustic and articulatory differences between
normal and shouted speech, and 2) to quantify the contributions
of individual articulatory-acoustic features to the perception of
speech as being shouted.

For the first aim, acoustic data and Magnetic Resonance
Imaging (MRI) [35, 36] data of the vocal tract of spoken and
shouted vowels of two male and two female subject were cap-
tured and analyzed with respect to a range of acoustic and ar-
ticulatory measures. In contrast to the measurement methods
used in previous studies on shouted speech, MRI data provide a
complete picture of the vocal tract including lip, jaw, and tongue
articulation. Articulatory measures were taken both from vocal
tract contours in midsagittal MR images and from the cross-
distance functions (similar to vocal tract area functions) of the
vowels. Beyond the acoustic features f0, sound pressure level,
and formant frequencies, which have been analyzed before in
the context of shouted speech, we also included the amplitude
of the first harmonic relative to that of the second (H1-H2), and
the harmonics-to-noise ratio (HNR). H1-H2 is known to corre-
late with properties of the voice source, most notably with the
open quotient, and hence characterizes the glottal flow wave-
form [37]. HNR, on the other hand, quantifies the amount
of noise in the voice signal and hence indicates the degree of
hoarseness [38].

For the second aim, we used the results of the acoustic and
articulatory analyses to create consonant-vowel syllables that
differed with respect to f0, lung pressure, vocal tract shape, and
phonation type, using the articulatory speech synthesizer Vo-
calTractLab 2.2 (www.vocaltractlab.de). In a perception
experiment, the synthetic stimuli were then rated as sounding
spoken or shouted in order to find out which features contribute
to what extent to the stimuli sounding shouted.

2. Method

2.1. Data acquisition

For four native German speakers (two male and two fe-
male), we captured the vocal tract shapes using Magnetic Res-
onance Imaging (MRI) and the acoustic signals during the pro-
ductions of 15 vowels, both in a normal and a shouted speaking
style. One female subject (F1) was a trained singer, while the
other female subject (F2) and both male subjects (M1, M2) had
no special vocal education. The corpus consisted of the German
tense vowels /a:, e:, i:, o:, u:, E: ø: y:/ and the lax vowels /a,
E, I, O, U, Y, œ/.

The MR images were acquired on a Siemens 3T TIM Trio
with a 12-channel head coil combined with additional neck el-
ements. To image the vocal tract, we used a sagittal 3D vol-
ume interpolated gradient echo sequence (VIBE - fl3d vibe)
with 1.2 mm x 1.2 mm x 1.8 mm resolution, 16 slices, ma-
trix size 192, field of view = (230 mm)2, repetition time TR =

7.15 ms, echo time TE = 2.09 ms, flip angle 9 deg, Q-fatsat, 8
lines per shot, 7/8 phase partial Fourier, 6/8 slice partial Fourier,
ipat factor 2 (PE only), 24 reference lines and a bandwidth of
220 Hz/pixel. The acquisition time for one volume (i.e., vowel)
was 7.3 s. Each subject first produced the 15 vowels in speak-
ing style, and then in shouting style. To retain a stable and
natural “shouting” articulation during the rather long scanning
periods of 7.3 s per vowel, the subjects were instructed to imag-
ine that they produce each vowel as part of a presented name of
a person who they call out to over a long distance (without any
particular vocal emotion). The names were selected such that
the vowels of interest were in the syllables with primary or sec-
ondary stress. In total, 120 volumes were acquired (4 speakers
x 15 vowels x 2 styles).

Due to the loud noise in the MRI scanner, high-quality au-
dio recordings of the sustained productions of the spoken and
shouted vowels were made during a separate session in a sound-
proofed audio studio at the same day the MRI data were recorded.
During these productions, the subjects lay down on the floor
similar to their position in the MRI scanner. They were asked
to produce the vowels as similar as possible as they did dur-
ing the MRI recordings. The audio data were recorded using a
measurement microphone (type MK250 by RFT VEB Mikro-
fontechnik with pre-amplifier MG MV220) connected to a USB
audio interface (TASCAM). The microphone was placed at a
distance of 30 cm in front of (i.e., above) the lips of the speak-
ers. The audio format was 44.1 kHz, 16 bit, mono. The record-
ing software was Audacity v2.0.2 running on a standard laptop
computer.
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2.2. Acoustic analysis

The speech data were analyzed with respect to sound pres-
sure level (SPL), fundamental frequency ( f0), the first three for-
mant frequencies (F1, F2 and F3), the amplitude of the first har-
monic relative to that of the second (H1-H2), and the harmonics-
to-noise ratio (HNR). SPL, f0 and the first three formant fre-
quencies were determined using the software Praat version 5.4
[39]. H1-H2 and HNR were extracted with the software Voice-
Sauce version v1.34 [40, 41].

For SPL and f0, the average values within a 50 ms interval
during the stable period of the sound were calculated. Formant
frequencies were determined using Praat’s built-in LPC formant
tracker. For each vowel, the number of LPC coefficients was
carefully adjusted following the method outlined in [42]. How-
ever, even with optimal parameter settings, LPC-based formant
estimates tend to get biased by the nearby harmonics, especially
for high-pitched voices as the shouted samples in this study
[43]. Hence, the results must be interpreted with this method-
ological issue in mind.

Figure 1: Vocal tract contours of spoken vowels (solid lines) and shouted vow-
els (dashed lines). Left: Vowel /i:/ of subject F1. Right: Vowel /a:/ of subject
M1.

2.3. Articulatory analysis

In the MRI volume of each recorded vowel, the midsagittal
image was selected for the further analysis. In each of these
midsagittal images, the vocal tract contours were traced us-
ing spline curves in the custom-made software Image3D [44].
Besides the anterior-inferior contour and the superior-posterior
contour, we also traced the contours of the nose, the jaw bone,
and one vertebra. As examples, Figure 1 shows the tracings of
the spoken vs. the shouted /i:/ of the female speaker F1, and
the spoken vs. the shouted /a:/ of the male speaker M1. The
complete set of tracings for all four speakers is available in the
supplemental material at http://www.vocaltractlab.de/
index.php?page=birkholz-supplements.

Based on the contours, a series of distance measures was
taken to quantify the vocal tract shapes, similar to Echternach
et al. [27, 45]. The distance measures are illustrated in Figure 2.
First, two auxiliary lines L1 and L2 were defined (dashed lines).
L1 was constructed as the connecting line of the highest point
of the hard palate and the lowest part of the occipital bone. This

LO JO
HPT UE

JP

LP

L1

L2

Figure 2: Measured distances in the midsagittal MR images.

line was found to be essentially constant across the vowels of
the same speaker (the head was properly fixed in a constant
position in the MRI scanner) and was hence a suitable reference
line. The line L2 is parallel to L1 and runs through the center
point of the vocal folds. The following distance measures were
extracted:

• LO (lip opening): the shortest distance between the upper
and lower lips.

• JO (jaw opening): the distance from the lowest point of
the jaw bone to L1.

• HPT (highest point of tongue): the distance from the
highest point of the tongue to L1.

• UE (uvula elevation): the distance from the lower tip of
the uvula to L1.

• LP (larynx position): the vertical larynx position defined
as the distance between L1 and L2.

• JP (jaw protrusion): distance between the jaw bone and
the glottis as measured between the two lines for LP and
JO.

In addition to the distance measures, we determined the
midsagittal cross-distance function for each vowel, i.e., the dis-
tance between the inferior-anterior and the superior-posterior
contour lines as a function of the position along the vocal tract
center line. For example, at the glottis, the cross-distance cor-
responds to the length of the vocal folds, and at the lips, the
cross-distance is the distance between the upper and lower lips
in the midsagittal plane. The center line and the cross-distance
functions were automatically determined based on the contour
tracings using the custom-made software Image3D as described
in detail in Echternach et al. [46]. Note that we did not make
any effort to calculate the cross-sectional area functions from
the cross-distance functions, because these transformations are
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Figure 3: Cross-distance functions of the spoken (solid line) and shouted
(dashed line) vowel productions of /i:/ of the speaker F1 (top), and of the
spoken and shouted vowel productions of /a:/ of the speaker M1 (bottom).
The vertical lines indicate the shortest cross-distances in the vocal tract.

rather vague and speaker-specific [47] and would not add new
information to the present analysis. As examples, Figure 3
shows the cross-distance functions for the spoken and shouted
/i:/ of the female subject F1, and for the spoken and shouted
/a:/ of the male subject M1. The complete set of cross-distance
functions is available as supplemental material.

For each cross-distance function, four measures were ob-
tained:

• The vocal tract length in cm, i.e., the length of the vocal
tract center line between the glottis and the lips;

• The area under the cross-distance function in cm2 as an
indicator for the total volume of the vocal tract;

• The minimum cross-distance in cm;

• The position of the minimum cross-distance on the center
line from the glottis in cm.

2.4. Stimulus creation

To find out how the measured articulatory-acoustic differ-
ences of the spoken and shouted vowels contribute to the per-
ception of a vowel as spoken vs. shouted, we used articulatory
speech synthesis to prepare a series of stimuli for a perception
experiment. Here we used the articulatory speech synthesizer
VocalTractLab 2.2 [48] (www.vocaltractlab.de), which al-
lows the synthesis of arbitrary utterances based on a geometri-
cal 3D model of the vocal tract [49], an advanced self-oscillating
bar-mass model of the vocal folds [50, 51], and an aero-acoustic

Table 1: The feature settings used for the synthesis of the eight syllables for
each of the speakers F1 and M2. The f0 values without brackets refer to the
female speaker F1, and the f0 values in brackets refer to the male speaker M2.

# VT shape f0 Plung Phonation type
1 speaking 230 (170) Hz 800 Pa modal voice
2 speaking 230 (170) Hz 800 Pa pressed voice
3 speaking 230 (170) Hz 1600 Pa modal voice
4 speaking 230 (170) Hz 1600 Pa pressed voice
5 speaking 360 (270) Hz 800 Pa modal voice
6 speaking 360 (270) Hz 800 Pa pressed voice
7 speaking 360 (270) Hz 1600 Pa modal voice
8 speaking 360 (270) Hz 1600 Pa pressed voice
9 shouting 230 (170) Hz 800 Pa modal voice

10 shouting 230 (170) Hz 800 Pa pressed voice
11 shouting 230 (170) Hz 1600 Pa modal voice
12 shouting 230 (170) Hz 1600 Pa pressed voice
13 shouting 360 (270) Hz 800 Pa modal voice
14 shouting 360 (270) Hz 800 Pa pressed voice
15 shouting 360 (270) Hz 1600 Pa modal voice
16 shouting 360 (270) Hz 1600 Pa pressed voice

simulation [52]. Utterances are manually created in terms of
gestural scores [53, 54] based on the concepts of articulatory
phonology [55].

As stimuli for the perception experiment, we synthesized
each of the 8 syllables /ba:/, /be:/, /bi:/, /bo:/, /bu:/, /bE:/,
/bø:/, and /by:/ in 16 variants for both the speakers F1 and
M2. Hence, for each speakers there were 8 × 16 = 128 stimuli.
The 16 variants of each syllable consisted of all combinations
of four binary articulatory-acoustic features, namely f0, vocal
tract shape, lung pressure Plung, and phonation type [56] shown
in Table 1. For each feature, there is one value that is assumed
typical for speaking (e.g., Plung = 800 Pa), and one value that
is assumed typical for shouting (e.g., Plung = 1600 Pa). For
variant 1, all four feature settings are typical for speaking, and
for variant 16, all four feature settings are typical for shout-
ing. The variants 2-15 represent mixtures of characteristics of
spoken and shouted speech, and hence represent a kind of “vo-
cal effort mismatch”. For example, variant 10 mixes the vocal
tract shape and phonation type for shouting with the f0 and lung
pressure for speaking.

The two settings (for speaking and shouting) of the individ-
ual features were chosen on the following basis: As the two
values for f0, we used the average fundamental frequencies of
the spoken and shouted vowels produced by each of the two
reference speakers. For the feature “vocal tract shape”, we
re-created the vocal tract shapes of the female and male sub-
jects obtained by MRI during the production of the spoken and
shouted vowels with the 3D vocal tract model of the synthe-
sizer. To this end, we manually adjusted the anatomical dimen-
sions of the vocal tract model to fit the dimensions of the two
subjects separately and then adjusted the articulatory parame-
ters to fit the contour lines of the vocal tract model with those
extracted from the MR images. As an example, Figure 4 shows
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Figure 4: Midsagittal tracing of the vocal tract outline in the MR image (thick
gray lines) and manually fitted shape of the vocal tract model (black) for the
shouted vowel /a:/ of the speaker F1.

the MRI-based vocal tract contours as thick gray lines, and the
fitted vocal tract model contours as thin black lines. For all
spoken and shouted vowels of the two subjects, a good visual
match of the contours was obtained.

For the features “lung pressure” and “phonation type” we
did not measure any direct values for our subjects. Instead, we
assumed lung pressures of 800 Pa and 1600 Pa as typical values
for speaking and shouting, respectively, and that shouted speech
is associated with pressed voice, and normal speech with modal
voice. While a lung pressure of 800 Pa is widely assumed for
“normal” phonation [57], there is little published data for shout-
ing. Therefore, we decided to use twice the value of “normal”
phonation for the synthesis of shouting based on a study on
singing at different loudness levels [58]. In this study, loud
singing was found to be produced with roughly twice the sub-
glottal pressure of soft phonation. In the VTL synthesizer, in-
creasing the lung pressure leads to wider oscillations of the vo-
cal folds and hence to more sudden opening and closing events
of the glottis. This in turn flattens the spectral tilt of the gener-
ated speech and increases the sound intensity.

The generation of modal and pressed voice was controlled
in terms of the rest displacement of the vocal folds. The self-
oscillating bar-mass model of the vocal folds [50] has two pa-
rameters to adjust the rest displacement from the glottal mid-
line: xlower for the lower bar mass, and xupper for the upper bar
mass. In this study we used the values xlower = 0.05 mm and
xupper = 0.0 mm for modal phonation, and xlower = 0.0 mm and
xupper = −0.05 mm for pressed phonation. The other control
parameters of the vocal fold model were set to their default val-
ues for both phonation types (no posterior glottal chink and an
aspiration noise factor of -40 dB).

All four features (vocal tract shape, f0, Plung and phona-
tion type) could be individually varied in the VocalTractLab
software to synthesize the 16 variants of each syllable. As de-
scribed above, Plung, f0, and the degree of glottal abduction (for
the phonation type) are control parameters of the vocal fold

model [50], while the vocal tract shapes are defined with the
parameters of the vocal tract model [49].

All synthesized signals were peak-normalized, because we
were interested in the perceptual effects of the articulatory-acous-
tic features independently from the volume setting of the play-
back device. After normalization, the sound pressure levels of
the stimuli were very similar to each other, with an average dif-
ference of less than 1.5 dB between the extreme variants 1 and
16 of the syllables. The greatest difference between the variants
1 and 16 was 4.84 dB for the syllable /be:/ of speaker M2. All
normalized signals were saved as 16 bit, 22050 Hz WAV files
for the perception experiment.

2.5. Perception experiment

Fifteen adult, native German subjects (12 male, 3 female)
were invited to assess the synthesized stimuli. They evaluated
the synthesized stimuli of the female subject in one session,
and the stimuli of the male subject in a different session an-
other day. The task of the subjects was to rate how spoken
or shouted each stimulus sounded. Each subject was individ-
ually seated in an audio studio in front of a computer screen
to conduct the experiment. The 128 stimuli were presented in
an individually randomized order per subject over high-quality
headphones (type AKG K240) connected to a laptop computer.
After the presentation of each stimulus, the subject was asked
to assess whether the stimulus was 1-“spoken”, 2-“rather spo-
ken”, 3-“rather shouted”, or 4-“shouted”, by clicking on one of
four buttons with the according label. The subjects could replay
each stimulus as often as they liked. The whole experiment took
about 10 minutes per subject.

In the second session, the listeners performed a second ex-
periment where they were asked to rate the naturalness of the
stimuli. To this end, all stimuli were played again in a new ran-
domized order per subject under the same conditions as for the
first experiment. However, this time the listeners were asked to
rate the naturalness of the individual stimuli using a four-point
Likert scale with the options 1 - “Unnatural”, 2 - “Rather unnat-
ural”, 3 - “Rather natural”, and 4 - “Natural”. This experiment
was performed to detect potential differences in the naturalness
of the stimuli for different articulatory-acoustic feature combi-
nations that might have biased the spoken-shouted ratings in the
previous experiment.

3. Result

3.1. Acoustic analysis results

The results of the acoustic analyses are shown in Table 2
and Figure 5. Due to the limited number of subjects, com-
parisons between the measures obtained from the spoken and
shouted samples were made individually for each subject, and
two-tailed Student’s t-tests were used to assess the significance
of differences between the two conditions. For all subjects, f0
and SPL were significantly higher for the shouted vowels than
for the spoken vowels (p < 0.001). The average increase of f0
from the spoken to the shouted vowels was 56 %, 28 %, 93 %
and 58 % for subject F1, F2, M1 and M2, respectively. The SPL
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Table 2: Mean and 95% confidence intervals of fundamental frequency ( f0), sound pressure level (SPL), H1-H2, and harmonics-to-noise ratio (HNR) of the spoken
and shouted vowel productions of all subjects.

f0 in Hz SPL in dB H1-H2 in dB HNR in dB
M1 spoken 112.3 ± 8.0 46.3 ± 1.3 6.9 ± 1.5 68.4 ± 2.7

shouted 221.1 ± 15.8 65.5 ± 2.0 0.3 ± 2.3 60.4 ± 4.3
M2 spoken 171.2 ± 5.8 59.2 ± 1.3 4.2 ± 1.3 62.3 ± 3.1

shouted 269.7 ± 7.8 72.1 ± 1.1 6.9 ± 3.6 54.4 ± 2.2
F1 spoken 231.1 ± 2.7 53.7 ± 2.4 7.0 ± 3.1 75.2 ± 3.2

shouted 361.3 ± 1.6 67.0 ± 3.3 4.3 ± 3.1 55.6 ± 4.2
F2 spoken 234.5 ± 5.7 51.8 ± 1.5 9.2 ± 2.4 70.9 ± 3.8

shouted 301.2 ± 5.2 65.8 ± 2.4 5.7 ± 3.4 64.9 ± 2.9

of the shouted vowels was on average 13.3 dB, 14 dB, 19.2 dB,
and 13 dB higher than for the spoken vowels for subjects F1,
F2, M1, and M2, respectively. These results are in line with
previous studies finding that the SPL of shouted speech is usu-
ally considerably more than 10 dB higher than that of normal
speech, and that the f0 of shouted speech is 56% higher than
that of normal speech [12, 15].
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Figure 5: Formant frequencies of the spoken vowels (solid lines) and shouted
vowels (dashed lines) of the female speaker F1 (top) and the male speaker M1
(bottom).

Figure 5 shows the formant frequencies determined for the
spoken (solid lines) and shouted (dashed lines) vowels for the
speakers M1 and F1. This figure shows that the first two for-
mant frequencies were mostly higher for the shouted vowels.
Across all four speakers, F1 of the shouted vowels was on av-
erage 25 %, 23 %, 22 %, 19 % higher than F1 of the spo-
ken vowels for the speakers F1, F2, M1 and M2 respectively.

These differences were statistically significant for speaker F1
(p < 0.05), but not for the other speakers. Similarly, F2 of the
shouted vowels was on average 7 %, 4 %, 2 % and 6 % higher
for the speakers F1, F2, M1 and M2, respectively, but without
being significant for any speaker. For F3, there was no consis-
tent difference between the spoken and shouted vowels across
all four speakers.

With regard to H1-H2, we found higher average values for
the spoken vowels compared to the shouted vowels for all speak-
ers except M2 (see Table 2), but none of these differences was
significant (p > 0.05).

The HNR was significantly higher for the spoken vowels
than for the shouted vowels for all speakers (p < 0.001). Hence,
the speakers produced more noise relative to the harmonic com-
ponents during shouting. This was most probably caused by a
greater subglottal pressure during shouting that led to a greater
average airflow through the vocal tract and hence greater turbu-
lence.

** ** ** ** ** ***
-20

-10

0

10

20

30

m
m

LO JO JP HPT UE LP

F1 F2 M1 M2

** ** ** **** ** ** ****** *

Figure 6: Differences between the articulatory distance measures of the shouted
and spoken vowel productions. Values greater than zero indicate that the dis-
tance was greater for the shouted vowels (∗p < 0.05, ∗∗p < 0.01).

3.2. Articulatory analysis results

The differences of the articulatory distance measures of the
vocal tract shapes between shouted and spoken vowels, as ob-
tained from the vocal tract contours, are summarized in Fig-
ure 6. Here, ∆LO is for example the lip opening of a shouted
vowel minus the lip opening of the corresponding spoken vowel.
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For each subject and parameter, a two-tailed t-test was per-
formed to determine the level of significance of differences across
the vowels (indicated by the stars in Figures 6 and 7). Among
the six parameters, ∆LO, ∆JO, and ∆HPT show the same ten-
dency for all four subjects, i.e., shouted vowels have an in-
creased lip opening (LO), an increased jaw opening (JO), and
a lower tongue position (HPT). With regard to jaw protrusion
(JP), uvula elevation (UE), and vertical larynx position (LP),
the production strategies differ across the four speakers. For
shouted vowels, the subjects F2 and M1 had a protruded jaw
and a higher uvula position, while the subjects F1 and M2 showed
the opposite effects. Except speaker F1, all subjects used a
higher larynx position for shouting than for speaking. The dif-
ferent strategy used by speaker F1, i.e., using a lower larynx
position for shouting, might be due to her professional experi-
ence as a choir singer.
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Figure 7: Differences between the measures obtained from the cross-distance
functions of the shouted and spoken vowels. For example, ∆Position is the
position of the constriction in the cross-distance function of the shouted vowel
minus the constriction position in the cross-distance function of the correspond-
ing spoken vowel (∗p < 0.05, ∗∗p < 0.01).

Figure 7 shows the differences between the measures ob-
tained from the cross-distance functions of the shouted and spo-
ken vowels as well as the statistical significance of these differ-
ences. Here, a difference value greater than zero means that the
measure is greater for the shouted articulation than for the spo-
ken articulation. Most notably, the area under the cross-distance
function curves is greater for the shouted than for the spoken
vowels (∆Area > 0) for all subjects, indicating a larger over-
all volume of the vocal tract for shouted speech. Vocal tract
length was significantly shorter for the shouted vowels of all
speakers except for speaker F1. The latter is probably caused
by the raised (instead of a lowered) larynx position during the
shouted vowels for subject M1, as shown in Figure 6. The min-
imal cross-sectional distances were also significantly greater
for the shouted vowels of all subjects. Finally, except subject
F1, the speakers produced the main constriction in the vocal
tract for the vowels slightly more posterior in the vocal tract
for shouted vowels. Given that the overall vocal tract lengths
changed by about the same amounts as the constriction posi-
tions, this means that shouting mainly affects the length of the

posterior vocal tract cavity between the glottis and the constric-
tion. Apart from the general differences between spoken and
shouted vowels reported above, there are also vowel-specific
differences. These are documented by the vocal tract contours
and cross-distance functions contained in the supplemental ma-
terial for all subjects and vowels.

3.3. Perception test results

The results of the perception experiment are shown in Fig-
ure 8. Each boxplot shows the distribution of listener responses
to the stimuli for one particular combination of articulatory-
acoustic features, with 120 responses per boxplot (8 syllables
× 15 listeners). For example, the leftmost boxplot shows the re-
sponses for the items that were synthesized with modal phona-
tion, a subglottal pressure of 1600 Pa, an f0 that is typical for
shouted speech (i.e., 360 Hz for speaker F1 and 270 Hz for
speaker M2), and the vocal tract shapes that were measured for
shouted vowels. The response “1” means that a corresponding
speech item sounded like a spoken utterance, and “4” means
that the item sounded like a shouted utterance. The results
demonstrate that the speech items were perceived as “most shou-
ted” for the high subglottal pressure, the f0 typical for shouted
speech, and for the vocal tract shapes that were measured for
shouted vowels (leftmost two boxplots). In contrast, the speech
items synthesized with the low subglottal pressure, the f0 typi-
cal for spoken speech, and the vocal tract shapes that were mea-
sured for spoken vowels received the lowest scores and were
hence perceived as “most spoken” (rightmost two boxplots).
These results are as expected and demonstrate that the differ-
ences between spoken and shouted speech can be successfully
simulated using the articulatory synthesizer.

To find out which articulatory-acoustic features contributed
to what extent to the differentiation of shouting and speaking,
we conducted an ANOVA with repeated measures for the four
factors vocal tract shape (shouted and normal), f0 (230 Hz and
360 Hz for subject F1, and 170 Hz and 270 Hz for subject M2),
lung pressure (1600 Pa and 800 Pa) and phonation type (modal
and pressed) for both reference speakers. For the female ref-
erence speaker F1, among the four factors, vocal tract shape
(F(1, 14) = 81.16, p < 0.01), f0 (F(1, 14) = 300.61, p < 0.01)
and lung pressure (F(1, 14) = 52.29, p < 0.01) had a signifi-
cant influence on the responses of the listeners. With regard to
the factor phonation type, the responses did not differ signifi-
cantly (F(1, 14) = 2.46, p > 0.01). To explore the contribution
that each feature made to explain the observed differences, the
effect size was calculated. The factor f0 had the greatest con-
tribution (partial η2 = 0.956), followed by vocal tract shape
(partial η2 = 0.853) and lung pressure (partial η2 = 0.789).

For the male speaker M2, among the four factors, vocal tract
shape (F(1, 14) = 31.57, p < 0.01), f0 (F(1, 14) = 127.04, p <
0.01) and lung pressure (F(1, 14) = 57.64, p < 0.01) had a sig-
nificant influence on the responses of the listeners. With regard
to the factor phonation type, the responses did not differ signif-
icantly (F(1, 14) = 2.78, p > 0.01). The factor f0 had the great-
est contribution (partial η2 = 0.901), followed by lung pressure
(partial η2 = 0.805) and vocal tract shape (partial η2 = 0.729).
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A closer look at Figure 8 furthermore indicates a greater
range of the response variable, i.e. the perceptual scores for sub-
ject F1 than for subject M2. In fact, the standard deviations of
the scores across all stimuli variants and conditions are 0.93 for
M2 and 1.0 for F1. This means that the synthesis based on the
female model was able to generate a somewhat stronger con-
trast between spoken and shouted utterances than the synthesis
based on the data of M2.

The results of the evaluation of the naturalness of the syn-
thetic stimuli are shown in Figure 9. On average, the stimuli
were rated as being between “rather unnatural” and “rather nat-
ural”. The average score was 2.3. However, most importantly,
the ratings did not significantly differ with regard to the settings
of the articulatory-acoustic features. For example, when all rat-
ings for stimuli created with the “shouted vocal tract shapes”
are compared with all ratings for stimuli with “spoken vocal
tract shapes”, we get no significant difference (p > 0.05 based
on Student’s t-test. The same holds for all other groups of stim-
uli that differ in one feature (all “pressed voice” stimuli vs. all
“modal voice” stimuli, etc.). Bonferroni correction was used to
account for the multiple comparisons. This indicates that the
synthesis quality was comparable for all feature combinations
and should therefore not have biased the results of the spoken-
shouted discrimination discussed above.

4. Discussion and conclusions

In this paper, we analyzed multiple articulatory and acous-
tic parameters of spoken and shouted vowels. With regard to
the acoustic measures, shouted speech was found to have a sig-
nificantly higher f0, SPL, and F1 than spoken speech. These
findings are well in line with previous studies [12, 15, 14] and
can be explained with a higher muscle tension, a higher sub-
glottal pressure, and a lower tongue position during shouting.
The increased F1 of shouted vowels might also be partly ex-
plained with a stronger source-filter coupling because of the
greater peak glottal area during shouting [42]. The second for-
mant frequency was on average higher for the shouted vowels
for all speakers, but without reaching a level of significance. An
increased first formant frequency in shouted speech was also
reported in [14] and [13]. However, in these studies F2 and F3
were found to be lower in shouted speech, indicating that these
differences are speaker dependent [6].

With regard to vocal tract shape, all subjects had in common
that they increased the lip opening, lowered the jaw, and low-
ered the tongue for shouting. These phenomena are in line with
several studies related to loud or Lombard speech [22, 25]. As
a result, the vocal tract size (as inferred from the cross-distance
functions) was effectively greater for shouted than for spoken
vowels.

With respect to the protrusion of the jaw, the height of the
uvula/velum, and the vertical larynx position, subjects used dif-
ferent strategies during the production of spoken and shouted
vowels. For the subjects F2, M1 and M2, shouted vowels had a
higher larynx position, while the subject F1 showed the oppo-
site effect. The subjects F1 and M2 had a lower uvula position
and a more protruded jaw for shouted vowels, which is opposite

to the subjects F2 and M1. Furthermore, in shouted speech, the
overall vocal tract length was generally shorter, and the main
constriction of the vowels was wider and slightly more poste-
rior in the vocal tract.

With regard to the differences between the subjects, we as-
sume that for shouting, the subject F1 used strategies learned for
loud singing (she was a member of a professional choir), since
her articulatory differences between spoken and shouted vowels
reflect the morphometric differences that were found between
soft and loud singing conditions [27]. The other subjects had no
special vocal training. This indicates that professional singers
and normal speakers might use different articulatory strategies
to produce shouted speech. Consistent with results of [22, 59]
and [25] for Lombard and loud speech, the jaw opening and lip
opening were positively correlated with sound pressure level.

Finally, we conducted a perception experiment to examine
the contribution of four articulatory-acoustic features to the ar-
ticulatory synthesis of spoken vs. shouted speech. Here we
found that an increase of f0 most strongly shifted the percep-
tion of synthesized speech from spoken to shouted. Changing
the vocal tract to a shape with a wide open mouth and increasing
the subglottal pressure also contributed significantly to the per-
ception of the synthesized speech as being shouted. Phonation
type (modal vs. pressed) was not found to have an effect on the
perception of speech as being spoken or shouted. With regard
to articulatory speech synthesis, these results suggest that, be-
sides changes of subglottal pressure and f0, different vocal tract
target shapes should be used for the individual speech sounds
when spoken or shouted speech is supposed to be synthesized.

As a side note on the role of f0, which was found to be the
most essential parameter for shouting, a few previous studies
have found that the rise of f0 should be interpreted as a pas-
sive result of increasing subglottal pressure and vocal fold ten-
sion rather than as an active parameter used to generate loud
speech [61, 62]. This phenomenon has also been corroborated
by Cooke et al. [16] in speech intelligibility studies by show-
ing that raising of f0 (which automatically happens in Lombard
speech) does not improve speech intelligibility.

Finally, we want to mention the limitations of the current
study. Due to the small number of four subjects, it is not clear
to what extent the conclusions generalize to bigger populations.
To perform studies like this with more subjects, the methods
for the analysis of the MRI data should be further automatized.
More subjects would also allow to analyze gender differences
both in the production of shouted speech and in the perception
of synthetic speech as being shouted.

Another potential problem is that the noisy environment in
the MRI scanner could have elicited the Lombard effect [60], so
that the vocal tract shapes measured for the spoken vowels are
rather characteristic of Lombard speech. This means that there
is a potential mismatch between the articulatory data obtained
in the MRI scanner and the audio recordings that were made
in a quiet environment. However, if we assume that the MRI
noise causes similar articulatory-acoustic changes for both spo-
ken and shouted vowels, the articulatory differences between
the spoken and shouted vowels might still reflect the corre-
sponding acoustic differences obtained from the recordings in
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Figure 8: Ratings for the perception of the synthetic stimuli as spoken or shouted for the 16 different combinations of articulatory-acoustic features. Each box plot
represents 120 responses (15 listeners × 8 syllables). Gray boxplots refer to the female reference speaker F1, and white boxplots refer to the male reference speaker
M1.

the quiet condition.
Finally, the reason that we found no effect of the phonation

type on the perception of the stimuli as shouted may be that the
voice source settings for the two phonation types did not fully
reflect the differences in real voices. As a subsequent analy-
sis of the synthesized stimuli revealed, the HNR of the synthe-
sized “shouted” stimuli was about the same as that of the syn-
thetic “spoken” stimuli, but should have been lower according
to the HNR values measured for the natural vowels (Table 2).
This means that the noise component of the synthesized shouted
stimuli was too low, which might have affected the perception.
The realistic synthesis of different phonation types should be
explored in more detail in future studies.
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[25] J. Š imko, S. Beňuš, and M. Vainio, “Hyperarticulation in Lombard
speech: Global coordination of the jaw, lips and the tongue”. The Journal
of the Acoustical Society of America, vol. 139, no. 1, pp: 151-162, 2016.

[26] D. Erickson, “Articulation of extreme formant patterns for emphasized
vowels,” Phonetica, vol. 59, no. 2-3, pp: 134-49, 2002.

[27] M. Echternach, F. Burk, M. Burdumy, L. Traser and B. Richter, “Mor-

phometric differences of vocal tract articulators in different loudness con-
ditions in singing,” PLOS ONE, vol. 11, no. 4, pp: e0153792, 2016.

[28] J. Pohjalainen, P. Alku and T. Kinnunen, “Shout detection in noise,” Proc.
IEEE Intr. Conf. Acoustics, Speech and Signal Processing (ICASSP), pp:
4968-4971, Prague, Czech Republic, 2011.
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