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Abstract: Most of the complicated and sophisticated tasks in visual robotics applications usually build upon the image
matching step as matching images of the same scene can provide important information (e.g., camera motion). Image
matching is generally done via extracting and matching some distinctive points via their feature vectors. This proce-
dure generates some mismatched points due to imperfections. Mismatched points are called outliers and identified via
probabilistic methods. Since the probabilistic methods work iteratively, they generally occupy a large portion of the com-
putational cost of the whole image matching pipeline. In this paper, we present a simple yet efficient algorithm that is
employed for eliminating the outliers aiming at reducing the total number of iterations needed in the probabilistic meth-
ods. Our method is motivated by the common way of visualizing the established matches among images. We tile images
together and search for parallel lines connecting correspondences. We present extensive computational and comparative

experiments using both simulated data involving along with real images and using a real dataset.
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1. INTRODUCTION

Thanks to the advancements in sensing technology,
camera-carrying mobile platforms have become more
and more accessible and available for a vast variety of
engineering and science disciplines. This also leads to
scientific developments in mainly computer vision, im-
age processing, and machine learning areas. Without a
doubt, image matching (or registration) has secured its
position and necessity at the core of many more sophis-
ticated tasks. It is defined as a procedure of overlaying
two images that have some overlapping area. In order to
overlay images, the coordinate transformation (motion)
between their coordinate frames (top-left corner as ori-
gin) needs to be calculated. The success of several differ-
ent high-level methods in computer vision and robotics
(e.g., mapping, 3D reconstruction, localization, and sim-
ilar others) relies on image matching. Image registration
methods are mainly categorized in three categories [22];
Optical Flow [11,19], Fourier Transform based [16], and
Feature-based. Over last two decades, developments on
feature point detection and description (usually Scale in-
variant feature transform (SIFT) [12] and Speeded up ro-
bust features (SURF) [2]) made it possible to compute the
transformation between images even under extreme cases
(e.g., various scale and viewpoints changes). These ad-
vancements direct researchers to use Feature-based meth-
ods more. Different deep-learning-based methods have
been also proposed for feature detection, and matching
(e.g., [13,21]) and comparative benchmarking was pre-
sented in [1]. The D2-Net framework for joint detection
and description of local features was proposed in [6]. Its
performance in localization tasks outperforms the other
methods while in image matching, it has some limita-
tions.

Feature-based image matching starts with detecting
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some salient points (regarded as features) in images.
These feature points are represented with a vector of
scalars obtained using pixel values in their neighborhood
(e.g., set of histograms of orientation gradients) and this
vector is called a descriptor and this process is called fea-
ture description. Descriptors are matched by comparing
the Euclidean distances between descriptor vectors. Dur-
ing this matching procedure, some feature points usually
are not correctly matched. These mismatches are referred
to as outliers. Probabilistic methods (e.g., Random sam-
ple consensus (RANSAC) [9], Least median of squares
regression (LMeds) [18] and similar others) have been
employed in order to remove outliers and compute the
transformation (or motion). Over the years, there have
been several improvements proposed and presented for
RANSAC, which is based on random sampling and us-
ing a threshold to identify inliers and outliers, in two di-
rections namely, improving sampling methods and auto-
matic threshold selection. PROSAC (Progressive Sample
Consensus) [4] was proposed with an enhanced sampling
algorithm based on ranked features according to similar-
ity scores of their descriptors and samples were drawn
through their ranking. In terms of decisive threshold se-
lection for inlier-outlier separation, automatic RANSAC
methods have been proposed [5, 15, 17]. Although they
have improved the overall performance, due to their it-
erative procedure nature, their computational cost can be
still high. Some recent works have also considered some
improvements using geometric relations [7,8]. As stated
by the authors, the approach in [7] requires a good cal-
ibration of threshold values for the dataset used. In [8],
the usage of geometric invariants has been shown its ef-
ficiency, but it might still include a computational cost
while extracting the geometric invariants stably from im-
ages.

In this paper, we present a simple yet efficient pre-
filtering step in order to improve the performance of the
robust estimation method by reducing the total number
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of outliers. We make use of angle histograms of the
lines connecting correspondences when images are tiled
together as inliers commonly form parallel lines. We
present extensive computational experiments using both
simulated and real data. Since our pre-filtering step aims
to reduce the total number of outliers thus increasing the
inlier ratio, its usage is beneficial for all types of robust
estimation methods.

2. PRE-FILTERING STEP FOR OUTLIER
REDUCTION METHOD

Correspondences are usually visualized via tiling over-
lapping images together and drawing a line connecting
each correspondence. Inliers mostly form a group of par-
allel lines in such visualization since differences in slope
are preserved [3, 10] based on the geometrical invariants
(specifically for certain type(s) of transformations). Mo-
tivated by this, we present a pre-filtering step to remove
the outliers before applying a robust estimation method
for outlier rejection and motion estimation. Our proposed
approach applies a translation transformation to the fea-
ture point positions of the second image so that their po-
sitions with respect to the first image coordinate frame
are obtained when they are tiled together. Then we com-
pute the angles of the lines connecting correspondences.
Once angles are computed, we find the peak group in
the histogram created using the angle values. The lines,
thus feature points forming those lines are considered
as inliers and kept for further processing via robust es-
timation methods. Algorithmic representation of the pro-
posed pre-filtering step is provided in Alg. 1 while image
matching pipeline with embedded our proposed step is
illustrated in Fig. 1.

An example of applying the proposed filtering step
tiling horizontally and vertically can be seen in Figs. 2
and 3. Before applying the filtering step, a total of 14
correspondences were established and only 5 inliers. Af-
ter applying the filtering and unification step, a total of 7
correspondences remained including 5 inliers and 2 out-
liers.

Algorithm 1: Algorithm for filtering correspon-
dences via angle grouping

Input: Matched feature positions in the local
image coordinate frames

P=(x5,yi) i=1,2,--- ,nand

M = (Xi,yi) i= 1,2,”- , 1,

Image size (u,v),

Bin-width for angle grouping, w

Output: a set of correspondences indices to be

kept, Ind

foreach feature correspondences p and m do
A1 + Compute the slope using p = (xp, yp)

and translated coordinate m = (2, + ©, Ym )
A2 + Compute the slope using p = (xp, yp)

and translated coordinate m = (X, Ym + v)
ompute histograms over values in A1 and A2

using bin-width w

Keep correspondence indices in the bin width the
maximum number of elements

Ind < Unify indices coming from two
histograms

3. EXPERIMENTAL RESULTS

We have tested our proposed pre-filtering step via both
extensive simulations using 35 different homography ma-
trices used in [14] covering most of the challenging situ-
ations and real images in the graffiti dataset [14] (avail-
able at https://www.robots.ox.ac.uk/~vgg/
data/affine/) as it provides various viewpoints be-
tween images and ground-truth homographies. For sim-
ulation experiments, We used SURF [2] to extract fea-
tures from an image and used homographies to gener-
ate their correspondences as ground truth. From this
ground-truth data, for each simulation parameter sum-
marized in Table 1, we randomly generated a set of cor-
respondences that is composed of both inliers and out-
liers correspondingly and run M-estimator Sample Con-
sensus (MSAC) [20] with the proposed pre-filtering step
and without it. Moreover, we also corrupted correspon-
dences positions by adding a zero-mean noise with differ-
ent levels of standard deviations. If the error computed as
in Eq. 1 is less than the distance threshold of 5 pixels, the
estimated homography is considered correct and such a
trial is counted as successful. The error is computed as
a mean of distance between the total number (n) of cor-
respondences ((p, m)) when they are mapped with the
estimated homography H.

" i—H i
M — ZZ:l ||p X m ||2 (1)

n

A threshold of 5 pixel is determined as the maximum
error obtained by using ground-truth transformations
with noise corrupted correspondences during our simu-
lations. For each homography, we have 3 x 5 x 5 dif-
ferent simulation parameter configurations and we re-
peated each configuration 1,000 times leading to a total
of 2,625,000(35 x 75 x 1,000) trials.



Fig. 2.: (a) Established Correspondences. A total of 14 correspondences and only 5 inliers. (b) Remaining
Correspondences after applying filtering step. A total of 7 correspondences including 2 outlier and 5 inliers.

(b)

Fig. 3.: (a) Established correspondences. A total of 14 correspondences and only 5 inliers. (b) Remaining
correspondences after applying filtering step. A total of 6 correspondences including 1 outlier and 5 inliers.



Table 1.: Parameters used in Experiments

Number of Transformations

35

Total Number of Correspondences (inliers + outliers) | [100, 250, 500]

Outlier Ratios [0.5,0.6,0.7,0.8,0.9]
Noise Standard Deviations [0.0,0.5,1.0,1.5,2.0]
Maximum Number of Iterations in RANSAC 2,500

Distance Threshold 5 pixels

We present the obtained results in the format of confu-
sion matrix in Table 2. In total, the proposed pre-filtering
step was able to improve the result by approximately
%10. Moreover, using pre-filtering step helped to reduce
the number of iterations needed during robust estimation.
This is mainly due to the fact that it reduces the total num-
ber of correspondences while increasing the inlier ratio
and both are favorable for reducing the number of itera-
tions. Statistically summarized results on the number of
random trials in RANSAC are given in Table 3.

Since our pre-filtering step relies on counting parallel
lines connecting correspondences when they are tiled to-
gether, a total number of inliers plays a more important
role than the inlier ratio. In other words, our proposed
filtering step performs better in the case of an outlier ra-
tio of 0.9 and the total number of correspondences of 500
than in the case of 100 total number of correspondences
with the same outlier ratio. For the total cases (275, 029)
where our filtering step failed to provide accurate homog-
raphy, we plotted the histogram for each tested number
of correspondences with respect to inlier ratios used, and
is depicted in Fig. 4. As can be seen, the total number of
failure cases using a total number of 100 correspondences
is larger than 250 and 500 for each inlier (or outlier) ratio
used in experimental tests.

We also present the total number of cases in which the
proposed pre-filtering step was successful to increase the
initial inlier ratio and mean inlier ratio values in Table 4.
The column greater denotes the number of cases where
the inlier ratio has increased, while the column /ess pro-
vides the total number of cases where the inlier ratio has
decreased after applying the pre-filtering step. Mean in-
lier ratios for both cases as well as overall were presented
in the last three columns. It can be noted that there is a
discrepancy between the total numbers presented in Ta-
ble 2 and Table 4. This is due to the fact that in some
cases although the pre-filtering step has decreased the in-
lier ratio, the robust estimation method was still able to
obtain the correct motion and vice-versa.

We tested our pre-filtering step on the graffiti image
set. We followed the standard SIFT-based pipeline to ob-
tain correspondences and estimated the projective trans-
formations both with and without using the proposed pre-
filtering step. We used an error threshold of 7.5pixels and
a maximum of 5,000 sampling iterations in RANSAC.
The obtained results are summarized in Table 5. Since the
ground truth transformations are available, we also com-
puted the number of inliers using them and reported at the
last two columns for comparison and providing insights
about the established correspondences quality using the

same error threshold. From the table, it can be seen that
the proposed pre-filtering step was able to improve the
image matching pipeline overall. For the image pair 1-5,
the estimated homography using the pre-filtering step was
at a similar accuracy level to the ground truth while in the
case of without using the pre-filtering step, the transfor-
mation estimated was not correct. In the case of image
pairs 1-6, both methods failed to estimate correctly, and
this was mostly due to the selected error threshold and the
established correspondences, which can be considered as
a direct consequence of the feature detection and match-
ing method used.

4. CONCLUSIONS AND FUTURE WORK

Image matching is one of the most crucial and funda-
mental steps in many sophisticated computer vision and
robotics tasks. Although there have been tremendous ef-
forts and breathtaking advancements in feature extrac-
tion, description, and matching steps, especially via using
deep learning methods, outliers do occur, and robust esti-
mation is still needed to remove them. They are consid-
ered as one of the steps requiring the most computational
time due to their iterative procedure. At this point, in or-
der to reduce this burden, we present a simple yet efficient
pre-filtering method, our pre-filtering method aims to im-
prove the inlier ratio for a given set of correspondences
via grouping them by the tangent of the line connecting
them when two images are tiled together. We present its
efficiency using extensive simulations and real data. It
has not only improved the success rate of image match-
ing but also helped to reduce the number of iterations
done during the robust estimation since it reduces the to-
tal number of correspondences and increases the overall
inlier ratio. In future work, we will focus on extending
our pre-filtering step to be able to cope with the multiple
motion hypothesis since it currently assumes that outliers
do neither come from nor obey a single motion.
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