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Abstract

Modern living is becoming more and more convenient with machines thanks to the rapid

advancement of science and technology. Mainly, computers and the internet are the key

elements that enable people to communicate with one another by storing, exchanging, and

looking for knowledge in any field. Recently, machine learning and deep learning have

developed incredibly quickly, especially in the field of NLP. With their capacity to calcu-

late words and text, semantic tasks continuously advance by enormous leaps and bounds.

But human language is highly flexible, inconsistent, and complex. It poses significant

difficulties, such as semantic ambiguity, synonyms, contextual words and phrases, and

homonyms, which have not yet been fully resolved. So, this study explores semantic chal-

lenges in Natural Language Processing (NLP) that improve the efficiency of task-solving

techniques.

In this dissertation, we propose effective knowledge injection techniques for NLP se-

mantic problems. We concentrate on using the Transformer architecture, the pre-trained

language model, and the topic knowledge from the topic model to complete these tasks in

light of the most recent state-of-the-art (SOTA) results. Semantic textual similarity and

summarization are two specific tasks where the usefulness of our methods is demonstrated.

In order to do this, we suggested a technique to enhance topic information coherence and

took into account how it impacts the injection of subject and context information.

The first challenge is the semantic textual similarity task. In most applications, text

understanding and representation are essential, especially in automatic processing. To-

gether with the surface features of words, topic information is significant and necessary

to provide the context meaning in the text representation. Recently, the integration of

linguistic features and topic information has not received close critical attention. To take

advantage of topic information, we propose a novel approach to integrate the topic features

into the most popular language models called the Sub-word Latent Topic and Sentence

Transformer (SubTST). Inspired by Sentence-BERT and tBERT, our proposed architec-

ture has a significant chance to learn and incorporate topic information with linguistic

features. The strength of our proposed approach comes from the delicate combination

between latent topic information and linguistic features of language models instead of

only utilizing topic information in the previous works. The comparison in experiments
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and ablation studies against competitive baselines proves the strength of our proposed

approach in most benchmark datasets.

The topic information has helped to direct semantics in text summarization, which is

the second issue we consider. As a result, we offer research on the tBART, an innovative

and effective way for incorporating topic information with the BART model for abstrac-

tive summarization. The suggested model incorporates the benefits of the BART, learns

latent topics, and uses an align function to translate the token topic vector into context

space. The experimental results demonstrate the potency of our suggested approach,

which significantly outperforms existing methods on two benchmark datasets.

Finally, we focus on improving topic coherence. Topic coherence is the primary mea-

sure of topic modeling. The more accurately the latent topic is exploited, the higher

the topic coherence value. In this study, we proposed a novel method for latent topic

refinement called Support Learning for Topic Model (SupLeT). The method is based on

non-negative matrix factorization and combined with distance metric learning to increase

the quality of topic modeling. We used the learned latent topics during the training pro-

cess as the ”soft label” for the teaching of distance metric learning (DML). The idea of

using this learning is that it brings the same topic words closer and tries to keep others as

far away as possible. With the learning distance metric process iteratively, we can refine

the word-document and word-word relations in each step of the training process. Our

experiments show that the SupLeT outperforms baseline Latent Dirichlet Allocation and

the base models (Non-negative Matrix Factorization and Semantics-assisted Non-negative

Matrix Factorization) on the topic coherence metric and accuracy on topic-based docu-

ment classification, and semantic similarity detection tasks on benchmark datasets.

To summarize, the focus of our research is on solving fundamental issues relating to

the interaction between topic information and context information. The efficiency of the

suggested methodologies and their potential for domain adaptation was demonstrated by

the experimental findings and thorough analysis. The presented models and solution ideas

have the potential to be widely applicable to different types of semantic representations

of numerous NLP tasks in further studies.

Keywords: Knowledge injection, topic model, transformer, bi-encoder, BART, dis-

tance metric learning, semantic similarity detection, summarization.
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Chapter 1

Introduction

1.1 The problems

Currently, computers and the internet are one of the most critical factors in human life.

Data is digitized in most fields and professions of life. In the digital age, more and more

human-generated text data is created over time, such as articles, blogs, advertisements,

etc. So, understanding, analyzing, and choosing are necessary for real-life.

Figure 1.1: Components of NLP

Natural Language Processing (NLP) tremendously contributes to real-world products

in information extraction, language comprehension, and language generation. It fuses

the potential of linguistics and computer science to study the grammar and structure
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of language and develop intelligent systems that can comprehend, analyze, and extract

meaning from text and speech data. As Figure 1.1, NLP has 4 essential components

includes:

• A vocabulary needs to comprise words and expressions. This is called lexical anal-

ysis. It shows how to analyze, recognize, and describe word structures. It involves

breaking a text down into clauses, phrases, and paragraphs.

• Syntactic Analysis: The words are commonly accepted as minor syntax units. The

principles and regulations governing each specific language’s sentence construction

are referred to as syntax. Following syntax, the placement of words can change

their meaning in the sentence. This entails studying the grammar of a sentence in

order to analyze the words within it. To demonstrate how the words relate to one

another, the words are turned into structure.

• Semantic Analysis: The syntactic analyzer builds to assign meanings called semantic

analysis. It demonstrates the relationships between the words. Only the literal

meaning of words, phrases, and sentences is the sole subject of semantics. By doing

this, the dictionary definition or the true meaning is just abstracted from the context.

The syntactic analyzer’s assigned structures have meaning that is permanent.

• Pragmatic Analysis: The total communicative and social content and its impact on

interpretation are the focus of pragmatic analysis. It entails removing or extract-

ing the purposeful application of words in context. The first consideration in this

approach is always what was stated in reinterpreting what is intended. By using a

set of guidelines that define cooperative dialogues, pragmatic analysis aids users in

identifying this desired outcome.

The goal of semantic analysis is to determine what a language means. However,

semantics is regarded as one of the most difficult domains in NLP due to language’s

polysemy and ambiguity. In an effort to understand the subject of a text as well as

the meaning of words, semantic tasks examine sentence structure, word interactions, and

related concepts.

Recently, machine learning and deep learning development have been extremely fast,

especially with NLP field. Semantic tasks are continually expanding in enormous jumps

2



and bounds with their capacity for computation. However, human language is incredibly

complex, fluid, and inconsistent. It raises significant difficulties that have not yet been

fully resolved, such as Semantic ambiguity, Synonyms, and Contextual words and phrases

and homonyms.

Therefore, this study investigates to improve the semantic meaning representation

of words, sentences, or documents in Natural Language Processing (NLP) tasks. This

research aims to increase the performance of methods that solve tasks. Besides, this

task also plays a crucial role in human-machine communication as virtual assistants or

chatbots, etc., have become popular rapidly in recent times. Therefore, we expect this

study to be widely applied in the research community and in practical applications to

improve human life.

1.2 Research direction and our contributions

Recently, pre-trained transformer-based language models such as BERT [1], RoBERTa [2],

BART [3], etc, have proven their effectiveness in a variety of semantic tasks. In previous,

language models were often based on the previous context to predict the following words.

Based on transformer architecture, Transformer-based language models are appealing for

clinical NLP because they may be used as a shared layer for transfer learning, in which

pre-training them with a large amount of text data can benefit downstream tasks where

annotated training data are scarce. These tasks make the learned context information

become generality. Usually, pre-trained transformer-based language models only learn

focus on context information. However, context information is not enough for tasks about

semantics meaning. We consider increasing other information to raise the performance

of transformer-based language models. One of them is topic information. Different from

context, the topic information shows the general meaning of a group of words, sentences,

or documents. It has an overview of the corpus. So, the topic of information injection is

the main direction of our research.

The general idea for the dissertation is that combine the representation vector of topic

information and the representation vector of context information.

• Topic information is a subject, theme, category, or general area of interest on

3



Figure 1.2: The relation of context information and topic information

which a person writes or speaks; a proposition for discussion or argument; a text

or a group text. It deploys by topic modeling. Topic modeling is an unsupervised

learning technique that’s the ability to scan a collection of documents, identify word

and phrase patterns within them, and automatically cluster word groups and related

phrases that best describe a collection of documents.

Example: Give a corpus about news, a few news has keywords such as school,

classroom, teacher, student,... They can have a topic about “Education”. Or, a few

news has keywords such as cinema, movie, TV show, actor, actress ... They can

have a topic about “Entertainment”.

• Context information is the surroundings, circumstances, environment, back-

ground, or settings that determine, specify, or clarify the meaning of an event or an

entity. In NLP, context information is shown by surroundings words or surrounding

sentences. Different from topic information, context is quite detailed in a small area.

It is deployed by language modeling.

Example: Give an event: “He goes to the bank”. Based on surroundings words or

surrounding sentences, we can determine the context of this sentence. If the next

sentence is “He wants to open an account”, we can understand that he will come

location where is a financial establishment that invests money deposited by cus-

tomers, pays it out when required, makes loans at interest, and exchanges currency.

If the next sentence is “He wants to go fishing”, we can understand that he will

come location where is the land next to a river or lake.

4



We proposed divide the combination follow 2 type including: Outside interaction and

Inside interaction.

• Outside interaction: We use the output of topic modeling and the output of

the transformer-based language model to combine. The concatenation function is

the foundation of the combination method. The representation vector of context

concatenate with the representation vector of topic to create the new representation

vector. The new vector has the dimension is that by the total of the dimension of

topic vector and the dimension of context vector.

• Inside interaction: We use the output of topic modeling and add it to the

transformer-based language model to train. The combination method is used the

align function. The representation vector of topic is transferred to context space by

an align function. After that, it is added to input embedding of the language model

to create the new representation vector. The new vector has the dimension same as

the dimension of the context vector.

Outside interaction Inside interaction

Figure 1.3: The two type of solution in our dissertation

In this research, we aim to obtain efficient knowledge injection methods for semantic

tasks in NLP. Based on the results recently, our primary concern is using the Transformer

architecture, pre-trained language model, and topic information from the topic model for

these tasks. The effectiveness of our approaches is shown in two specific tasks, including

Semantic textual similarity and Summarization. To this end, we proposed a method to

improve the coherence of topic information and consider how it affects the injection of

topic and context information.

• Outside Interaction: Concatenation of topic information and context in-

formation:In this research, we suggested a unique method for adding topic infor-

mation over sub-words into Transformer-based language models to improve their
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STS performance. The Sub-word Latent Topic and Sentence Transformer is the

technique’s name (SubTST). It takes skill to include topic- and context-based infor-

mation into each word carefully. Our suggested strategy demonstrates its efficacy

at the word level through our combination instead of using the topic information

at the sentence level. We also give the subject model’s use of the lexical unit a lot

of thought. The merging of topic-based and context-based features, which received

less attention in earlier techniques, has been made much easier by it. We show in the

comprehensive experimental data that our suggested model significantly beats the

competing approaches in both Semantic Textual Similarity and Semantic Similarity

Detection tasks on most of the benchmark datasets.

• Inside interaction: Topic based knowledge injection: In this research, we

suggest a unique approach for adding topic information into BART models to im-

prove their ability to do abstractive summarization. The technique is known as the

tBART. The BART architecture is essentially what the tBART employs. The latent

subjects are acquired using sub-words in this manner as opposed to documents or

words as they were in earlier research. Additionally, we use an align function to

transfer the representation vector produced by the topic model into context space.

A generic topic distribution adds the subject information during the encode and

decode procedures. By comparing the proposed model to the benchmark datasets,

XSUM and CNN/DAILY MAIL, we show that it performs noticeably better than

several earlier studies.

• Improving topic coherence and impact in the interaction: In this study,

we offer the SupLeT, a novel strategy for improving latent topics retrieved by the

topic model that incorporates distance metric learning. This approach considerably

enhances the topic’s cohesion. Without taking into account the link between words,

topic models using corpora frequently produce incoherent topics. In order to mine

coherent topics, we are focused on creating a technique that considers word vectors in

the exchange between words and between words and documents. As you are aware,

one particular variation of the soft-clustering model is the topic model. Therefore,

as support techniques, we can employ contributions about cluster validation for

the topic model. We aim to bring the precise topic phrases closer while keeping

6



others as far away using the capability of distance metric learning (DML). Thus,

the coherence of learned latent topics is shown better by the most related words

of these topics. Moreover, we evaluate the effectiveness of topic coherence in topic

information interaction (SubTST, tBART).

1.3 Dissertation outline

We have introduced the abstract as well as presented the research direction of our work

in this Chapter. In the remainder of this dissertation, we provide the detail of the exper-

iments and our proposed model architecture following.

• Chapter 2: We present the knowledge background for our research. This is the

general premise to orientate solutions.

• Chapter 3: In this chapter, we report research on the Sub-word Latent Topic and

Sentence Transformer (SubTST), an innovative and effective way of incorporating

topic information with Transformer-based models. The suggested approach essen-

tially adopts the benefits of the SBERT [4] architecture and learns latent topics at

the sub-word level as opposed to the document or word level as in earlier studies.

• Chapter 4: With chapter 4, we proposed research on an innovative and effective

technique for integrating topic information into the BART model. for abstractive

summarization, called the tBART. The proposed model inherits the advantages of

the BART, learns latent topics, and transfers the topic vector of tokens to context

space by an align function.

• Chapter 5: We introduce a support method for topic model, call the SupLeT. The

method use distance metric learning to refine learned latent topics.

• Chapter 6: Our dissertation comes to a close with a summary of the conclusions we

reached for this dissertation as well as recommendations for future works.
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Figure 1.4: The outline of the dissertation
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Chapter 2

Backgrounds

2.1 Semantics textual similarity and Summarization

In this dissertation, we focus on two tasks of semantic tasks includes: Semantic textual

similarity (STS) and Summarization.

2.1.1 Semantics textual similarity

A task in the field of Natural Language Processing (NLP) called semantic similarity, also

known as semantic textual similarity. This task evaluates the relationship between texts

or documents using a predetermined metric. There are several applications of semantic

similarity, including sentiment analysis, information retrieval, etc. We can formulate this

task such as:

Inputs: Pair of text sequences S1 = w1, w2, w3, ..., wN1 and S2 = w1, w2, w3, ..., wN2

with N1, N2 is number of words in text sequence S1, S2

Outputs: Label (Similar/non-similar) or Score (from 1 to 5)

We can provide a classification of semantic textual similarity solutions including [5]:

• Knowledge-based: Semantic similarity between two phrases is calculated using

knowledge-based methods. They are founded on data taken from one or more

underlying knowledge sources, such as dictionaries, ontology databases, etc. The

techniques display terms or concepts associated with semantic links in a systematic

manner.
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• Corpus-based: Using data gathered from sizable corpora, corpus-based algorithms

quantify the semantic similarity of terms.

• Deep learning-based: This approach applies the developments in neural networks

and deep learning to solve the problem.

• Hybrid: The hybrid approach exploits the advantage of methods and builds models

to calculate semantic similarity.

2.1.2 Summarization

Summarization is the act of computationally condensing a set of data to produce a subset

(a summary) that encapsulates the most crucial or pertinent information from the original

material [6]. The produced summary should be shorter in length than the input text and

include the most important information in the input text [7]. The summarization task

supports the readers to get the important points of the original document without the

need to read the entire document. We can formulate this task such as:

Inputs: Original document d = w1, w2, w3, ..., wN with N is number of words in d

Outputs: Summary document Sd = w1, w2, w3, ..., wNs with Ns is number of words

in summary Sd and Ns < N

Based on the above definition of the task, we can devise three types of solutions to

summarize includes extractive, abstractive, and hybrid.

• Extractive summarization: With the extractive approach, the content of the

summary document is extracted from the original document, but the words of sum-

mary document are not modified in any way. The content of the summary document

includes keywords, keyphrases, or key sentences from the original document.

• Abstractive summarization: Abstractive summarization methods analyze the

original content, develop a semantic meaning representation of it, and utilize this

representation to provide a summary that is more akin to what a human language

might comprehend.

• Hybird: The hybrid approach combines both the abstractive summarization and

extractive summarization approaches.
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2.2 Transformer and Pre-trained language models

Recently, a new powerful model, Transformer, introduced by Vaswani et al. [8] got im-

pressive performance in machine translation tasks by using the self-attention mechanism.

Similar to the previous architecture, this model also contains two components Encoder

and Decoder, separately. Compared with the model Sequence-to-sequence using LSTM,

this architecture is based on the attention score between pairs of words to compute the

dependencies between them. Therefore, it can overcome the vanishing gradient problem

with the long sentence. Besides, this architecture is proven to be effective in transferring

knowledge with pre-trained language models, especially on machine reading comprehen-

sion tasks [1]. Therefore, our work focus on improving Transformer architecture with

topic information for the semantic tasks.

Figure 2.1: The architecture of Transformer

A variety of statistical and probabilistic techniques are used in language modeling to

estimate the likelihood that a given string of words will appear in a sentence. In order

to provide a foundation for their word predictions, language models examine corpora of

text data. Pre-trained transformer-based language models, however, have provided the
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academic and practice communities with a breakthrough for implementing automated

Natural Language Processing (NLP) techniques, even with constrained time and compu-

tational resources, in recent years. These models are even more alluring because they

have produced cutting-edge results in numerous NLP tasks.

Figure 2.2: Pretrained language models progress

Pre-trained transformer-based language models are language models that have under-

gone extensive training with little regard for the detailed tasks they will be used. Two

pre-trained tasks are often used that mask language model and next sentence prediction

to pre-train. These tasks are trained on a large corpus (Wikipedia, etc). However, to use

pre-trained language models, the final output layers need to be adjusted for the task; this

is known as the fine-tuning stage. In this step, the pre-trained models are modified by

specific tasks such as (retrieval, generation, classification, etc). And then, we have the

final model to evaluate on the test dataset. This is the final step to evaluate the model

after fine-tuning. The final model can use in real systems.

2.3 Topic models

A common issue in natural language processing is topic modeling. What exactly is topic

modeling? Finding the abstract ”themes” that appear in a group of texts is one use of a

topic model. A popular text-mining technique for identifying hidden semantic patterns

in a text body is topic modeling. When creating a paper, we always want to have a

specific topic in mind and anticipate certain phrases that illustrate the issue to appear

more or less frequently. For example, a document is in “Education” topic, the words

which belong to “Education” topic such as school, classroom, student, teacher, ... can

appear more often in this document. However, a document often relates to several themes

in varying degrees. Thus, the topic whose proportion is more significant than other topics,
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the number of words on this topic also is larger in the document. The meaning of latent

topics discovered by topic modeling techniques often determine by clusters of similar

words - words have relation to semantic information.

Figure 2.3: The definition of Topic Modeling

Give an example of topic modeling. We used topic modeling to identify the topics of a

set of comments by recognizing patterns and recurrent terms. Let’s see how the following

comment about service might be grouped using an ”unsupervised” learning method, such

as: “My son like playing games on Roblox. It is free for regular users. However, if you

play over 10 games, you need to pay the fee for members: 2 euros for 1 month. You can

get a discount of 15% if you charge for one year.” By recognizing phrases and idioms like

free, pay, 2 euros, the fee, etc, we can cluster this comment with other comments that

talk about similar things (“pricing”). In essence, topic modeling algorithms generate lists

of patterns and words that they believe to be connected, leaving it up to you to decipher

the significance of these relationships.

With a basic topic modeling tool, the input of model often uses Bag-of-word algo-

rithm to represent the relationship between word and document such as word-document

matrix. The representation does not depend on the order of words in the document.

Or, to put it another way, the document’s words are interchangeable. Moreover, there
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is no relationship between the documents in a corpus; they are all independent. The

fundamental presumptions of a topic model could be referred to as the exchange ability of

words and documents. Latent topics on a corpus can be found using statistical methods

by scrutinizing the words in the original texts. Two matrices of words and documents

in latent topic space are frequently the output of topic modeling. They demonstrate the

corpus’s capacity for clustering. It is possible to group documents by the topic probability

distribution. A topic model, however, is more than just a cluster algorithm.

2.4 Knowledge injection

Deep learning has advanced significantly in recent years, with neural network-based mod-

els obtaining the best performance in a range of applications. However, there are a number

of limitations that make it challenging to apply entirely data-driven neural network models

in practical settings. Among these include:

• The excessive reliance on training data.

• The lack of robustness.

• The inability to generalize.

• The challenge of providing a sufficient explanation.

• The obvious gaps in latent and common knowledge.

Due to the availability of knowledge sources that are rich and structured, the re-

searchers is looking into Knowledge Injection to address the above issues. As a result,

hybrid AI systems have been developed, which hybrid the data-driven learning of mod-

els with knowledge from outsources. Knowledge Injection systems include various neural

network configurations with knowledge graphs, organized knowledge bases, and retrieval-

augmented neural models, to name a few.

Other intriguing results of building AI systems with human knowledge include in-

creased predictability and trust. In contrast to contemporary AI systems, humans fre-

quently rely on forms of expertise that are both formally specified and implicitly under-

stood. Therefore, we investigate methodologies and techniques that look at how knowl-

edge injection can make up for the absence of such information in AI systems.
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To gain insight about how to attain effective knowledge injection, we performed a

systematic classification of existing knowledge injection based on board literature study

[9]. The methods of knowledge injection can be divided following:

• Feature fused: An established knowledge base is used to provide features for this

kind of model. By projecting into embedding with a trainable matrix and learning

its meaning through a pre-training task, feature fusion often takes this into account

[10, 11].

• Embedding combined: Embedding combined methods produces embedding from

additional information that significantly improves model performance. Then, the

tokens will be finetuned so that their associated embedding by attention mechanisms

or other weighting procedures can be combined [12,13].

• Knowledge supervised: Knowledge supervised methods choose the entities that

meet a specific relation or relational triplets of knowledge graph as training data

to avoid the extra training cost of the model [10]. The method of concatenating

relational triplets or entities with the input sequence without sacrificing efficiency

[14].

• Retrieval based: Instead of injecting knowledge, retrieval based methods can

update perception by consulting external knowledge. They usually retrieve desired

information from knowledge sources by computing the relevance between input text

and knowledge [15]. They do not preserve knowledge within models.

• Rule guided: To consider the effective of knowledge injection in downstream tasks,

rule guided methods maintain the original form of additional knowledge [16,17]. A

major advantage of such methods is that they guarantee the reliability of results

using mathematical formulations and provide interpretability through an explicit

reasoning process.
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Chapter 3

Outside Interaction: Concatenation

of topic information and context

information

3.1 Introduction

In the rapid explosion of information, the importance of text understanding is more

and more prominent. In most Natural Language Processing (NLP) tasks, it is essential

to automatically extract and represent words, sentences, and documents in a meaningful

space. With the development of many NLP techniques, there are more and more linguistic

applications in practice. The most popular ones belong to search engines. In the digital

world, searching action occurs every day and everywhere. A critical success factor of

most information retrieval systems comes from understanding and revealing the similarity

between query and samples in searching space such as online sites, documents, etc. This

protocol requires a deep understanding of textual information instead of the traditional

word-based overlap methods. Originating from practical and scientific value, Semantic

Textual Similarity Detection has always been a fundamental task in NLP.

Semantic Textual Similarity (STS) and semantic similarity detection (SSD) are to de-

termine the semantic correlation between a pair of text sequences. It plays an important

role in Natural Language Understanding (NLU) to reveal the semantic similarity among

sentences. Obviously, semantic similarity is a crucial and key component in most Informa-
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tion Retrieval systems [18] as well as the other ones such as Question answering [19]. In

the long-term consistent growth of Natural Language Processing, STS is also considered

as the fundamental and essential task in text understanding. The typical example of the

SSD task and STS task is presented in Table 3.1 by following:

• Semantic similarity detection(SSD or STS - label): In this task, each dataset provide

a pair of text sequences. The goal of the task is that predict the semantic similarity

between text sequence pairs in binary classification task (Similar(1)/Non-similar(0))

• Semantic textual similarity(STS or STS - score): In this task, each dataset provide

a pair of text sequences. The goal of the task is that predict the semantic similarity

between text sequence pairs. However, different from the SSD, the output of STS

is the similarity score of each text sequence pair (range from 0 to 5).

In all samples, there is a lot of overlap in the surface of two sentences, especially the

keywords. It is a barrier to the success of text understanding systems.

Table 3.1: Example of semantic similarity detection(SSD) and semantic textual similar-
ity(STS)

Task Sentence Pair (Input) Output

SSD
S1: How do I get funding for my web based startup idea ?
S2: How do I get seed funding pre-product ?

similar.

SSD
S1: What is ecstasy ?
S2: How addictive is ecstasy ?

non - similar

STS
S1: How do I get funding for my web based startup idea ?
S2: How do I get seed funding pre-product ?

4.4/5.0

STS
S1: What is ecstasy ?
S2: How addictive is ecstasy ?

1.6/5.0

Traditionally, a challenge of most NLU models comes from linguistic ambiguity. It

means that a word and even a sentence can be interpreted in many ways, which is based

on the context and topic of the conversation. For example, the sentence “I will go to the

bank” has at least two meanings. Based on the specific topic such as either economy or

scenery, it is easy to interpret the correct content of the above sentence. Therefore, this

typical example reveals that topic information is crucial in text understanding. Together

with the surface context inside sequences, topic features are essentially useful to clarify

the sentence meaning.
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The strength of latent topic information as features in text understanding has been

proved in many tasks such as sentiment analysis [20], classification [21], sentence gen-

eration [22] etc. Especially, in Semantic Textual Similarity, it has been pointed out in

several studies [23], [24], [25], [26] and [27]. The previous works, however, utilize topic

information as an external feature. It is not integrated into a language model to extract

the words’ meaning and relationship. On the contrary, the combination between topic

and latent features is more promising and effective. By concatenating topic and sentence

embedding, tBERT [28] is one of the most attractive approaches in this flow. All the above

approaches are the most prominent demonstration of the power of topic information in

text understanding, especially Semantic Textual Similarity.

So far, most previous studies on the STS focus on digesting the contextual meaning

of text such as Sentence-BERT [4], ECNU [27] and so on. Especially, the appearance

of Transformer-based Language Models is the key factor for the success in recent STS

approaches. However, as we mentioned above, the integration of topic information into

language models has little interest in previous works. Therefore, we propose a novel

approach for enhancing the capacity of Transformer-based language models for the STS

by incorporating topic information over sub-words. The method is called the Sub-word

Latent Topic and Sentence Transformer (SubTST).

The following are the main contributions of our work:

• We propose a delicate integration of topic-based and context-based information into

each word. Instead of utilizing the topic information at sentence-level, our proposed

approach proves the effectiveness in word-level via our combination.

• We also deploy a remarkable consideration to using the lexicon unit in the topic

model. It has greatly facilitated the hybrid of the topic-based features and context-

based features, which has less attention in previous approaches.

• Through the detailed experimental results, we indicate that our approach promi-

nently outperforms the competitive methods in both Semantic Textual Similarity

and Semantic Similarity Detection tasks on most of the benchmark datasets.
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3.2 Related Works

C

3.2.1 Sentence representation learning

Recently, the pre-trained language models and their modifications have been popularly

used to represent natural language. BERT [1] is one of the most popular pre-trained

language models based on the transformer network. It outperforms many traditional

approaches in a lot of NLP tasks such as information retrieval, sentence classification,

and so on [1]. The strength of this approach comes from the bidirectional Transformer

encoder and next sentence prediction (NSP) training objective function which is useful to

embed and learn semantic relation of sentence pair. Especially, BERT obtains significant

results in semantic textual similarity tasks. It proves Transformer-based language models

have a tremendous potential to extract and understand textual information.

Especially, Sentence-BERT (SBERT) [4] recently achieves the promising performance

in the Semantic Textual Similarity. It is a variant of BERT based on encoding each

sentence by siamese and triplet networks. Particularly, every sentence is separately em-

bedded by BERT. Then, a pooling layer is added at the top of each sentence embedding to

normalize the sentence representation. In this model, MEAN-strategy is used as the de-

fault setting of the pooling layer. The weights of each embedding flow are simultaneously

updated by the siamese network. In the paper, the authors proposed three versions of

objective function to adapt it into three kinds of tasks which include classification, regres-

sion, and triplet loss. Based on the siamese network and pooling layers, Sentence-BERT

reduces quite a lot of training time than previous neural sentence embedding methods.

Moreover, Sentence-BERT is popular to be considered as a fundamental language model

for the Semantic Textual Similarity and Detection task.

Another problem in text understanding is the ambiguity in natural languages. There-

fore, in the development of Transformer-based language models, there is much considerable

effort to address the anisotropic problem. Most approaches in this branch are trying to

improve the quality of textual representation by the external information. In particu-

lar, BERT-flow [29] tries to transform the sentence embedding distribution of BERT into

an isotropic Gaussian distribution through normalizing flows [30] that are learned with
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an unsupervised objective. Besides the flow-based approach, the whitening method in

BERT-whitening [31] also achieves promising results against the previous works. Specif-

ically, the whitening tried to transform the mean value of the sentence vectors to zero

and the covariance matrix to the identity matrix. The main goal of these approaches

is quite similar to our proposed architecture. Instead of adjusting the word embedding

space, our model proposes a combination to expand the meaning of each word by its topic

information.

In another consideration, ConSERT [32] is a self-supervised framework for sentence

embedding based on contrastive learning. Without any external modification of BERT

embedding, ConSERT puts its concentration on the strength of the objective function

of training. Therefore, it is only useful in the specific tasks which are more suitable

for contrastive learning. Despite its difference from our goal, we also consider it as a

promising approach to semantic textual similarity and detection. This choice comes from

the close relation between contrastive learning and semantic textual similarity.

Finally, it also exists a few works that utilize topic information for text representation.

One of the most related approaches to our work is tBERT [28]. Specifically, in the

tBERT model, a sentence pair is concatenated by [SEP ] token and processed by BERT

encoder (a.k.a., cross-encoder). The representation of sentence pair is extracted by the

outputs of [CLS] token. Then, the document/word topic embedding vector is calculated

by the average of all topic information corresponding to document/words. The final

representation of tBERT is a concatenation between a sentence pair from BERT and two

average topic embeddings in either document or word level. The performance of tBERT

approach proves the importance of topic information in Semantic Textual Similarity and

Detection task. Obviously, the interaction between topic information and textual features

among surface works, however, gains less concern in this work. The topic information

only contributes to the classifier layer instead of textual representation. Therefore, to

address this drawback, we propose a delicate integration between topic information and

textual embedding of words in the sentence. This combination provides more contexts to

representation at the word-level, which is important groundwork for text understanding.
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3.2.2 Topic Modeling

One of the popular methods for topic modeling is Latent Dirichlet Allocation (LDA) [33]

that is based on generative probabilistic models. A fundamental premise of LDA is that

a document was created by selecting a number of subjects, and then selecting a number

of words for each topic. In recent years, Deep learning was used as the approach for

topic model. Approaches using it in topic model had good results as neural topic mod-

els(NTM) [34]. With this model, backpropagation training is possible within the context

of neural variational inference. Additionally, using a stick-breaking structure, we suggest

a recurrent network that is comparable to Bayesian non-parametric topic models in that

it can find a notionally unlimited number of topics. In 2019, Adversarial-neural Topic

Model(ATM) [35] is the first time adversarial training for topic modeling. This model

tried to capture the semantic patterns among latent topics by the generator network and

discriminator network.

As an alternative, Non-negative matrix factorization(NMF) [36, 37] is an interesting

approach for topic modeling. It is a method fit for short text datasets. From the perspec-

tives of consistency across several runs and early empirical convergence, this technique

offers many tangible benefits. Xiaohui et al. [38] used a factorized symmetric term corre-

lation matrix for topic modeling. This approach aims to teach subjects by studying the

words of correlation data. The method computed word correlation in texts by represent-

ing each word with its co-occurring words to derive accurate topics from term correlation

data. The topic learning problem on the concept of a correlation matrix was then de-

veloped utilizing symmetric non-negative matrix factorization. However, the model is

not reliable and stable. The DML-SeaNMF model [26] was proposed to discover topics

from the document. The model hybrid document-word relation and word-context re-

lation(semantics relation) as inputs of model. With the refinement of distance metric

learning, the distribution of words that have the same latent topic was pulled close. So,

the latent topics which were learned become more coherent and clear..

The topic model has been applied to several NLP tasks, such as: document classifica-

tion [39], translation [40], summarization [41], machine translation [40], etc.
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3.3 SubTST - Sub-word Latent Topics and Sentence

Transformer

As we mentioned above, topical knowledge is crucial for text comprehension. However,

the key question is how to combine the topic information into textual representation.

To solve this problem, we propose a novel approach to delicately integrate the sub-word

topic features into Transformer-based language models. The details of our architecture

are shown in Figure 3.1.

Figure 3.1: The architecture of our approach: SubTST

In particular, an input of our model is a pair of text sequences including SA and SB.
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Each sentence N is a collection of tokens w as follows:

SA = {wi}NA
i=1

SB = {wi}NB
i=1

.

In our model, the sentence representation includes topic-based representation from

topic modeling and context-based representation from language model.

In the topic-based representation, each sentence is encoded into topic space. With

a topic model, the final products often include: (i) the relation between tokens of the

vocabulary and topics, (ii) the relation between documents of learned corpus and topics.

In this work, the relation between tokens of the vocabulary and topics is used to encode

input sentences. The reason for this choice comes from our consideration of enhancing the

meaning of words via topic information. The topic information of each token is embedded

into a vector whose dimension is the number of latent topics. Each sentence is expressed

by a topic-term matrix of size k × Ns, denoted by Mt where k is the number of latent

topics and Ns is the number of tokens in each sentence:

V ti = TopicModel(wi) ∈ Rk (3.1)

Mt = {V ti}Ns
i=1 ∈ Rk×Ns (3.2)

In the context-based representation, the language models are provided to capture

context information of tokens in the sentence. The pre-trained language models based

on Transformer architecture have been widely used to learn the context information of

words in many NLP tasks. We denote the output of the pre-trained Transformer-based

model with a text sequence by Mc ∈ R m×Ns where m is the internal hidden size of the

transformer model and Ns is the number of tokens in an input sentence s.

V ci = Transformer(wi) ∈ Rm (3.3)

Mc = {V ci}Ns
i=1 ∈ Rm×Ns (3.4)
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Figure 3.2: Combination of topic embedding and word embedding

After being extracted the topic-based and context-based features, these features are

connected by the procedure in Figure 3.2. To aggregate the topic information with the

output of Transformer-based models, we concatenate Mc and Mt into Mct ∈ R (m+k)×Ns

as the following:

Mct =

⎛
⎝Mc

Mt

⎞
⎠ = {Mcti = CAT (V ci, V ti)}Ns

i=1 ∈ R (m+k)×Ns (3.5)

where CAT (.) is the concatenation function.

So that, each token in the input sentence is encoded by a vector that has m + k

dimensions. This representation vector includes the context-based features on the top and

topic-based features at its bottom. The number of dimensions for the vector representation

depended on the hyper-parameter k - a number of pre-defined topics. We present the way

to choose this parameter in the Section 3.4. After extracting the general representation,

we feed Mct into a transfer layer to normalize the sentence representation. It is also
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illustrated in Figure 3.2. The transfer layer is constructed by the Feed-forward network

with the Dropout and the Layer Normalization:

h lineari = W1Mcti +B1

h dropi = Dropout(h lineari)

h normi = LayerNorm(h dropi)

hi = h normi

(3.6)

H = {hi}Ns
i=1 ∈ R (m+k)×Ns (3.7)

Obviously, our combination of topic-based and context-based features is pretty straight-

forward. Therefore, our transfer layers are used to increase the interaction of topic and

context to create the unification in the sentence embedding. With the linear transformer

via the Feed-forward network, the signal between context and topic is blended together

into the mutual representation. After applying a linear transformation to the context-

topic matrix Mct, we use a Dropout layer with Bernoulli distribution and the probability

p = 0.5. Finally, we apply Layer Normalization over hidden state H to normalize the

sparse distribution over mini-batch samples. After the transfer layer, the size of hidden

state H keeps the same as the size of the context-topic matrix Mct.

Similar to the Sentence-BERT (SBERT) [4], we add the pooling layer into the last

layer of our model. It is useful to gather the information of all tokens in the sentence

into one representation. Following previous works utilizing pooling layers, we also deploy

two pooling strategies that are the Mean-strategy and Max-strategy. In particular, given

H ∈ R (m+k)×Ns , the embedding of sentence u ∈ R m+k is estimated by:

• Mean-strategy:

u = MEAN(H) =

∑Ns

i=1 hi

NS

∈ R m+k (3.8)

• Max-strategy:

u = MAX(H) = maxNs
i=1hi ∈ R m+k (3.9)

Finally, our model is also flexible to adapt to many kinds of tasks. Specifically, we also

provide the detailed configuration of the two most popular tasks including classification
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and regression. Based on each task, the final representation and object function is defined

in different ways as follows:

• Classification: After extracting the features of sentence in the previous parts, we

combine them and their element-wise difference into the sentence pair features in

Equation 3.10.

fs = CAT (uSA
, uSB

, | uSA
− uSB

|) ∈ R 3×(m+k) (3.10)

where CAT (.) is the concatenation function.

And then, we apply a linear function for fs.

r = W2fs +B2 (3.11)

where W2 ∈ R 3×(m+k)×l is the learnable parameter for classifier layer, m + k is

dimension of sentence embedding, and l is size of set labels.

Next, our model utilizes the Feed-forward layer with softmax activation to categorize

a pair of sentences into its category in Equation 3.12.

O = Softmax(r) = { er[t]∑l
q=1 e

r[q]
}lt=1 (3.12)

In our model, we consider Cross-Entropy as the object function in this mode.

loss(O) = −
l∑

j=1

log(xj | xj ∈ O) (3.13)

• Regression: In the regression task, the similarity of sentence pairs is calculated

by a cosine function following the previous works. Therefore, we also utilize the

representation of sentence A and B as the input of the cosine function. We do

not add any additional layer to combine sentence pair features. The detail of the

similarity score is presented in Equation 3.14.

O = cosine similarity(uSA
, uSB

) (3.14)
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In this task, we consider Mean squared error (MSE) loss (in Equation 3.15) as

objective function.

loss(O) =
1

T

T∑
i=1

(Oi − output scorei)
2 (3.15)

with T is batch size.

3.4 Experiments

We use our technique in a variety of tasks that are related to semantic similarity in order

to assess the efficacy of the suggested approach: (i) Semantic Textual Similarity with label

output/Semantic Similarity Detection (STS-label/SSD) in Section 3.4.2 and (ii) Semantic

Textual Similarity with score output (STS-score) in Section 3.4.3.

In the first task, our concentration is the strength of our embedding formed by topic

and context-based information together. Therefore, our main evaluation in this part sur-

rounds the BERT-based approach and its variants against our SubSTS model. In the

second one, the performance of the whole architecture is highlighted in many competi-

tive experiments. With five benchmark datasets in Semantic Similarity Detection, our

proposed models prove their strength and potential against the recent approaches.

3.4.1 Experimental Settings

Firslty, in Semantic Textual Similarity, we also employ the pre-trained BERTbase and

BERTlarge models1 to encode each input sentence. However, in Semantic Similarity De-

tection, we also consider the BERTbase model. The reason of this setting comes from the

consistence in evaluation as comparing with the previous works. Furthermore, we also

utilize the LDA model [33] to extract the topic-based features of each token. In LDA

model, the number of latent topics k plays an important role in the success of topic repre-

sentation. Therefore, this hyper-parameter k was tuned for fitting with each dataset. The

detail of our choice comes from the evaluation in the development set, which is presented

later in each corresponding task. For optimizing function, we take advantage of Adam

1https://github.com/google-research/bert

27



optimizer [42] with a learning rate of 2e− 05. The linear learning rate warms up over 5%

of training data. Dropout is 0.5 for the transfer layer. The maximum sequence length is

512, so we truncate any inputs longer than 512. These settings of the optimizer are the

same in the two tasks.

Finally, we also propose some variants of our approach as follows:

• SubTST-Max, SubTST-Mean: In this mode, the topic embedding is frozen during

training process. The element Max and Mean point out the strategy of pooling

layer of our model in Figure 3.1.

• SubTST-max-train topic, SubTST-mean-train topic: It means that the parame-

ters of topic embedding are learnable and updated during training process by the

objective loss. The meaning of max and mean is similar to previous parts.

Table 3.2: The details installation of SubTST for two tasks: Semantic Textual Similarity
in section and Semantic Similarity Detection

Semantic Textual Similarity Semantic Similarity Detection
Pre-trained model BERT-base-cased BERT-large-cased BERT-base-cased
Context dims 768 1024 768

Optimizer
Adam

lr: 2e− 05
Adam

lr: 2e− 05
Adam

lr: 2e− 05
Warm-up 5% 5% 10%
Max length 512 512 512

Number of topics
(Topic dims)

100 100
90 (Quora)

80 (MSRP, CQA B)
70 (CQA A, CQA C)

Pooling layer Mean/Max Mean/Max Mean/Max
Number of epochs 3 3 6
Training task Regression Regression Classification

The training is conducted on an NVIDIA Quadro RTX 8000 GPUs with a batch size

of 32. We run over all epochs and do not use early stops in the training process. The

results of each experiment are extracted by the best performance in development set. The

number of epochs is installed separately for each experimental case. The details of our

experiment settings are shown in Table 3.2. However, in each task, we also present the

settings which are specific to the task’s characteristics.
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3.4.2 Semantic Similarity Detection

Datasets and Evaluation Metrics

In the evaluation of Semantic Similarity Detection, benchmarks datasets was format-

ted as a classification task. All experiments in this part are done in three benchmarks

datasets including Quora, MSRP, and SemEval CQA with statistics information shown

in Table 3.3. The number of classes in the classification model varies depending on the

properties of each dataset and is displayed as follows:

• Quora: The duplicated questions dataset containing over 400,000 question pairs

with two labels (duplicate: 1 or non-duplicate: 0). The mission is to determine

whether a pair of question is duplicated or not. Therefore, it is considered as a

classification task. The train/dev/test sets are divided according to [43].

• MSRP: The Microsoft Research Paraphrase [44] dataset that consists of over 5000

sentence pairs collected from news. The mission of this task is to determine whether

each pair of sentence is paraphrased or not. In our experiment, we also consider it

as a text classification task.

• SemEval CQA2 [45–47]: The SemEval CQA is the combination between three

subtasks A, B, and C whose questions and answers are extracted from on Qatar

Living forum.

– SemEval Subtask A (Question-Comment Similarity): Although the original

configuration of this task is on the ranking problems to calculate the relevance

between questions and comments, most previous works consider it as a binary

classification task. In particular, a pair of question and comment is assigned

to 1 if a comment is useful to answer the question and 0 and otherwise.

– SemEval Subtask B (Question-Question Similarity): Subtask B gives a new

question and the group of the ten most related questions, rerank the related

queries based on how closely they resemble the original query. Similar subtask

A, a pair of question and question is assigned to 1 if a question is related to

the rest question and 0 and otherwise.

2https://alt.qcri.org/semeval2017/task3/
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– SemEval Subtask C (Question-External Comment Similarity): Subtask C is the

same subtask A. With a new question, 100 comments (each related question in

subtask B has 10 comments) evaluate their relevance concerning the original

question.

In this experiment, we consider both our models and competitive baselines in super-

vised learning. It means we only use the samples on the train set for optimizing and the

ones on the dev set for validating the systems. The partition of training, development,

and test set is introduced in the original papers. The evaluation of SSD is based on

F1-score as classification tasks.

Table 3.3: The information of benchmark datasets
Dataset #length #samples #topics
Quora 13 404000 90
MSRP 22 5000 80

SemEval CQA (A) 48 26000 70
SemEval CQA (B) 52 4000 80
SemEval CQA (C) 45 47000 70

Competitive Baselines and Our method

We quantitatively evaluate the SubTST with a number of competing approaches in Se-

mantic Similarity Detection to demonstrate the effectiveness of our suggested models.

List of comparative baselines:

• Sentence-BERT (SBERT) 3 provided a method to represent as dense vectors for

sentences and paragraphs based on transformer-based language models. In this

experiment, the Sentence-BERT is built based on the pre-trained BERTbase model.

• tBERT4 model is a topic-informed BERT-based architecture for paraphrase detec-

tion. In this experiment, we only consider tBERT formed by BERTbase with LDA as

the topic model. All results are extracted by the original version of tBERT instead

of being reproduced.

• SwissAlps [48] is a popular approach built on a siamese CNN architecture and

evaluated on the SemEval CQA.

3https://github.com/UKPLab/sentence-transformers
4https://github.com/wuningxi/tBERT

30



• KeLP [49] - the kernel-based text sequences pair modeling has been improved, which

is often considered as the competitive baselines in previous works.

• StructBERT [50] is a extend of BERT by increases language structures information

(the sequential order of words and sentences) in pre-training process. We choose

report the result of StructBERTbase in experiment.

• RealFormer [51] is a modification of the Transformer-XL model that has been pre-

trained to learn bidirectional contexts by maximizing expected likelihood over all

possible permutations of the input sequence factorization order.

• EFL [52] is a method that convert NLP task to an entailment task and apply few-

shot learning.

In our approach, each input sentence is encoded by the BERTbase, and the LDA is used

for learning latent topics. The best number of latent topics for each benchmark dataset

is considered based on an analysis of the tBERT’s works. The detail of topics’ number k

is shown in Table 3.3.

With the variants of our models, we also consider four kinds of models which are similar

to the ones in the STS task. It includes the frozen topic embedding (i.e SubTST-mean,

SubTST-max) and learnable topic embedding (i.e SubTST-mean-train topic, SubTST-

max-train). As we mentioned above, in this task, all experiments are considered in clas-

sification tasks whose objective function is Cross-Entropy. Besides, all approaches are

trained over 6 epochs and are evaluated by the best performance on the development set.

Results

Table 3.4 shows a comparison between our proposed method and competitive baseline

systems. Overall, our SubTST models significantly outperform the previous works in

most benchmark datasets. The experimental results prominently show the effectiveness

of our proposed SubTST.

Firstly, as compared with Sentence-BERT (SBERT), our proposed model with addi-

tional topic information is more effective than the vanilla version. SubTST surpasses all

datasets around 2% than SBERT. It proves that the topic information is actually efficient
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Table 3.4: Results of methods on datasets: MSRP, Quora, SemEval based on F1-score

MSRP Quora
SemEval
subtask A

SemEval
subtask B

SemEval
subtask C

Previous researches
SwissAlps [48] - - 43.3 - -
KeLP [49] - - 69.87 50.64 -
tBERT [28] 88.4 90.5 76.8 52.4 27.3
StrucBERTbase [50] 89.9 72.0 - - -
RealFormer [51] 90.9 88.2 - - -
EFL [52] 91.0 89.2 - - -

Our implementation
Sentence-BERT - mean 80.9 89.9 76.9 47.9 32.14
Sentence-BERT - max 80.1 88.4 77.0 33.9 31.89
SubTST - mean 79.0 90.1 76.5 61.2 32.28
SubTST - max 80.9 89.1 77.7 44.7 32.22
SubTST - mean - train topic 82.3 90.7 77.8 54.2 32.58
SubTST - max - train topic 81.1 89.0 77.2 45.7 32.04

in SSD tasks. With the contribution of topic-based features, our proposed embeddings

and architectures are more potential to enhance the ability of text representation.

Secondly, for utilizing topic information into sentence embedding, our proposed SubTST

also passes tBERT in most datasets. The success of our models comes from the efficacy

of using sub-word latent topics and our delicate incorporation of topic information into

each word. The experimental results in Table 3.4 showed that: (i) for the SemEval sub-

tasks A, B datasets, SubTST and all its variants obtain the significant F1 score than the

tBERT; (ii) with the Quora dataset, the SubTST with frozen topic-based embedding is

competitive towards the tBERT, and the performance of our model is better than tBERT

in the setting of the learnable topic-based embedding.

On the MSRP dataset, our proposed approach has a little worse performance than

tBERT. In fact, the reason for this weakness is from the typical characteristics of MRSP

dataset. In particular, MSRP dataset comprises a limited number of samples with a

large number of named entities. We use Spacy - Name entity recognition5 to count this

number. The result shows that 5000 samples have 30194 name entities (average about 6

entities/sample). This result is bigger than CQA subtask B (about 3 entities/sample).

The Table 3.5 shows several error analyses when predicting by SubTST. It is difficult to

address this problem by using sub-word representation. With our consideration of sub-

5https://spacy.io/usage/linguistic-features
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word in both topic-based and context-based representation, our proposed approach is less

attentive to the Named-entity problem. However, our sub-word configuration is effective

to overcome the explosion in word vocabulary. Another reason is the bi-encoder in our

models. In the entire self-attention mechanism, the cross-encoder is typically better than

the bi-encoder [53]. Nevertheless, the cross-encoder is too low in practical application.

Therefore, it exists a trade-off between performance and complexity in our approach for

MSRP dataset.

Table 3.5: The analysis about Name entities of MSRP datasets

Finally, we also highlight the detailed observation of all approaches in five benchmark

datasets. All results are extracted by the validation process in the development set. The

details of our comparison are present in Figure 3.3 over 6 epochs. We found that the

SubTST achieves the peak of the F1 score after 1 or 2 epochs. In the next epochs, the

change of the F1 score tends to be monotonic with a small amplitude in comparison with

tBERT. Hence, it shows the stability of our SubTST approaches in the training. It is

resulted from unifying the lexicon unit for topic models and Transformer-based models.

3.4.3 Semantic Textual Similarity

Datasets and Evaluation Metric

Besides the above experiments, we also evaluate the performance of SubTST on the

Semantic Textual Similarity (STS) task. Different from the SSD, the output of STS is

the similarity score of each sentence pair. We compared our proposed approach with

competitive baselines in benchmark datasets as follows:

• STS 2012-2016 tasks (STS-12, STS-13, STS-14, STS-15, STS-16) [54–58]: is a

typical benchmark in Semantic Textual Similarity. It is used in the competition of
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Figure 3.3: Performance of SubTST and baselines on dev set of the datasets
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SemEval - International Workshop on Semantic Evaluation and updated gradually

year by year.

• STS-benchmark (STS-B) [59]: STS-benchmark is the most important one where

the samples are normalized and distributed carefully via the observation in previous

years.

• SICK-Relatedness dataset [60]: was proposed in LREC 2014 by Marelli et al. It has

several sentence pairs with a variety of lexical, syntactic, and semantic issues. The

relatedness scores are numbers between 0 and 5. It was also utilized for SemEval

2014.

Overall, each sample in these datasets is a text sequences pair and a standard semantic

similarity score. This score reflects the similarity between two input sentences. Each score

is a decimal number from 0 to 5. The higher score it is, the more similar the sentences

are. For consistent evaluation, the partition of train and test set is followed to previous

works and competitions.

Following the previous works, the Spearman’s rank correlation is used as the main

evaluation metric. Spearman’s rank correlation ρ is the most reasonable metric to evaluate

methods on STS task. This measure is calculated using the cosine-similarity of the input

sentence embedding and the gold similar scores, together with the strength and direction

of the association. We use the version of Spearman’s ρ in Spicy.

Competitive Baselines and Our method

To demonstrate the effectiveness of our suggested strategy, we contrast our model with

industry benchmarks such as:

• Avg GloVe and Avg BERT are two approaches which also used word embeddings

of pretrained language models to encode sentence. The sentence representation is

calculated by the average vector of all words in the sentence. In our comparison, we

use the results in paper of [4] instead of reproducing them.

• BERT CLS-vector [4] get the vector embedding of CLS-token to represent sentence

embedding
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• Sentence-BERT [4] was encode each sentence and interact weight by siamese net-

work.

• BERT-flow (NLI) and BERT-flow (target) are two version of BERT-flow, which one

using NLI (without supervision label), which one using all evaluation dataset (train

+ validation + test)

• BERT-whitening (NLI) and BERT-whitening (target) use BERT-whitening as base

with two settings the same as BERT-flow

• ConSERT is a self-supervised framework for sentence embedding based on con-

trastive learning.

Similarity with Sentence-BERT, we pre-train SusTST on SNLI [61] and MultiNLI [62]

dataset without using any STS specific training data. This process is similar to unsuper-

vised evaluation in STS task. Therefore, we compare our methods with the approaches

that are unsupervised STS.

As we mentioned above in Section3.3, the k value in Equation 3.1, number of latent

topics, is an important hyper-parameter of topic model and depends on the dataset.

Therefore, to choose this hyper-parameter, we do a tuning process of k in the range from

[20, 250] on the development set of STS-B. This is a summary of all datasets of STS and

the evaluation of this dataset can apply to other STS datasets. With the result of tuning

processing in Figure 3.4, we can observe that the value 100 obtains the most significant

performance via the highest Spearman score. In general, we consider that the number of

topics is 100 during the experiments of STS tasks. Besides, our model is trained over three

epochs in the regression mode whose objective function is Mean Squared Error (MSE) in

Equation 3.15.

Results

In both two configurations in BERT including BERTbase and BERTlarge, our models prove

their efficiency and strength against the other competitive baselines. In particular, in

the benchmark dataset of SemEval competition, STS-B, our proposed approach achieves

approximately 6% against Sentence-BERT (SBERT) [4]. Even that, we also outperform

the competitive baselines in most datasets. This trend is similar in the SICK-R dataset.
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Figure 3.4: Tuning the hyper-parameter k - number of latent topics

In our comparison, we also point out the strength of our combination between topic

information and context-based features from the language model. Firstly, with the same

configuration, our sentence and word representation are better than ones from SBERT.

As we mentioned above, SBERT whose sentence embedding only contains context-based

features from BERT is quite similar to our model. The significant difference between our

models and SBERT points out the contribution of our proposed integration. Obviously,

with the effect of topic information, the text understanding in the sentence and word level

achieves effective performance against the vanilla context-based features from SBERT.

Secondly, with the modification in the textual embedding, our model also obtains

significant results against BERT-Flow and BERT-whitening. With approximately 10

percent of improvement in STS-B, our integration between topic-based and context-based

is more meaningful. Even that, our method is more intelligible and natural than these

previous works.

Finally, our models are also efficient against contrastive learning. Instead of utiliz-

ing contrastive learning such as ConSERT, our model still achieves significant perfor-

mance with the traditional objective function. The only dataset where SubTST performs

worse than ConSERT is STS-15. In STS-15, image description samples are added to the

dataset. ConSERT is finetuned on various datasets including the random mix samples of

seven datasets. In contrast, SubTST is only pre-trained on NLI data. SubTST, on the
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Table 3.6: Results of an experiment on semantic text similarity with BERTbase (unsuper-
vised; STS unlabeled texts). Numbers are showed as ρ× 100.

Table 3.7: Results of an experiment on semantic text similarity with BERTlarge (unsu-
pervised; STS unlabeled texts). Numbers are showed as ρ× 100.

other hand, outperforms ConSERT with an average relative performance improvement of

around 9% among the six STS datasets.

To this end, the combination between topic information and linguistic features from

language models is more informative and meaningful than the single one. It reveals that

the topic information plays an important role in linguistic representation, especially via
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our proposed integration.

3.4.4 Discussions

In experiments, it is easy to observe the strength of transformer models based on the

bi-encoder with topic information based on sub-words. The interaction between topic

information and context information brings effectiveness in semantic text understanding.

Firstly, in several previous works [29,32], they discovered that BERT’s word represen-

tation space is anisotropic. Low-frequency words are widely dispersed, while clusters of

high-frequency terms surround the word’s origin. High-frequency terms predominate sen-

tence representations when token embeddings are averaged, which biases results against

the genuine semantics of the sentences. Through added topic information, low-frequency

words are more meaningful and are more useful to orient to the sentence meaning in the

encoding process.

We assess the cosine similarity of tokens in a sentence pair to confirm the efficacy

of topic information for anisotropic. Give a sentence pair in SICK data with the score

is 4.7/5. Each token in a sentence is encoded by Sentence-BERT and SubTST and

calculated cosine similarity with other tokens of the remaining sentence. We have two

heatmaps as Figure 3.5. We can show the ability of topic information in the routing of

the meaning sentence. The color of SubTST becomes stronger than SBERT. So that,

we can define that the similarity becomes more clear when using topic information. The

semantic relation between tokens is interpreted better in the sentence.

In some previous works such as Sentence-BERT [4], it is detailed that the complexity

for finding the foremost comparable sentence match in a set of approx 11,000 text se-

quences is diminished from 66 hours with BERT to 5 seconds with Sentence-BERT for

embedding and 0.01 seconds for computing cosine similarity. It proves that the bi-encoder

models such as Sentence-BERT and our proposed SubTST models are highly ideal to put

them into practice.

Normally, it is easy to understand the practical meaning of the latent topics over

words/documents. However, topic modeling on sub-words can bring a lot of benefits

instead of words/documents. The advantages of our consideration of sub-words are em-

phasized as follows:
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SBERT SubTST

Figure 3.5: The representation of sentence pair base on cosine similarity. The BERT-base
and MEAN-pooling are applying in this experiment.

• The model can reduce the number of unknown words ( the out of vocabulary words)

in the usage process. As using a topic model, the vocab of the topic model often

fits with the size of the corpus. Moreover, when applying for another corpus, the

number of unknown words could be very large. Using latent topics over sub-words

sure significantly reduces “out of vocab”.

• With transformer-based models such as BERT, sub-words are the fundamental com-

ponent in processing. Besides, our consideration of sub-words in both of them is

effective enough to easily integrate topic-based information into context-based fea-

tures.

Certainly, based on the result of the experiments, we observe that the mean strategy is

more appropriate for semantic similarity detection than the max strategy. It comes from

the strength of mean pooling in sequential learning, which is also mentioned in many

previous works.
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3.5 Conclusion

Our proposed SubTST model is a novel approach for combining latent topic information

with Transformer-based models. By integrating topic-based information into word repre-

sentation, our model is effective to enhance the text representation via external features.

With our delicate combination, our works propose a promising way to provide the topic

information into context-based information from pre-trained language models. Besides,

with the consideration of lexicon unit in both topic model and Transformer-based lan-

guage models, our approach obtains the potential in both performance and complexity.

In terms of semantic similarity, the experimental results reveal that our model outper-

forms all competitive baseline models. Furthermore, based on a bi-encoder architecture,

our models offer greater benefits in practical applications with the speed-up enhancement

against the cross-encoder approaches. Besides, the detailed discussion points out that our

SubTST is relatively prompt to achieve peak performance and stability.
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Chapter 4

Inside interaction: Topic based

knowledge injection

4.1 Introductions

Automatic text summarization is the technique of efficiently extracting and compressing

information from input papers while preserving their essential information. This method

is crucial to the domains of several natural language processing (NLP) [63]. Currently, ex-

tractive and abstractive are two fundamental types of solutions for summarization [64].

The abstractive method creates unique words or phrases with comprehension, whereas

the extractive method chooses important words, and sentences or rearranges words and

sentences from the original document. The majority of methods in use today are usually

designed to encrypt paragraphs and then decode them using a variety of processes. How-

ever, during the encoding and decoding procedures, there is a large amount of information

loss. As a result, word embedding or contextual contents are the main focus of existing

summarization research.

With the popularity of transformer-based models, the challenge of summarization is

how to use the pre-trained transformer-based language model to represent and generate.

It requires richer semantics information in the representation and training processes. The

summary needs coherence and relatedness. And topic information injection is one of the

solutions for this problem. The effectiveness by using latent topic information as features

for information retrieval, recommendation system, and semantic textual similarity has
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been pointed out in several studies [23], [24], [65], [26] and [27]. Topic models are more

adept at picking up precise document semantics than transformers are; hence, they might

be included in transformers to improve their performance even more.

In this work, we suggest a unique approach for adding topic information into BART

models to improve their ability to do abstractive summarization. The method is called

the tBART. The following are the main contributions of our work:

• The tBART essentially uses the BART architecture. In this method, the latent

topics are learned over sub-words instead of documents/words as in previous work.

In addition, we transform the representation vector generated by the topic model

to convert to context space by an align function. The topic information is added in

both encode and decode processes by a general topic distribution.

• We show that the suggested model significantly outperforms a number of earlier

studies on the benchmark datasets: XSUM and CNN/DAILY MAIL

4.2 Related works

Recently, the encoder-decoder (or ”Transformers”) technique of sequence-to-sequence ab-

stractive summarization has gained widespread recognition.

The BART model‘ [3] is a generalized pre-training model based on the Transformer

model. Token masking, phrase permutation, document rotation, token deletion, and text

infilling are five pre-training approaches that are introduced. Each of these methods uses

a denoising autoencoder to add noise to the original text and then restore it. In BERT,

tokens are randomly masked through token masking. The sentences in a document are

randomly rearranged via sentence permutation. Document rotation rotates the text so

that it starts with a token chosen at random from within it. Token deletion removes

a token from the initial sentence at random. Text infilling puts a mask token into a

randomly chosen position or replaces word sequences with a single mask token. The most

accurate method is a combination of sentence permutation and text infilling. The decoder

is an autoregressive model, whereas the encoder is a bidirectional model. This pre-trained

BART model is tailored to a variety of tasks, including the summarizing task, for which

the encoder receives a document and the decoder produces a summary of it.
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A topic augmented decoder built on an RNN-based pointer-generator network was

developed by See et al. [66] in 2017 and delivers a summary dependent on the input

document and the latent subjects of the document. They find that latent themes reveal

more general semantic information that can be used to influence the decoder’s word-

generation decisions.

The ability to reflect the background impact and the implicit information passed

between texts is one of the main constraints of automatic summarization. As a general

extractive and abstractive model for summarization, T-BERTSum [67] was proposed. To

direct the acquisition of contextual information, this uses both the BERT architecture

and topic data. The model demonstrates that topic embedding is combined to produce

high-quality generation in a simple and efficient manner.

Moreover, Wang and his colleagues proposed the topic assistant model (TA) [68] for the

transformer-based models. They used a topic model to learn latent semantics. The latent

semantics are applied as an assistant model in the training process through three modules

including Semantic-informed attention (SIA), Topic embedding with masked attention

(TEMA), and Document-related modulation (DRM). Since TA is a plug-and-play model

that does not alter the original Transformer network’s structure, it is user-friendly and

compatible with a variety of Transformer-based models. Transformer+TA can be readily

fine-tuned by users using a pre-trained model; TA merely adds a few extra parameters.

Although these models have shown the benefits of merging topic models and S2S

learning, incorporating topic data into Transformer-based summarization algorithms is

still a relatively unexplored field of research.

4.3 Our approach

Topic knowledge is crucial for understanding texts, as we discussed previously. However,

the essential question is how to incorporate the topical information into textual represen-

tation. We provide a novel method to gently include the sub-word subject information into

Transformer-based language models in order to solve this issue. The figure 4.1 presents

our architecture’s specifics.

The tBART have three main components include:
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Figure 4.1: The architecture of tBART

• Topic model: It has the goal that learning the latent topics.

• Representation: It consists the embedding of context, position and topic.

• Summarization: It has an abstractive summarization based on the above two com-

ponents.

4.3.1 Topic model component

The “Topic model” components is the pre-processing for tBART. To learn latent topics,

we use a topic model as the core of component. A word-document matrix or a bag-of-

words is frequently used as the input to a basic topic modeling method like LDA [33] or

NMF [69] to express the relationship between words and documents. The representation

is independent of the document’s word order. Or, to put it another way, the document’s

words are interchangeable. Moreover, there is no relationship between the documents

in a corpus; they are all independent. Latent topics on a corpus can be found based

on statistical methods by looking at the words used in the original texts. Words and

documents are represented by topic modeling’s outputs in their own latent topic spaces.

In this component, the output is the relation of word and latent topics. The representation
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of output is the matrix W ∈ RV×k with V - the size of vocabulary; k - the number of

latent topics.

4.3.2 Representation component

To increase topic information, the modification of input embedding is necessary. In BART

model, the input embedding include token embedding and position embedding. However,

we specially add topic embedding in the representation of the input text. The “Represen-

tation” component is represent an input text S = {wi}ni=1 with m - the internal hidden

size of the transformer model n - the length of input text S. We have the token embedding

and position embedding with input text S:

Token embedding = {Ewi}ni=1 ∈ Rm×n (4.1)

Position embedding = {Ei}ni=1 ∈ R1×n (4.2)

Each sequence in the topic-based format is encoded into a topic space. The outcomes

of the topic model frequently include (i) the relationship between vocabulary tokens and

subjects and (ii) the relationship between learned corpus articles and topics. The rela-

tionship between vocabulary tokens and themes - W - is exploited in this study to encode

input text. This decision was made after taking into account how topic information could

improve the meaning of tokens. The topic information of each token is embedded into a

vector whose dimension is the number of latent topics - k. Each input text is distinguished

by a topic-term matrix of size k × n, denoted by topic embedding where k is the number

of latent topics and n is the number of tokens in each input text:

Eti = W (wi) ∈ Rk (4.3)

Topic weight = {Eti}ni=1 ∈ Rk×n (4.4)

To have topic embedding, we apply an align function between token embedding and

topic weight. With the align function, the interaction between topic and context becomes

stronger. The token embedding is multiplied with topic weight to create the Align weight

by Equation 4.5. The matrix shows the effect of the topic and context. It is the alignment

46



from context space to topic space and vice versa. After that, we convert Topic weight to

context space base on the align matrix by Equation 4.6.

Align weight = TRANS(Token embedding)× Topic weight (4.5)

Topic embedding = Topic weight× TRANS(Align weight) (4.6)

where TRANS is the transpose function.

So that, the representation of an input is show such as:

Input embed = Token embedding + Position embedding + Topic embedding (4.7)

4.3.3 Summarization component

In this component, the BART is apply as the core of the component. In BART, the

encoder is Bidirectional Encoder of BERT model‘ [1] and the decoder is Autoregressive

Decoder of GPT model [70].

The BERT encoder outputs a vector comprising sentence-level information in addition

to an embedding vector for each token in each text sequence in its input. By learning

for both token- and sentence-level tasks in this way, the decoder becomes a solid starting

point for any upcoming fine-tuning tasks. The previously stated and illustrated masked

sequences are used for the pre-training. BART empowers the BERT encoder by using

more difficult types of masking mechanisms in its pre-training while BERT was taught

using a straightforward token masking technique. Each encoder layer has mask multi-

head self attention layer and feed forward layer. After each step, layer norm was applied

to normalize.

The GPT model’s decoder utilized an architecture resembling that of the original

Transformers’ decoder section. GPT sequentially stacks 12 of these decoders such that

changing the current token computation only affects prior tokens. Above is a picture of
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Figure 4.2: Encoder - Decoder architecture

the architecture. The GPT decoder also employs the masked multi-headed self-attention

block and a feed-forward layer, as seen in the original Transformer decoder. The multi-

head attention of the transformers is chosen to help the decoder learn the soft alignment

between the summary document and the original document in order to successfully decode

the sequence and more accurately capture the encoded information.

In some related research as Topic Assistant [68], the supporting topic information is

learned from the original document in the encoder. After that, this information is pre-

sented by vector embedding and added to the decoder. However, we used a general topic

space to represent topic information in our approach. Moreover, the topic information

is added to both encoder and decoder. So that, the topic information of encoder and

decoder are uniformity when the output of encoder was used in decoder. We discovered

that the model can benefit from the knowledge communicated between these two jobs

without significantly altering its architecture to give a more comprehensive sequence.
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4.4 Experimental

4.4.1 Experimental setup

We evaluate the performance of tBART on two datasets XSUM ans CNN/Daily Mail with

statistics information shown in Table 4.1.

• XSUM: It is a dataset for evaluating abstractive single-document summarizing meth-

ods. 226,711 news articles and a one-sentence summary make up the dataset. The

articles span a wide range of topics and were compiled from BBC pieces published

between 2010 and 2017.

• CNN/Daily Mail: The English-language CNN/DailyMail Dataset is made up of

just over 300,000 unique news stories that were authored by reporters for CNN and

the Daily Mail. Although the initial version was developed for automated reading,

comprehension, and abstractive question answering, the current version supports

both extractive and abstractive summarization.

Table 4.1: The information of benchmark datasets
Dataset train/dev/test #avg length of doc #avg length of summary

XSUM
204045
11332
11334

431.07 23.26

CNN/Daily Mail
287113
13368
11490

781.6 55.6

We quantitatively compare the tBART with several previous methods based on the

ROUGE score( ROUGE-1, ROUGE-2, ROUGE-L). The baselines include: Transformer‘

[71]; BART [3]; BERTSum [71]; PTGEN and PTGEN+Cov [66]; T-BERTSum [67];

BERTSum+TA and BART+TA [68].

We chose the pre-trained of BART includes (i) facebook/bart-large-cnn ;(ii) facebook/bart-

large-xsum to apply for “Summarization” component. The LDA is used for learning latent

topics, which is better than other topic models such as GSDMM [72] as mentioned in the

study on tBERT [28], SubTST [65]. We set k = 1 for the number of latent topics. The

greatest summary generation suggestion is when k=1. When K is greater than 1, the
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model will become erratic; we have seen that word’s capacity to express many themes

is insufficient. Overall, though, many themes won’t veer off-topic much, which is more

like the summary document than the outcome of setting k to 0. Each word’s probability

distribution across topics was determined by us, and any new document can deduce its

topic distribution.

4.4.2 Experimental results

We make a comparison between the proposed method and baseline systems that is shown

the results in Table 4.2 and 4.3.

Table 4.2: Our approach - tBART on XSUM dataset with ROUGE score results

Table 4.3: Our approach - tBART on CNN/Daily mail dataset with ROUGE score results

As shown in Table 3.7 and 3.3, the first part of table is the baslines without topic

information support. The second part is the baselines with topic information support.
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The last part is our approach - tBART. Overall, the tBART significantly outperforms

baseline models in XSUM and CNN/Daily Mail benchmark datasets. The experimental

results prominently show the effectiveness of tBART.

The tBART model outperforms conventional transformer-based models in a variety of

evaluation criteria, showing that the topic may effectively collect more important details

and summarize reliable material without resorting to conventional methods. No matter

how our model is compared to the baselines, the score demonstrates its superiority, which

suggests the need for the theme to be introduced to direct the generation.

When compared with other models with topic information support, tBART also out-

performs them. The additional topic information in representation was directed to se-

mantics in sentences. The topic is raised for all encode and decode processes. It achieves

much more efficiency than just using for decoder such as Topic assistant (+ TA). With

T-BERTSum, our model is higher than 3 - 6 points on the ROUGE-1 score.

Table 4.4: Comparison of original document, gold summary and generated summaries of
baselines and our approach

The Table 4.4 provides a few generated summaries by BART and tBART. As can

be seen, topic information is used to generate some commonly overlooked words, such

as “outside” and “youtube”. It demonstrated the value of subject knowledge during the

generation process.

51



4.5 Conclusion

This chapter presents a new method for incorporating latent topic information with BART

model, called the tBART. This method aims to add information and guide semantic mean-

ing in the generation process. The experimental results show that our model outperforms

all baseline models in summarization. Hence, this indicates the effectiveness of our pro-

posed method. In addition, the tBART is built based on BART architecture, so it has

more advantages in practical applications. Our work also reveals the effectiveness of latent

topics in semantic tasks. In the future, we towards develop the latent topic online in the

learning process and increase the quality of topic information for knowledge injection.
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Chapter 5

Improving topic coherence and

impact in the interaction

5.1 Introduction

To have a better way to manage and use large digital documents, it needs techniques

to automatically discover, search, index the collections. Using probabilistic models and

modern machine learning and statistics techniques, researchers developed methods for

identifying word trends in document collections. These are referred to as ”theme models.”

The collecting and analysis of news flow, recommend systems, and the identification of

related stack overflow inquiries are all examples of applications for topic modeling. All of

these focus on revealing the latent thematic structure in the text because it is thought that

whatever text we produce, whether it be a tweet, post, or research paper, is composed of

topics like sports, physics, aerospace, etc.

Topic modeling is a common issue in natural language processing. It converts a docu-

ment into a list of general topics that appear in several documents. A popular text-mining

technique for identifying hidden semantic patterns in text content is topic modeling. If

a document contains a particular set of words, readers expect a corresponding topic and

vice versa. With a basic topic modeling method as LDA or NMF, the input of the model

often uses Bag-of-word to represent the relationship between word and document such

as a word-document matrix. The representation does not depend on the order of words

in the document. Or, to put it another way, the document’s words are interchangeable.
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Moreover, there is no relationship between the documents in a corpus; they are all inde-

pendent. Based on statistical algorithms, latent topics on a corpus can be discovered by

analyzing the words of the original texts. The outputs of topic modeling represent words

and documents in their own latent topic space.

With the expansion of social networks, we can extract latent information by applying

various text mining techniques from the vast number of instructive posts, comments,

and questions. In fact, this data source consists of a large number of short texts that

raises a big challenge for mining. In short texts, each sentence just has few words that

make existing statistical machine learning methods for natural language processing (NLP)

become ineffective because of the ambiguity induced by the less information of word co-

occurrence.

After years, there are several methods for extracting latent topics from the text such

as Latent Dirichlet Allocation (LDA) [73], non-negative matrix factorization (NMF) [69],

Pseudo-document-based Topic Model (PTM) [74], and GPUDMM [75]. In topic model-

ing, the number of words in a document strongly affects the performance of the models.

The above methods can perform well on long texts, however, the performance significantly

decreases on the short text. Thus, we can find an supporting method to improve the topic

models.

In this study, we offer the SupLeT, a novel strategy for improving latent topics re-

trieved by the topic model that combines distance metric learning (DML) [76, 77]. This

method helps to significantly improve the topic coherence and document classification

accuracy.

The following are the main contributions of our work in this chapter:

• Without considering the link between words, topic models using corpora frequently

produce incoherent topics. We are interested in coming up with a topic model

technique that could mine coherent themes by taking word vectors into account in

the relationships between words and between words and documents. As you know,

a specific type of soft-clustering model is known as a topic model [78]. So, as

support approaches, we can use contributions pertaining to cluster validation for

topic models. We aim to keep certain words on the same topic as close as possible

while trying to keep others as far away as possible by using the ability of distance
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metric learning (DML). The most similar words to the acquired latent subjects so

better illustrate their coherence.

• Our experimental results, which we present in this chapter, demonstrate that the

suggested approach significantly outperforms baselines in terms of (i) topic coher-

ence and (ii) the usefulness of topic-based representation for document classification

and semantic similarity detection on short text datasets. Moreover, we evaluate the

effectiveness of topic coherence in topic information interaction.

The chapter is organized as follows. The related researches about topic model and

distance metric learning are shown in Section 5.2. Section 5.3 briefly introduces SeaNMF,

NMF, and Distance metric learning. Section 5.4 presents our approach named SupLeT.

We demonstrate our experiments in Section 5.5. Finally, we conclude our work in Section

5.6.

5.2 Related Works

5.2.1 Topic modeling

One of the popular methods for topic modeling is Latent Dirichlet Allocation (LDA) [73]

that is based on generative probabilistic models. A fundamental premise of LDA is that

a document was created by selecting a number of subjects, and then selecting a number

of words for each topic.

Another method of LDA is LeadLDA [79] - a topic modeling method for microblog

posts. LeadLDA converts microblog posts to as conversation tree to increase context

information and reduce the sparse data problem. In specific, the model extracts main

messages - which start a topic(i.e, key aspects of previously focused topics, new topic) in

conversation, called lead message and follower messages - which do not give the new topic,

only echo topic(i.e, reply post, repost post). The model has difficulty with the ambiguity

caused by the little information from the appearance.

In recent years, Deep learning was used as the approach for topic model. Approaches

using it in topic model had good results as neural topic models(NTM) [34]. With this

model, backpropagation training is possible within the context of neural variational infer-
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ence. Additionally, using a stick-breaking structure, we suggest a recurrent network that

is comparable to Bayesian non-parametric topic models in that it can find a notionally un-

limited number of topics. In 2019, Adversarial-neural Topic Model(ATM) [35] is the first

time adversarial training for topic modeling. This model tried to capture the semantic

patterns among latent topics by the generator network and discriminator network.

Some techniques used topic model variations for short text data to mitigate the conse-

quences of topic modeling’s sparsity problems. Biterm topic model (BTM) [80] is a method

that learn topic based on a model about the generation of term co-occurrence patterns

in the corpus. In order to address the issue of sparse word co-occurrence patterns at

the document level, the advanced BTM employs an explicit model of word co-occurrence

and aggregated patterns in the entire corpus. Next then, Variational Auto-Encoder Topic

Model (VAETM for short) [81] is propose as solution for short text. The model used

large-scale information to combine the word embedding and entity embedding as input

of model. This combination tried reduce the lack of word co-occurrence patterns when

apply transitional methods for short text.

In another way, Non-negative matrix factorization(NMF) [36,37] is an interesting solu-

tion for topic modeling. It is a method fit for short text datasets. From the perspectives

of consistency across several runs and early empirical convergence, this technique has

many practical benefits. Xiaohui et al. [38] used a factorized symmetric term correla-

tion matrix for topic modeling. This approach aims to teach subjects by studying the

concept of correlation data. The method computed term correlation in short texts by

representing each term with its co-occurring terms in order to derive accurate topics from

term correlation data. The topic learning problem on the concept of a correlation matrix

was then developed utilizing symmetric non-negative matrix factorization. However, the

model is not reliable and stable. The SeaNMF model [69] was proposed to learn topics

from the short text in WWW 2018. The model combines document-word relation and

word-context relation(semantics relation) as inputs. This relation build by the skip-gram

view on the corpus. The model is solved using a block coordinate descent algorithm. It

is effective to solve topic model problems for sparse data as short text.
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5.2.2 Distance metric learning

Over last years, distance metric learning robustness effect for many pattern recognition

problems. The idea of distance metric learning is to use the distance between samples

to improve the performance of learning methods. One of its applications is to improve

nearest neighbors classifiers (k-nearest neighbors classification). The most popular algo-

rithms are LMNN and NCA. In 2005, Neighborhood Component Analysis(NCA) [82] was

introduced by Jacob Goldberger. The k-Nearest Neighbor classification algorithm uses

the Mahalanobis distance measure, which can be learned using the NCA technique. In

order to reduce the leave-one-out error anticipated by the nearest neighbor classification,

it attempts to learn a linear transformation. Our classification model, in contrast to ex-

isting approaches, is non-parametric and makes no assumptions on the structure of the

class distributions or the borders between them.

Another distance metric learning approach with the explicit goal of making closest

neighbors classifiers more accurate is called Large margin nearest neighbor(LMNN) [76,

77]. This method’s goal is to optimize number of nearest neighbors has the same class and

try to keep samples from different class as far away as possible by a large margin. The

learning process uses 2 penalties(Pull and Push) for samples in the local neighborhood.

5.3 Background

5.3.1 Non-negative Matrix Factorization - NMF

The process of non-negative matrix factorization involves splitting the original matrix

into two smaller matrices, with the advantage that none of the three matrices include any

negative elements. It is helpful while evaluating high-dimensional data objects. The NMF

model in topic models is on par with the LDA model in terms of generative probabilistic

modeling. With a group of documents that has N documents and the number of terms

in vocabulary is M , we will have a term-document matrix A. The column of A showed a

bag of terms and a document on vocabulary. Using NMF for this matrix A was built for

two output matrices W,H. Matrix A. approximates the product of these two matrices.

Objective function of NMF can formula such as:
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ONMF = minW,H≥0||A−WHT ||2F (5.1)

More detail, matrix A has size M words × N documents. We have two matrices

after factoring with the K subject. The word distribution in the topic is represented

by the matrix W . Each column represents the presence of a vocabulary topic. The

size of W is M words × K topic. The subject distribution in documents is displayed

in the matrix H. Each row represents the document’s latent topic space. Size of H is

N documents×K topic.

5.3.2 Semantics-assisted NMF - SeaNMF

SeaNMF [69] is a non-negative matrix factorization-based model for extracting ideas from

short texts. In order to use the information in its learning process, SeaNMF increased

the semantic information. Pointwise mutual information (PMI) [83] is explained by the

representation of semantic information. The term-document matrix A and the semantic

correlation matrix S were used as the model’s inputs by SeaNMF. The link between

keywords and their contexts is displayed in the matrix S. (word-word relation). The

SeaNMF model has factorized to produce three output matrices including: W , Wc, and

H, given input matrices and the K number of topics. The word distribution in the topic

is represented by the matrix W . Each column represents the presence of a vocabulary

topic. The distribution subject in documents is displayed in the matrix H. Each row

represents the document’s latent topic space. There is a new output matrix in SeaNMF

called Wc. The word in semantics context is represented by the matrix Wc.

5.3.3 Distance metric learning

Over the last years, distance metric learning affected many pattern recognition problems.

The idea of distance metric learning is to use the distance between samples to improve

the performance of learning methods. One of its applications is to improve nearest neigh-

bors classifiers (k-nearest neighbors classification) [84]. The most popular algorithms are

LMNN and NCA.
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Large margin nearest neighbor - LMNN

One of the most popular Mahalanobis distance learning techniques [85, 86] is the large

margin nearest neighbor, or LMNN [77]. The approach was made to function with nearest

neighbor classifiers. The effectiveness of the nearest neighbor classifier may be enhanced.

The foundation of LMNN is the notion that samples’ labels will be more trusted if their

closest neighbors share those labels.

Give a set of samples: X = {x1, x2, x3, ..., xn} and their labels: Y = {y1, y2, y3, ..., yn}.
Consider three samples xi, xj, xk: xj is target neighbor of xi, xk is impostor.

S = {(xi, xj) : yi = yj; xj is neighbor of xi}
R = {(xi, xk) : yk �= yi; xk is neighbor of xi}
The distance between each sample in dataset X is used to generate a perimeter after

the target neighbor has been determined. In this perimeter, there was no sample difference

label, therefore LMNN attempted to learn a distance. As a result, a margin is created

using the perimeter’s radius. Any sample from another class that crosses this line is

referred to as a impostor. Now, LMNN moves the target neighbor closer while attempting

to keep imposters at a minimum distance.

Two penalties are used by LMNN during the learning process. The first one penalizes

distant target neighbors (εpull) and the second one penalizes nearby impostors(εpush).

Combining the two penalties mentioned above with the parameter t, which manages

the ”pull/push” trade-off, yields the LMNN objective function:

OLMNN = min {(1− t)εpull + tεpush} t ∈ [0, 1] (5.2)

Neighborhood Components Analysis - NCA

In 2005, Neighborhood Component Analysis(NCA) [82] was introduced by Goldberger.

With the intention of minimizing the leave-one-out error anticipated by the nearest neigh-

bor classification, NCA seeks to learn a linear transformation. Our classification model,

in contrast to existing approaches, is non-parametric and makes no assumptions on the

structure of the class distributions or the borders between them.

They use the decomposition M = LTL and define the probability pij that xi is the
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neighbor of xj by calculating the softmax likelihood of the Mahalanobis distance:

pij =
exp(−||Lxi − Lxj||22)∑
l �=i exp(−||Lxi − Lxj||22)

pii = 0 (5.3)

The stochastic nearest neighbors rule’s likelihood that xi would be correctly classified is

then:

pi =
∑

j:j �=i,yj=yi

pij (5.4)

Finding the matrix L that optimizes the total likelihood of being properly classified is

the goal of optimization.

L = argmax
∑
i

pi (5.5)

5.4 Support learning for topic modeling

In this section, we put up a fresh idea for raising the standard of the lesson learnt. The

strategy is built on distance metric learning’s capacity to support the model.

5.4.1 The general idea

As mentioned in the “Background” section, topic models typically employ an unsupervised

approach to effectively learn latent topics. To improve quality, we want to continuously

improve the latent topics they have learned. Our method was built base on the idea

of topic models which use the factorization method. Thus, in this research, we focus

to develop 2 methods: non-negative matrix factorization(NMF) and semantics-assisted

non-negative matrix factorization(SeaNMF).

Note that, NMF uses the term-document matrix A as the input of the model. Addi-

tionally, SeaNMF uses two matrices as its input: the semantic matrix S and the word-

document matrix A. Bag-of-words was employed by word-document matrix A to depict

the relationship between word and document. By calculating PMI, a measure of associ-

ation, the semantic matrix S was created. Two matrices are initialized using a corpus

as their foundation. However, an assumption is given: inputs matrices are not the most

optimal when learning latent topics. So, we need to define a transformation f which will

create appropriate inputs for topic modeling.
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f(X) → X ′ (5.6)

To create new input matrices that have high quality, the method needs a benchmark for

the learning process. Normally, the learning methods use object function (unsupervised

learning) or label (supervised learning) to do it. With the SeaNMF model, the model

used a new objective function which is built by the objective function of the NMF model.

Most methods for topic modeling are unsupervised learning methods. Some cases learned

topic based on label class of document classification problem. From this, we proposed to

choose an object to be the label to learn. The difference from the label of the normal

topic model, latent topics are used as goal labels in our method. The correct learned

topics support fixing the wrong learned topics.

With the above ideas, we propose a method that incorporates the topic model with

distance metric learning (DML) for topics refinement. The purpose of this approach is

that: (i) for each word, assign the most likely topic determined by the topic model, which

is referred to as a soft label for such a word; (ii) with soft labels and DML, learns a

transformation f to update input matrices of topic modeling method. As a result, the

new input carried over the substance of the latent topic from the previous phase after

being refined. Next section, we will discuss this in more detail.

5.4.2 The proposed method

Overview of proposed method

The proposed method is presented in Figure 5.1 and Figure 5.2. Our model consists of

three main components: Topic learning, Pooling, and Distance metric learning. The first

is “Topic learning”. Its function is to learn latent topics from corpus by a topic model

(eg. NMF model and SeaNMF model - which were introduced in section 5.3). Based on

the results of “Topic learning”, the “Pooling” continue do its mission. In this component,

we extract temporary labels for refinement. The method that learns latent topics often is

the unsupervised learning method. It does not have the labels in the training data. As

a result, labels are needed to be the basis for the next component. Finally,the “Distance

metric learning” component is to base on learned latent topics to optimize input matrices
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Figure 5.1: Support learning for Topic Model with the standard NMF model

in refinement process. After learning by three components, SupLeT finished after T time

steps.

Topic learning component

The “Topic learning” component is to apply a topic modeling for a corpus to learn latent

topics. With the NMF model, the input is a term-documents matrix A. As the above

introduction, the matrix A represents the relation of word and document by bag-of-words

algorithm. Another example is the SeaNMF model. With a corpus, the term-document

matrix A and semantic matrix S were built as the input of the SeaNMFmodel. To improve

the NMF model, the semantic information is added in the SeaNMF model by the matrix S.

The skip-gram model on the corpus is used to learn the semantic relationships between

words and their situations. It was shown that the skip-gram is useful for identifying

word semantic links and fitting factorization techniques. Matrix S is the result of this

component. In this component, topic modeling receives input matrices to generate the

output. The relationships word-topic and document-topic were represented by the output.

We can analyze an example of the SeaNMF model. With two input matrices A and S,
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Figure 5.2: Support learning for Topic Model with the standard SeaNMF model

SeaNMF model divided into three lower-rank matrices - W (word-topic), Wc (context-

topic) and H (document-topic). When starting, matrices W , Wc, and H used initialize by

random non-negative real numbers. And they are updated in each iteration. The number

of iteration T ′ set up by the user. The final state of lower-rank matrices determined when

the objective function converges or the number of iteration get over T ′.

Pooling component

In supervised topic modeling approaches, goal labels of documents in document classifi-

cation problem often choose to use in the learning process. The labels can be considered

“topic” at a high-level because the number of classes in document classification is not so

much. In each this class, there is a lot of sub-class (class in low-level). The sub-class is

hidden under high-level topics and quite difficult to find them. In our research, we use

sub-class as the label in the learning process. In other words, the latent topic learned by

topic modeling is chosen to become a label in the SupLeT model.

As we see, the relationship between words, documents, and latent topics is a result of
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topic modeling. Thus, one of the output matrices of the SeaNMF model is the source to

extract labels. We used a term-topic matrix W as an input of the ”Pooling” component.

In this component, the goal is to extract labels for the next component. The idea of this

component is that used learned topics to improve the topics in the refinement process.

Therefore, we use the fittest latent topic for each word as the label and called with the

name “Soft label”.

Let W be a representation matrix of the relationship between word and topic. Each

row of matrix W represents the probability of a word with K topic in latent topic space.

So, a word was represented by a vector K-dimension. i− th elements in vector show the

connection of this word with i− th topic. If i− th element is higher than j − th element,

the word represents for i − th topic better than j − th topic. Based on this character, a

soft label can be defined as follow:

Label of W (row, :) = Topic k

if value W (row, k) is maximize in W (row, :)

0 ≤ k < K

For example: given a matrix term-topic W with number latent topic is 3. So, the

label set contains three elements as follow: 0,1 and 2 fit with numerical order column in

matrix W . Each row in W matrix is a word in the vocabulary and we can extract the

word’s label as follow:

W =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.024 0.0265 0.0153

0.209 0.0214 0.0245

0.019 0.0223 0.25

...

0.00226 0.224 0.0256

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

→

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

0

2

...

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

However, those labels are not permanent. They were created by the topic model in the

”Topic learning” component. And, they change after each time running this model. In

the SupLeT model, a time step finishes when all components (“Topic learning”, “Pooling”

and “Distance metric learning”) complete running time. Soft labels only exist in a time

step and continuity changes in the next time step.
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Distance metric learning component

After running the “Pooling” component, every word in the vocabulary has an associated

soft label. With these soft labels, the ”Distance metric learning” component can action.

The goal of this component is to transform two matrices A and S with the SeaNMF model

and matrix A with the NMF model for fitting into topic modeling. We continue with an

example about the SeaNMF model.

As introduced in section 5.3, distance metric learning is an approach to develop learn-

ing methods based on learning distance. The methods following this approach are very

diverse and abundant such as Neighborhood Component Analysis - NCA and Large mar-

gin nearest neighbor - LMNN. Each method fit to increase the quality of the type of

learning method. For example, NCA and LMNN often use for clustering problems. In

some surveys, document clustering and topic modeling are two closely related tasks. The

approach of topic modeling also is quite similar to soft clustering. Thus, we choose a

learning distance method as the Large margin nearest neighbor(LMNN). LMNN is an

approach driven by the nearest neighbor to improve the performance of clustering and

classification [87]. So, LMNN can support the topic modeling method to increase quality.

In “Large margin nearest neighbor” section, LMNN was introduced that it uses input

include: dataset X = {x1, x2, x3, ..., xn} and their labels: Y = {y1, y2, y3, ..., yn}. When

we use our methodology, dataset X is the corpus’s vocabulary, and each word is a sample.

Each sample in the collection does, however, have two representations, which correspond

to two matrices A and S:

• With term-document matrix A: It defined as a matrix that show the relationship

of word and document. A sample(a word) is represented by a vector N -dimensions.

Note that, N is the number of documents in the corpus.

• With semantic correlations matrix S: It defined as a matrix that show the rela-

tionship of word and their contexts. A sample(a word) is represented by a vector

M -dimensions. Note that, M is the size of the vocabulary.

And their set labels Y is soft label obtain soon the result of the “Pooling” component.

With dataset X and their labels Y , the k-nearest neighbor algorithm was applied. At

the same time, the object impostor and targetneighbor also determine. In this case, the
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target neighbor is the documents that have the same latent topic and cluster. And, an

impostor is the documents which have the difference latent topic and in a cluster. A

document can either an be an impostor in a cluster or a target neighbor in other clusters.

When we had full things needed, the learning process of “Distance metric learning” can

start. Given a pair of words (wi, wj), representation vector of di is �wi, wj is �wj. The

distance between word wi and word wj is calculated based on the Mahalanobis distance

as shown in (7):

dM(wi, wj) =
√
( �wi − �wj)TQ( �wi − �wj) (5.7)

The value of �w is extracted from term-document matrix A or semantic matrix S. The pe-

nalizes (εpull) and (εpush) for impostor and target neighbor are calculated such as equation

(8) and equation (9).

εpull =
∑

xi,xj∈S
d2M(xi, xj) (5.8)

εpush =
∑

xi,xj ,xk∈R
[1 + d2M(xi, xj)− d2M(xi, xk)]+ (5.9)

After that, matrix Q is determined by the objective function of LMNN:

min {(1− t)εpull + tεpush} t ∈ [0, 1] (5.10)

After finding matrix Q, transformation matrix L which use to transform object is

determine based on equation Q = LTL. We used two times LMNN to find two transfor-

mation matrices for A and S. The updated of matrix A - A′ and matrix S - S ′ transformed

into metric space by:

A′ = ALT
1 (5.11)

S ′ = SLT
2 (5.12)

In the next time step, the new matrix A′ and S ′ will be used as input of the SeaNMF

model. And the condition about non-negative also checks with A′ and S ′. With size of

A′ is M words×N documents, S ′ is M words×M words:

A′(i, j) =

⎧⎪⎨
⎪⎩
0 ⇔ A′(i, j) < 0

A′(i, j) ⇔ A′(i, j) ≥ 0

0 ≤ i < M ; 0 ≤ j < N (5.13)
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S ′(i, j) =

⎧⎪⎨
⎪⎩
0 ⇔ S ′(i, j) < 0

S ′(i, j) ⇔ S ′(i, j) ≥ 0

0 ≤ i, j < M (5.14)

A time step in a loop comes to an end here. The procedure employs time steps of T .

However, the best state may be not the last time step. With SupLeT, we set a

condition to show the best state of model: use measure evaluate of topic model Topic

coherence. Topic coherence [88] is a popular measurement used to evaluate topic models.

In the ”Experiments” section, we will introduce it in more detail. When SupLeT runs,

each time steps created output matrices W,Wc and H. Based on matrix W and co-

occurrence matrix, topic coherence was calculated by the average of PMI of latent topics

after running SeaNMF. And it determined the best state in a loop: the time step which

has the maximum topic coherence score is the best state. Matrices output of this time

step will be saved to use for other tasks. We used both of two ways (T time steps and

the best state) to refinement topic modeling in 5.5 section.

5.5 Experiments

5.5.1 Topic coherence

Datasets

All experiments were conducted with the benchmark datasets as reference [69, 89–91].

The datasets we used include:

• TagNews1: It is a component of the TagMyNews dataset. It is news that has been

culled from popular newspaper websites’ RSS feeds. Sport, Business, Entertainment,

US, World, Health, and Science & Technology are the categories.

• Question 20022: The learning question classification studies used this dataset by

Xin Li, Dan Roth [90].

• StackOverflow3: The dataset used by Jiaming Xu et al. [89] in VSM-NLP work-

shop NAACL 2015. It is questioned in StackOverflow from July 31st to August

1https://github.com/isthegeek/News-Classification
2https://cogcomp.org/Data/QA/QC/
3https://github.com/jacoxu/StackOverflow?
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14th, 2012.

• Yahoo: This dataset is a part of Yahoo dataset for research - Yahoo! Answers Man-

ner Questions, version 2.04. The questions and answers posted to Yahoo! Answers

are all accessible to any web user who wants to peruse or download them. A portion

of the Yahoo! Answers corpus makes up the data that we have gathered. In our

dataset, we divide the question and answer into two corpora: Yahoo questions and

Yahoo answers. Each pair question-answer has subject from ten different categories.

• Yelp review5: It is a subset of the reviews on Yelp. It was initially created for

the Yelp Dataset Challenge, which gives students the opportunity to explore and

share their findings after conducting research or analysis on Yelp’s data. The label

of each sample is 1,2,3,4 and 5 for sentiment analysis.

• MSRP6: The Microsoft Research dataset for sentences with two labels each contains

sentences from news stories in pairs.

• Quora7: The dataset for Quora question pairs consists of question pairs with two

labels. The objective is to determine what pair.

Evaluation metrics

To assess the effectiveness of our model, we used experiments to evaluate the following

points: (i) the coherence of the topics; (ii) the efficiency of topic-based representation for

categorizing documents and identifying semantic similarities.

In the first experiment, a measure of topic coherence used to represent the coherence

of the topic in terms of their interpretability. A common approach of evaluation for topic

models is topic coherence [88]. This measurement is word-based.The overall concept

is to show the top-ranked subject words to human annotators who label topics with

coherence scores after using the input from automatic coherence calculation methods.

Topic coherence score calculated by the average/median of the pairwise word-similarity

4https://webscope.sandbox.yahoo.com/catalog.php?datatype=1
5https://www.kaggle.com/omkarsabnis/yelp-reviews-dataset
6https://www.microsoft.com/en-us/download/details.aspx?id=52398
7https://www.kaggle.com/c/quora-question-pairs
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scores of the top-ranked words (typically 5 or 10) in the topic. Normally, pointwise mutual

information (PMI) often used to calculate topic coherence.

We consider an equation to calculate topic coherence. With a topic, k, the equation

used to calculate topic coherence of topic k is :

TCk =
2

n(n− 1)

∑
1≤i≤j≤n

log
p(wi, wj)

p(wi)p(wj)
(5.15)

where n is top-n words in topic k. p(wi, wj) is the probability of word wi, wj co-occurring.

p(wi) and p(wj) is marginal probability of wi, wj. The methods used the average PMI on

all topics to evaluate.

Topic Coherence =

∑K
k=1 TCk

K
(5.16)

Coherent topics, or subjects with high topic coherence scores, are produced by a good

model. T.Shi [69] compares SeaNMF with other cutting-edge models using these metrics.

Besides, document classification and semantic similarity detection can be used to eval-

uate the topic model. The goal is to consider the effect of the learned topic on the per-

formance of these tasks. With document classification, we only use the latent topic as a

feature of the classification model. The difference from the first experiment, all elements of

the dataset used, include content and label (this label is not the soft label in our method).

To assess the categorization system’s quality, fivefold cross-validation was performed. A

dataset has a 4:1 random split between training and test data. To classify document in

this experiment, the classify model used 1 layer Fully Connected. The quality is measured

by 3 measures: Precision, Recall, and F1-score.

With semantic similarity detection, we applied the tBERT [91] model to compare

semantic similarity between a pair of text. This model combined the topic model with

BERT to improve performance. The result is well than the standard BERT. Based on

this model, LDA is changed by NMF, SeaNMF, and SupLeT to appraise the quality of

the improving topic model on benchmark datasets MSRP and Quora. The performance

is measured by F1-score.
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Results

With two methods for distance metric learning, we compared them on three datasets:

Agnews, StackOverflow, and Tagnews to choose the best method for SupLeT. The exper-

iment used the Topic coherence to evaluate. We analyze these methods based on average

score and maximum score on three times loop. The result of this experiment is shown in

Table 5.1. On all three datasets, LMNN is outstanding to NCA with the average score and

maximum score. In our experiments, LMNN is the chosen method used in the support

learning process.

Table 5.1: Topic coherence of SupLeT based on SeaNMF model with 2 type of distance
metric learning: NCA and LMNN

Agnews
Stack

Overflow
Tagnews

NCA
Max 3.708 1.889 3.297
Avg 3.331 1.623 3.256

LMNN
Max 4.768 3.133 3.464
Avg 4.361 2.652 3.413

In the next experiment, we continuously use topic coherence as a measure to evaluate.

To prove the effectiveness of distance metric learning in the support process, we applied

both Non-negative metric factorization (NMF) and Semantics-assisted NMF (SeaNMF).

And they were compared with a popular method on topic modeling - Latent Dirichlet

allocation(LDA).

• Latent Dirichlet allocation (LDA): an illustrious baseline method in topic mod-

eling. In this paper, we use the implementation8 of LDA on scikit-learn.

• SupLeT - NMF: this is a version of support learning for topic modeling with NMF.

In this version, LMNN was used for the support process with a transformer matrix

(L).

• SupLeT - SeaNMF: this is a version of support learning for topic modeling with

SeaNMF. In this version, LMNN was used for the support process with two trans-

former matrices (L1, L2).

8https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
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The number of topics is 100 in this experiment. The number of top-keywords is 10. We

analyze the result of the experiment with the parameters in Table 5.2.

Table 5.2: Topic coherence result on datasets

Agnews
Stack

Overflow
Tagnews

Yahoo
answers

Yahoo
questions

Yelp
review

LDA 1.187 0.675 2.023 0.807 0.904 0.129
NMF 1.709 1.000 2.484 1.386 1.853 0.485
SeaNMF 3.814 1.838 3.287 4.843 4.379 4.872
SupLeT - NMF 3.471 1.940 1.907 3.284 3.491 2.363
SupLeT - SeaNMF 4.768 3.133 3.464 6.771 4.415 4.886

From Table 5.2, we notice that our approach outperforms the baseline model LDA.

Using distance metric learning to support the topic model showed significant improvement

when compared with baseline. With the standard NMF and SeaNMF, SupLeT - NMF,

and SupLeT - SeaNMF displayed the advantage. All 6 datasets which we were used in

this experiment are short text datasets. They are the best suitable for SeaNMF, which

works well on short context data. However, our approach can improve the performance

of SeaNMF and NMF by about 1-2 units on topic coherence score. It implies distance

metric learning can learn more coherent latent topics.

In addition to the topic coherence, document classification used to compare the meth-

ods in our experiment. We can see the result in Figure 5.3. All four datasets: Ag-

news, Tagnews, Yahoo answers, and Yahoo questions presented the effectiveness of our

approach. With traditional methods as LDA, the approach has a significant improve-

ment on three evaluation scores: Precision, Recall, and F1-score. The SupLeT-NMF and

SupLeT-SeaNMF perform better than their standard model. It showed that distance

metric learning adjusted effectiveness input matrix for the topic model can more easy to

learn. With some time to learn, support learning methods condensed important informa-

tion about the topic and added it to the input matrix. The result on Yahoo answers and

Yahoo questions is not outstanding because the context of them is very short. All the

standard methods and the update methods also difficult to catch.

Semantics similarity detection is another task which we used to analyze the effective-

ness of support learning for the topic model. The result of the experiment is showed in

Figure 5.4. The SupLeT proved that the latent topic information increased in refinement

learning. With two datasets MSRP and Quora, SupLeT outperforms the baseline models.
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SupLeT-NMF and NMF SupLeT-SeaNMF and SeaNMF

Figure 5.3: Document classification result on datasets
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SupLeT-NMF and NMF

SupLeT-SeaNMF and SeaNMF

Figure 5.4: Model performance on MSRP and Quora dataset

The average length on a sample of MSRP is 37.29 tokens and the average length on a

sample of Quora is 24.76 tokens. With the ability of the standard models (SeaNMF for

short text), SupLeT-SeaNMF can work well on Quora and SupLeT-NMF fit with the

MSRP dataset.

We identify related topics from SupLeT-SeaNMF and SeaNMF based on the top-10

keywords after learning latent topics on TagNews and StackOverflow datasets. Table 5.3

displays the top ten keywords in the retrieved list for the chosen topics. As we can see,

”Sport” and ”Japan news” are two of TagNews’s latent topic. The topics chosen from

StackOverflow concern ”Visual Studio”.

In the top-10 keywords, we can see a number of related words that represent topics
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of SupLeT-SeaNMF are more than in SeaNMF. In “Sport” category, we consider 2 to

groups: SupLeT-SeaNMF 6 and SeaNMF 34. “6” and “34” are numeral order topic in

latent topic groups. As we can see, SupLeT-SeaNMF 6 has 8/10 keywords which have

close relation with “Sport” such as basketball, soccer, league. Only two words “global”

and “uconn” can be difficult to see the relation with the category. However, SeaNMF

34 only has 6/10 keywords. It proved that SupLeT-SeaNMF completes the goal of the

model. Latent topics were refined and had clear representation.

Table 5.3: Top 10 keywords of several discovered latent topics by SupLeT-SeaNMF and
SeaNMF

Dataset Category Index of topic Top 10 key words

TagNews
Sport

SupLeT-SeaNMF
6

league
basketball

play
global

champions

semi-finals
soccer
uconn
winning
fans

SeaNMF 34

keeps
winning

semi-finals
champions
roundup

nbc
basketball
drought
play-off
share

Japan
SupLeT-SeaNMF

42

japan
nuclear
trust
crisis

government

shut
rescue
reactors

radioactivity
quake

SeaNMF 10

japan
street
wall

nuclear
worries

deals
stocks
dow
rescue
quake

StackOverflow
Visual
Studio

SupLeT-SeaNMF
2

Visual
Studio
Window

FreezingTFS
Might

screen
IFEnd

Refactoring
Structured
IntelliSense

SeaNMF 2

Visual
Studio
project
Code
Using

projects
Can

Keyboard
build
Setup
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5.5.2 Impact of topic coherence in interaction

To evaluate the impact of the imporve topic cohenrence in interaction, we try to change

the topic model method of SubTST and tBART by SupLeT-SeaNMF in Chapter 3 and

Chapter 4. With SubTST, we choose the setting includes :(i) train topic:the parameters

of topic embedding are learnable and updated during training process by the objective

loss, (ii) mean: Mean point out the strategy of pooling layer of SubTST. The results are

showed in Table 5.4,5.5 .

Table 5.4: Experimental results on semantic textual similarity with BERTbase and two
option of topic models (unsupervised; STS unlabeled texts).

Table 5.5: Results of methods on CNN/Daily Mail datasets based on ROUGE score

As shown in Table 5.4 and 5.5, the effectiveness of the improve topic coherence are

showed. Overall, the topic information interaction with SupLeT is higher than using the

LDA model. The enhancement of topic coherence has clarified the semantics of words in

the topic space. The increased coherence makes it easier to represent topic information.

The vector representation of topic information is also more accurate. It is necessary for

topic interaction. In the interaction, the quality of each element needs to be seriously

considered. So that, if can improve the element’s performance, the interaction also has a

certain development about performance.

About SubTST, STS benchmarks datasets’s structure is the pair of sentences. The

length of each sentence is quite short. This is the available for SupLeT-SeaNMF, because

SeaNMF is a topic model for short text. So, SubTST with SupLeT-SeaNMF has a big
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variability. Oppositely, the benchmark dataset of tBART is long documents (the average

length is 431 for XSum, and 781 for CNN/Daily Mail). The support of SuperT-SeaNMF

becomes weak than when used for SubTST.

5.6 Conclusion

A technique to hone latent subjects is presented in this chapter. Our strategy suggests

combining topic modeling and distance learning (NMF and SeaNMF). The learning dis-

tance process uses the large margin nearest neighbor (LMNN). Latent themes are used

as labels by LMNN, and the word ”sample” is used. The topic model’s input matrices

are updated by this learning process, which also produces a transformation matrix. On

datasets, we contrasted SupLeT with conventional approaches. Experimental findings

demonstrated that our model outperforms the standard models. In future works, SupLeT

needs to change the calculation method of the “Distance metric learning” component.

Currently, the time for learning of “Distance metric learning” component in SupLeT is

not small. We should work to speed up processing and enhance the model’s functionality

in order to use it in a real-time system. At the same time, we try to develop the model

to apply for other tasks such as aspect mining [92] and sentiment analysis [93].
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Chapter 6

Conclusion and Future work

6.1 Conclusion

In this thesis, we study the task of Semantic Parsing in NLP, which plays a key role

in building human language interfaces, or human-machine communication. The main

findings and our contributions are discussed and discuss and summarized as follows:

• Topic information is an important role in Natural language understanding. Dif-

ferently from context, the topic brings meaning to covering general documents. It

provided a general view for a group of words, and texts to clearly understand the

meaning.

• Based on the analysis, topic information great support for transformer-based lan-

guage models about semantics. Language models learn context information. How-

ever, context is local information, topic is global information. The combination of

topic and context give a full view of the semantics of the text.

• With outside interaction, this method gives a combination based on concatenat-

ing two representation vectors. The topic information is added to the output of

the transformer-based language model to represent input text. The fine-tuning

process is based on Siamese Networks. The outside interaction keeps the original

transformer-based language model. In this method, the topic vector only affects the

surface of the language model by the special structure.

• With inside interaction, this method gives a combination based on transferring the
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representation vectors and adding in the same space. The representation vector

of the topic is transferred to context space by an align function. After that, it is

injected into the input representation of the transformer-based model.

• The quality of the topic affects the performance of the interaction. Based on

SupLeT, we have the high-quality topics. The high-quality topic improves both

SubTST(outside interaction) and tBART(inside interaction).

6.2 Future work

Based on the current results, there are some potential directions that can be further

studied in the future work:

• In this dissertation, topic information is embedded with subwords-unit to represent

the sentence vector. However, words, phrases, or all sentences have meaningful

than subwords. Furthermore, these representations can be injected into the self-

attention mechanism of each input sentence. Improving topic representation with

the hierarchical level can more support other semantic tasks.

• The two direct tasks of this research are semantic textual similarity and summa-

rization. However, topic information interaction also supports other semantic tasks

such as generation, question answering, or information retrieval. The application of

the advance of the research can have effects on the tasks.

• Based on the analysis of SubTST and tBART, the topic model is built as a pre-train

model. If the context learning process and topic learning process can take at the

same time by the neural topic model technical, the training time can reduce. This

is one of our future works.
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