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Abstract

This dissertation proposes an approach to visualizing/graphically animating state machines
based on Gestalt principles for humans to find invariants of the state machines. This approach
mainly addresses the question “Can Gestalt Principles help humans to understand state ma-
chines well?,” where to understand state machines is defined as knowing invariant properties
of the state machines. The more humans know invariant properties of the state machines, the
better humans understand the state machines.

State machine visualization is one possible way to make humans gain insights into state
machines because humans are good at visual perception. Graphically animating state machines
is one approach to state machine visualization. To graphically animate state machines, it is
necessary to design what are called state picture templates such that a series of state picture
template instances (or state pictures) can be regarded as a movie film. Any state picture
templates of a state machine do not work well for our purpose, and we need to carefully
design a state picture template of a state machine so that graphical animations based on it
help humans to find likely invariants of the state machine. We use Gestalt principles, a set
of principles/laws that describes how humans group similar elements, recognize patterns, and
simplify complex images when humans perceive visual objects, to design state picture templates
of state machines. Because likely invariants of a state machine may not be true invariants of the
state machine, we first use model checking to check if likely invariants have counterexamples
and then use interactive theorem proving to judge if likely invariants left are true invariants of
the state machine. We basically use a tool called State Machine Graphical Animation (SMGA)
that takes a state machine template and a state sequence of a state machine, and generates a
graphical animation of the state machine. However, SMGA is not mature enough.

This dissertation addresses how likely invariants of protocols/systems can be found by hu-
mans who use the graphical animation approach. In particular, this research shows the im-
portance of the state picture template and gives practical tips for users to design complex
protocols/systems. Those tips are inspired and evaluated by Gestalt principles. We also pro-
pose guidelines of how to use the tips for finding likely invariants. To make the guidelines more
effective, SMGA is revised by integrating it with Maude, a specification/programming language
and processor that is equipped with many useful facilities, such as a reachability analyzer (the
search command), a parser for context-free grammars plus associative-commutative (AC) bi-
nary operators and a pattern matcher for the grammars plus AC binary operators. The revised
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version of SMGA is called r-SMGA in which such powerful features of Maude can be used. The
search command can be used as an invariant model checker.

Case studies are conducted to demonstrate the usefulness of the proposed approach and
r-SMGA. Based on experiments with new features of r-SMGA and the guidelines proposed,
several likely invariants are found, and most of them survive with the search command feature
of r-SMGA and are proven true invariants with interactive theorem proving. When conducting
interactive theorem proving for a likely invariant that has survived with the search command,
we can use some of other such likely invariants as lemmas, provided that we have found an
enough number of likely invariants of a state machine.

Keywords: state machine graphical animations; r-SMGA; likely invariant discovery; Gestalt
principles; interactive theorem proving.

ii



Acknowledgments

Firstly and foremost I would like to gratitude to Professor Kazuhiro Ogata for his endless
support and great encouragements not only in research but also in his experience of life. His
immense knowledge and plentiful experience have encouraged me all the time in my academic
research. Being a student in his laboratory is the proudest of my life. He cares so much about
my work and gives me advice, comments, and great ideas to make my research keep on track.
He always motivates me to improve myself day by day. I always remember his sentences when I
am in a difficult time “We cannot change the past, although you may want to reflect on yourself
to avoid the same mistake again. You should look forward.”, his sentences help me to overcome
the difficult time. No words can describe what he has done for me and I am indebted to him.

Secondly, I would like to give special thanks to Associate Professor Adrián Riesco who is my
supervisor of the minor research topic, and the committee members Professor Kunihiko Hiraishi,
Professor Toshiaki Aoki, Associate Professor Nakamura Masaki, and Associate Professor Fuyuki
Ishikawa for their encouraging words, detailed comments, and rich suggestions that have been
very important for me to improve my work as well as complete the dissertation. Especially,
Associate Professor Adrián Riesco who is an expert in Maude, and his immense knowledge and
plentiful experience have supported me in Maude integration.

Thirdly, I would like to express my special thanks to the Doctoral Research Fellow (DRF)
at JAIST, the NEC C&C Foundation, and SHIBUYA Science Culture and Sports Foundation
for financial support during my Ph.D. study at JAIST. I also would like to give deep thanks to
the JAIST staff who helped directly and indirectly by giving me the best environment in my
daily life.

Fourth, I would like to express my appreciation to my lab mates and Vietnamese friends.
Thank you for sharing wonderful moments and interesting ideas, not only in research but daily
life, being by my side, and helping me to overcome difficult periods. Without their support,
sharing, and encouragement, it would be impossible for me to complete my Ph.D. study at
JAIST. It was an unforgettable memory in my life. Thank you very much and love you all!

Last but not least, I would like to thank my family for the tremendous support and hope
they have given me. I also would like to give the greatest thanks to the people who came and
helped me when I was studying at JAIST. Thank you all.

iii



Contents

Abstract i

Acknowledgments iii

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Dissertation Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Preliminaries 5
2.1 State Machines and Maude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 State Machine Graphical Animation (SMGA) . . . . . . . . . . . . . . . . . . . 6
2.3 CafeOBJ and Proof Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Gestalt Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 Related Work 12

4 Designing State Picture Templates 20
4.1 Designing State Picture Templates of the TAS Protocol . . . . . . . . . . . . . . 20
4.2 Practical Tips for Designing State Picture Templates . . . . . . . . . . . . . . . 21
4.3 Practical Tips for Conjecturing Likely Invariants of Protocols/Systems . . . . . 22
4.4 Guidelines for Discovering Likely Invairants of Protocols/Systems . . . . . . . . 23

5 Integration of SMGA and Maude 26
5.1 Features of the Revised Version of SMGA . . . . . . . . . . . . . . . . . . . . . 26

6 Case study: the Mellor-Crummey-Scott Protocol 32
6.1 Graphical Animations of the MCS Protocol . . . . . . . . . . . . . . . . . . . . 32

6.1.1 Description and Maude Specification . . . . . . . . . . . . . . . . . . . . 32
6.1.2 Designing the State Picture Template . . . . . . . . . . . . . . . . . . . . 35
6.1.3 Evaluation of State Picture Template Based on Gestalt Principles . . . . 41
6.1.4 Likely Invariants Discovery Based on Our Proposed State Picture Template 42



6.1.5 Graphical Animations of a Flawed Version of the MCS Protocol . . . . . 46
6.2 Formal Verification of the Confirmed Likely Invariants of the MCS Protocol in

CafeOBJ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2.1 Specification of the MCS Protocol in CafeOBJ . . . . . . . . . . . . . . . 47
6.2.2 Formal Verification of the Confirmed Invariants of the MCS Protocol . . 49

6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

7 Case Study: the Suzuki-Kasami Protocol 54
7.1 Graphical Animations of the SK protocol . . . . . . . . . . . . . . . . . . . . . . 54

7.1.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7.1.2 Specification of the Protocol in Maude . . . . . . . . . . . . . . . . . . . 56
7.1.3 Conjecturing Likely Invariants of the SK Protocol . . . . . . . . . . . . . 58
7.1.4 Finding Likely Invariants Using Guidelines . . . . . . . . . . . . . . . . . 63
7.1.5 Confirmation of Guessed Likely Invairants Using Maude Features . . . . 65
7.1.6 Graphical Animations of a Flawed Version of the SK Protocol . . . . . . 66

7.2 Formal Verification of the Confirmed Invariants of the SK Protocol in CafeOBJ 68
7.2.1 Formal Specification of the Suzuki-Kasami Protocol in CafeOBJ . . . . . 68
7.2.2 Formal Verification of the Confirmed Invariants of the SK Protocol . . . 70

7.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

8 Evaluation 77
8.1 Analysis of the Case Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
8.2 Answer to the Research Question . . . . . . . . . . . . . . . . . . . . . . . . . . 78
8.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

9 Conclusion and Future Work 82
9.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
9.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Bibliography 86

First-author Publications 94

Other Co-author Publications 95



List of Figures

2.1 Overview of SMGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

4.1 A straightforward design of the TAS protocol. . . . . . . . . . . . . . . . . . . . 21
4.2 One possible design of the TAS protocol. . . . . . . . . . . . . . . . . . . . . . . 21
4.3 The most suitable design of the TAS protocol. . . . . . . . . . . . . . . . . . . . 21

5.1 Overview of r-SMGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

6.1 The MCS protocol in Algol-like pseudo-code . . . . . . . . . . . . . . . . . . . . 33
6.2 Virtual queue used in the MCS protocol . . . . . . . . . . . . . . . . . . . . . . 34
6.3 A straightforward state picture template for the MCS protocol . . . . . . . . . . 35
6.4 A straightforward state picture for the MCS protocol . . . . . . . . . . . . . . . 36
6.5 An old state picture template for the MCS protocol . . . . . . . . . . . . . . . . 36
6.6 An state picture instance for the MCS protocol . . . . . . . . . . . . . . . . . . 37
6.7 A new state picture design for the MCS protocol . . . . . . . . . . . . . . . . . . 38
6.8 A new state picture instance for the MCS protocol . . . . . . . . . . . . . . . . 39
6.9 Some pictures for extended CS region . . . . . . . . . . . . . . . . . . . . . . . . 40
6.10 Three state pictures discovered by the Pattern matching feature. . . . . . . . . 44
6.11 A state picture template of a flawed version of the MCS protocol . . . . . . . . . 47
6.12 State pictures as examples of a likely invariant . . . . . . . . . . . . . . . . . . . 50

7.1 Algol-like description of the Suzuki-Kasami protocol . . . . . . . . . . . . . . . . 55
7.2 A state picture template of the SK protocol. . . . . . . . . . . . . . . . . . . . . 58
7.3 A state picture template of three observable components: pc[i], privilege[i], and

requesting[i] for node i, where i = 1, 2, 3. . . . . . . . . . . . . . . . . . . . . . . 59
7.4 Some state pictures found with Pattern matching feature . . . . . . . . . . . . . 61
7.5 Some state pictures found with the condition “requesting[1] is true”. . . . . . . . 64



List of Tables

4.1 Tips for designing areas and/or positions of values of observable components . . 23
4.2 Tips for designing kinds of values of observable components . . . . . . . . . . . . 24
4.3 Tips for conjecture likely invariants of protocols/systems using graphical anima-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

5.1 Summary of new and revised features. . . . . . . . . . . . . . . . . . . . . . . . 31

6.1 Observable components and their tips used to design . . . . . . . . . . . . . . . 41
6.2 False invariants of the MCS protocol . . . . . . . . . . . . . . . . . . . . . . . . 46
6.3 Confirmed invariants of the MCS protocol . . . . . . . . . . . . . . . . . . . . . 51
6.4 A number of likely invariants and its relevance . . . . . . . . . . . . . . . . . . . 51
6.5 Proved properties of the MCS Protocol . . . . . . . . . . . . . . . . . . . . . . . 52
6.6 Proved properties of the MCS Protocol (cnt) . . . . . . . . . . . . . . . . . . . . 53

7.1 Observable components and their tips used to design . . . . . . . . . . . . . . . 61
7.2 Confirmed invariants of the SK protocol. . . . . . . . . . . . . . . . . . . . . . . 67
7.3 False invariants of the SK protocol. . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.4 A number of likely invariants and its relevance . . . . . . . . . . . . . . . . . . . 73
7.5 Proved properties of the SK Protocol . . . . . . . . . . . . . . . . . . . . . . . . 74
7.6 Proved properties of the SK Protocol (cnt) . . . . . . . . . . . . . . . . . . . . . 75

8.1 Tips for designing state picture templates and number of their uses in the MCS
protocol and the SK protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

8.2 Tips for designing state picture templates and case studies use them . . . . . . . 81
8.3 Tips for conjecturing likely invariants and number of their uses in the MCS

protocol and the SK protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
8.4 Tips conjecturing likely invariants and case studies use them . . . . . . . . . . . 81



Chapter 1

Introduction

1.1 Motivation

The motivation of the dissertation is to propose an approach to graphically animating state
machines based on Gestalt principles for humans to find likely invariants of the state machines.
This dissertation focuses on the research question (RQ) “Can Gestalt principles help humans
to understand state machines well?,” where to understand state machines is defined as know-
ing properties of the state machines. This research concentrates on invariant properties only
because invariant properties are the most fundamental ones and often used as lemmas to prove
different classes of properties so as to exclude unreachable states. Therefore, the more hu-
mans know invariant properties of the state machines, the better humans understand the state
machines.

In the dissertation, a likely invariant is considered as a characteristic that seems correct
and is not proven in programs or specification of protocols/systems. Daikon [1] is a famous
tool in Software Engineering and what Daikon does is to find likely invariants of programs.
Several applications of Daikon [2, 3, 4, 5] show the usefulness of likely invariants and human
understanding of program behaviors. Therefore, it is worth finding likely invariants. State
machine visualization is one possible way to make humans gain insights into state machines
because humans are good at visual perception [6]. Graphically animating state machines is one
approach to state machine visualization. To graphically animate state machines, it is necessary
to design what are called state picture templates such that a series of state picture template
instances (or state pictures) can be regarded as a movie film. Any state picture templates of a
state machine do not work well for our purpose, and we need to carefully design a state picture
template of a state machine so that graphical animations based on it help humans to find likely
invariants of the state machine. We use Gestalt principles [7, 8, 9], a set of principles/laws that
describes how humans group similar elements, recognize patterns, and simplify complex images
when humans perceive visual objects, to design state picture templates of state machines.
Because likely invariants of a state machine may not be true invariants of the state machine,
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we first use model checking to check if likely invariants have counterexamples and then use
interactive theorem proving to judge if likely invariants left are true invariants of the state
machine. We basically use a tool called State Machine Graphical Animation (SMGA) [10]
that takes a state machine template and a state sequence of a state machine, and generates a
graphical animation of the state machine. However, SMGA is not mature enough.

1.2 Contributions

In summary, this study addresses RQ by providing an approach based on Gestalt principles to
graphically animating state machines for humans to find likely invariants of the state machines
and demonstrating the usefulness of our proposed approach by conducting case studies. In
particular, based on RQ, two issues need to be concerned: (1) applying Gestalt principles
for visualization of state machines and (2) using such visualization to find properties of state
machines. Based on such issues and the graphical-animation-based visualization approach, two
sub-questions are considered as follows:

RQ1: How to design state picture templates based on Gestalt principles?

RQ2: How to conjecture/find likely invariants based on graphical animations?

where RQ1 focuses on tackling the issue (1) while RQ2 concentrates on solving the issue (2).
Note that likely invariants can become properties (or true invariants) when they are proven
by theorem proving, which will be handled in the dissertation. Therefore, to answer RQ, it is
equivalent to answer RQ1 and RQ2. To be able to answer RQ1 and RQ2, the dissertation
focuses on three following tasks:

Designing State Picture Templates

This task shows the importance of state picture templates, and mainly provides two kinds of tips
for designing state picture templates and conjecturing likely invariants of protocols/systems.
The tips for designing state picture templates are our results from many case studies [11,
12, 13]. Such tips are inspired and evaluated by Gestalt principles, especially the common
region, proximity, and similarity laws. Moreover, based on the tips for conjecturing likely
invariants, this task also proposes guidelines as a generic way to orientate humans in finding
likely invariants.

Integrating SMGA and Maude

To make the tips more effective, this task mainly provides several features that assist humans
to conjecture likely invariants. The revised version of SMGA is called r-SMGA that consists of
a special display feature (for displaying data structure, such as queue and array), interactive
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feature (for human users to focus on or hide visual objects that they are interested or less
interested in), and some Maude features implemented by integrating SMGA and Maude [14], a
specification/programming language and processor that is equipped with many useful facilities,
such as a reachability analyzer (the search command), a parser for context-free grammars plus
associative-commutative (AC) binary operators and a pattern matcher for the grammars plus
AC binary operators, so that r-SMGA can use such powerful features of Maude.

Conducting Case Studies Using Our Approach

Conducting case studies is a metric to evaluate our approach. This task demonstrates the
usefulness of our proposed approach by conducting case studies. For each case study, several
likely invariants are found using our guidelines (with practical tips) and features in r-SMGA.
Those likely invariants are confirmed by the search command and proved by interactive theorem
proving. The results show that our approach can help humans to understand state machines
based on true invariants.

1.3 Dissertation Structure

The study is structured into nine chapters that can be summarized as follows:

Chapter 1 introduces the motivation with RQ and our proposed approach to address RQ
with two sub-questions RQ1 and RQ2. This chapter also introduces our contributions
and the structure of the dissertation.

Chapter 2 mentions some preliminaries for readers to comprehend the study such as
state machines, Maude, SMGA, Proof scores in CafeOBJ, and Gestalt principles.

Chapter 3 investigates the literature review on automated theorem provers, systems
visualization, evaluation of visualization and usability, and Gestalt principles. Then,
based on the literature review, this chapter describes the way to evaluate the state picture
template and SMGA.

Chapter 4 describes the first contribution. Firstly, the chapter shows how important
state picture templates are. Then, this chapter focuses on how to design the state picture
template by giving some tips based on Gestalt principles, such as the common region,
proximity, and similarity laws. The chapter also gives some tips and practical guidelines
to find likely invariants of protocols/systems in general. The TAS protocol is exemplified
to explain the usefulness of some tips.

Chapter 5 describes the second contribution that makes the proposed tips more effective.
This chapter introduces the revised version of SMGA (r-SMGA) where new and revised
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features have been implemented so that they can help human users to conjecture likely
invariants of protocols/systems. Those new and revised features include special display
features (e.g. users can display visually some data structures, such as array and queue),
interactive features (e.g. users can interact with visual objects in the state pictures, such
as focusing and hiding which visual objects that users are interested or less interested
in), and some Maude features implemented by integrating SMGA and Maude so that
r-SMGA can use some powerful features of Maude, such as a parser for the context-free
grammar plus Associative-Commutative (AC) binary operators, a pattern matcher for
the grammar plus AC binary operator, and a reachability analyzer (the search command)

Chapter 6 reports on a case study where the Mellor-Crummey-Scott (MCS) mutual
exclusion protocol [15] is used as an example to demonstrate the usefulness of our proposed
approach, especially the tips for designing state picture templates. Firstly, this chapter
introduces the MCS protocol and its specification in Maude. Then, this chapter shows
the usefulness of our tips for designing state picture templates by comparing our state
picture template and state picture template of previous work. Based on the tips for
conjecturing likely invariants, several likely invariants of the MCS protocol are conjectured
and confirmed with the search command in r-SMGA. The chapter reports a case that a
flawed version of the MCS protocol is used to show that our approach works well with
the defective versions. Finally, most confirmed invariants are proven by proof scores in
CafeOBJ. This chapter also reports reasons why the rest of the confirmed invariants are
not proven and introduces one possible way to handle it.

Chapter 7 reports on a case study where the Suzuki-Kasami (SK) distributed mutual
exclusion protocol [16] is used as an example to demonstrate the usefulness of our proposed
approach, especially our proposed guidelines with new features in r-SMGA. Firstly, this
chapter introduces the SK protocol and its specification in Maude. Then, based on
guidelines with some features of r-SMGA, several likely invariants are found and explained
in details. Those invariants are confirmed with the search command in r-SMGA. This
chapter also reports a case that a flawed version of the SK protocol is used to show
that humans still obtain some flawed states by observing graphical animations in spite of
defective versions. Finally, all confirmed invariants are proven by proof scores in CafeOBJ.
This chapter shows some ways to use our proposals to find likely invariants as lemmas
when conducting interactive theorem proving.

Chapter 8 evaluates our proposals by analyzing the results from case studies. Two
sub-questions RQ1 and RQ2 are answered and analyzed to show the helpfulness of our
proposals. Then, RQ is addressed by answering RQ1 and RQ2 in the chapter. This
chapter also mentions some limitations of the study.

Chapter 9 concludes the study and gives several future directions.
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Chapter 2

Preliminaries

This chapter provides some backgrounds that can help readers to better comprehend this disser-
tation such as state machines, Maude, SMGA, proof scores in CafeOBJ, and Gestalt principles.

2.1 State Machines and Maude

A state machine M � 〈S, I, T 〉 consists of a set S of states, a set I ⊆ S of initial states, and a
binary relation T ⊆ S ×S over states. (s, s′) ∈ T is called a state transition. The set R ⊆ S of
reachable states with respect to (w.r.t.) M is inductively defined as follows: (1) for each s ∈ I,
s ∈ R and (2) for each (s, s′) ∈ T , if s ∈ R, then s′ ∈ R. A state predicate p is an invariant
property w.r.t. M if and only if p(s) holds for all s ∈ R. In this dissertation, characteristics of
a state machine that are likely to be invariant properties of the state machine are called likely
invariants. A finite sequence s0, . . . , si, si+1, . . . , sn of states is called a state sequence of M if
s0 ∈ I and (si, si+1) ∈ T for each i = 0, . . . , n− 1.

In this dissertation, to express a state of S, we use a braced associative-commutative collec-
tion of name-value pairs although there are many possible ways to express states. Associative-
commutative collections are called soups and name-value pairs are called observable compo-
nents. That is, a state is expressed as a braced soup of observable components. The jux-
taposition operator is used as the constructor of soups. Suppose oc1, oc2, oc3 are observable
components and then oc1 oc2 oc3 is the soup of those three observable components. A state
that can be characterized by the three observers can be expressed as {oc1 oc2 oc3}. There are
many possible ways to specify state transitions. In the disertation, Maude is used to specify
state transitions as rewrite rules. Maude [14] can specify complex systems flexibly and is also
equipped with several formal analysis techniques, such as reachability analysis and linear tem-
poral logic (LTL) model checking. A rewrite rule starts with the keyword rl, followed by a
label enclosed by square brackets and a colon, two patterns (terms that may contain variables)
connected with =>, and ends with a full stop. A conditional one starts with the keyword crl

and has a condition following the keyword if before a full stop. The following is the form of a
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conditional rewrite rule:

crl [lb] : l => r if . . . /\ ci /\ . . .

where lb is a label, l and r are the patterns, and ci is a part of the condition, which may be an
equation lci = rci. The negation of lci = rci could be written as (lci =/= rci) = true, where
= true could be omitted. If the condition . . . /\ ci /\ . . . holds under some substitution σ,
σ(l) can be replaced with σ(r).

Maude provides the search command that allows users to find a reachable state from t such
that the state matches the pattern p and satisfies the condition c:

search [n,m] in MOD : t =>* p such that c .

where MOD is the name of the Maude module specifying the state machine, n and m are
optional arguments stating a bound on the number of solutions and the maximum depth of the
search, respectively. n typically is 1, m typically is unbounded (or equivalently omitted) and t

typically represents an initial state of the state machine.
Maude provides LTL model checking so that we can check whether a system satisfies a

property that is expressed as an LTL formula. Maude can check the system that starts from
init satisfies ϕ by the following command:

reduce modelCheck(init, ϕ) .

Maude returns true if the system satisfies ϕ provided that init is only considered as its initial
state. Otherwise, a counterexample is returned, which has a form of a state sequence and a
loop1. When the system has multiple initial states, it suffices to conduct the model checking
experiment for each initial state so that we can model check that the system enjoys the property.

2.2 State Machine Graphical Animation (SMGA)

State Machine Graphical Animation (SMGA) was originally developed by Nguyen and Ogata [10].
The main purpose of SMGA is to make formal-methods experts able to conjecture likely invari-
ants of protocols/systems. There are two phases when using SMGA: preparation and control,
as shown in Figure 2.1. In the preparation phase, SMGA requires a state picture template and
a state sequence as the input. The state picture template is designed by users, while the state
sequence is generated by Maude from a formal specification of a protocol/system. Designing
the state picture template is an important part of SMGA [11] because if the state picture tem-
plate is essentially composed of texts, then, it is boring and hard to observe likely invariants of
protocols [13]. Based on the input, SMGA produces graphical animations as output. Observ-
ing such animations allows human users to conjecture likely invariants. In the control phase,
users can control the animations, such as changing the speed of the animations (for running
automatically) and running step by step, in which each step is a state transition. In addition,

1https://maude.lcc.uma.es/maude30-manual-html/maude-manualch12.html
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given a state sequence input, SMGA allows us to search for some states in the state sequence
such that such states satisfy some conditions. This feature uses regular expressions to conduct
the search and is called Find Patterns in [11, 13].

Figure 2.1: Overview of SMGA

SMGA basically provides two kinds of visualization for an observable component: (1) textual
display and (2) visual display. (1) presents a value of an observable component as text, while
(2) presents a value of an observable component visualized by what users expect, such as visual
objects. For example, an observable component simulates a traffic light that exhibits one of the
three values: Red, Yellow, and Green. The following figure displays the state picture template
(on the left-hand side) and the state picture when the traffic light exhibits Green (on the right-
hand side). In the figure, the text on the top (“Traffic light”) is used as (1), while three circles
with three different colors are used as (2).

2.3 CafeOBJ and Proof Scores

CafeOBJ [17] allows us to not only write formal specifications of protocols/systems but also
verify that they satisfy some desired requirements/properties by writing and executing what
are called proof scores [18]. Model checking only supports the verification of protocols/systems
that have a finite number of reachable states, meaning that we need to, for example, limit
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the number of processes/nodes participating in a protocol/system under checking. Formal
verification by writing proof scores [18] does not limit either the number of processes/nodes
participating in a protocol/system or the number of sessions, for example, how many times
each process/node enters a critical section. This subsection illustrates that advantage via an
example with a mutual exclusion protocol. The protocol, called TAS (Test And Set), can be
written in pseudo-code as follows:

loop { “Remainder Section”
rs : repeat while test&set(locked);

“Critical Section”
cs : locked := false; }

We suppose that each process is located at either rs (Remainder Section) or cs (Critical Section)
and initially at rs. locked is a Boolean variable shared by all processes and initially false.
test&set(locked) atomically does the following: if locked is false, then it sets locked to true and
returns false; otherwise, it just returns true.

We want to prove that TAS enjoys the mutual exclusion property whose informal description
is that there is always at most one process located at the Critical Section (cs), no matter how
many processes participate in the protocol and no matter how many times each process tries
to enter the cs. We first specify TAS in CafeOBJ and then prove that it enjoys the mutual
exclusion property by writing proof scores. To specify the protocol, we use two observers with
which we observe the location of each process and the value stored in locked. The two observers
are expressed as the CafeOBJ operators declared as follows:

op pc : Sys Pid -> Label

op locked : Sys -> Bool

where Sys is the sort (or type) representing the state space, Pid is the sort of process IDs, and
Label is the sort of locations such as rs and cs. For s of Sys and p of Pid, pc(s,p) is the
location at which p is located at state s and locked(s) is the value stored in locked at state s.

An arbitrary initial state is expressed as a CafeOBJ operator (init). We use two transitions
that are expressed as CafeOBJ operators (enter and exit). Those CafeOBJ operators are
declared as follows:

op init : -> Sys {constr}

op enter : Sys Pid -> Sys {constr}

op exit : Sys Pid -> Sys {constr}

where constr stands for constructors. init and enter are defined by means of equations as
follows:
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eq pc(init,P) = rs .

eq locked(init) = false .

ceq pc(enter(S,P),Q) = (if P = Q then cs else pc(S,Q) fi)

if c-enter(S,P) .

ceq locked(enter(S,P)) = true if c-enter(S,P) .

ceq enter(S,P) = S if not c-enter(S,P) .

eq c-enter(S,P) = (pc(S,P) = rs and not locked(S)) .

where S is a CafeOBJ variable of sort Sys, and P and Q are CafeOBJ variables of sort Pid. Note
that in CafeOBJ, all variables are implicitly universally quantified. The equations for exit are
defined likewise.

The mutual exclusion property is then defined by the following predicate:

op mutex : Sys PiD PiD -> Bool

eq mutex(S,P,Q) = (pc(S,P) = cs and pc(S,Q) = cs) implies P = Q .

We prove that the predicate mutex holds in all reachable state S and all processes P and Q,
namely that mutex is an invariant property of the state machine formalizing TAS. It is proved
by (simultaneous) structural induction on variable S by writing proof scores in CafeOBJ. There
are one base case and two induction cases. The following is the proof of the base case written
in CafeOBJ, which is called a proof score fragment (or just a fragment):

open TAS .

ops p q : -> Pid .

red mutex(init,p,q) .

close

where TAS is the CafeOBJ module in which the specification of TAS and the predicate mutex

are available, open makes the given module available, close stops the use of the module,
and red (an abbreviation of reduce) reduces the given term by applying equations. p and q

are fresh constants of sort Pid representing arbitrary process IDs (which are possibly equal).
Feeding this proof score fragment into CafeOBJ, CafeOBJ returns true, meaning that the case
is discharged.

There are two induction cases needed to be tackled because we defined two operators with
the constr attribute besides init. Let us consider the induction case in which enter is taken
into account. The proof score fragment for this induction case is as follows:

open TAS .

op s : -> Sys .

ops p q r : -> Pid .

red mutex(s,p,q) implies mutex(enter(s,r),p,q) .

close
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where s represents an arbitrary state and mutex(s,p,q) is an instance of the induction hy-
pothesis. However, feeding this proof score fragment into CafeOBJ, the returned result is
neither true nor false, but instead a complicated term. Case splitting is used to overcome
this situation. The proof of one sub-case is as follows:

open TAS .

op s : -> Sys .

ops p q r : -> Pid .

eq pc(s,r) = rs .

eq locked(s) = false .

eq p = r .

eq (q = r) = false .

eq pc(s,q) = cs .

red mutex(s,p,q) implies mutex(enter(s,r),p,q) .

close

The equations characterize the sub-case. For example, a Boolean term can be used to split a
case into two sub-cases: (1) the term equals true and (2) it equals false. The induction case
is first to split into two sub-cases with the Boolean term pc(s,r) = rs (distinguishing whether
the process r is in the remainder section in the state s): (1) (pc(s,r) = rs) = true and (2)
(pc(s,r) = rs) = false. (pc(s,r) = rs) = true can be replaced with pc(s,r) = rs that
is used as the first equation of the fragment. CafeOBJ returns false for this fragment. We
need to conjecture a lemma to discharge the sub-case. The lemma is as follows:

eq inv1(S,P) = (pc(S,P) = cs implies locked(S)) .

Then, in the fragment above, inv1 is used as a lemma to discharge the sub-case as follows:

red inv1(s,q) implies mutex(s,p,q) implies mutex(enter(s,r),p,q) .

CafeOBJ now returns true for the fragment. The proof of inv1 needs to use mutex as a lemma.
Although the proof of mutex uses inv1 and vice versa, our proof is not circular. The reason is
that we use simultaneous (structural) induction to develop our proof. The correctness of this
method has been mathematically proved in [18]. Note that it is not straightforward to find
lemmas for complex and/or complicated protocols in reality.

2.4 Gestalt Principles

We use examples to introduce three Gestalt principles that are used to design and assess
state picture template in the dissertation: common region principle, proximity principle and
similarity principle. Let us take a look at the following image:
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Six stars are aligned horizontally such that the distance of each adjacent pair of stars is the
same. Then, we perceive that there are just six stars and did not recognize any sub-groups in
it. Let us change the layout a little bit as follows:

We can recognize three rectangles as three sub-groups including two stars for each. This
visual perception is call “common region” principle.
Let us change the first image of six stars in a different way. The changed image is as follows:

There are still six stars but we can recognize that there are three sub-groups each of which
consists of two stars. This is because the distance between each adjacent pair of sub-groups is
greater than the distance between the two stars in each sub-group. This visual perception is
called “proximity principle”.
Let us change the first image of six stars in a different way. The changed image is as follows:

We do not change the layout but change the color of some stars. We can recognize that there are
three different kinds of stars because there are three different colors. Thus, we may perceive
that there are three sub-groups each of which consists of the same color stars. This visual
perception is called “similarity principle”.
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Chapter 3

Related Work

This section first reports on our literature review on automated theorem provers, systems visual-
ization, evaluation of visualization and usability, and Gestalt principles. Based on the literature
review, this section finally describes our way to evaluate the new state picture template and
the SMGA tool.

Literature Review on Automated Theorem Provers

We first give a literature review on automated theorem provers where their approaches mainly
tackle proof search. Then, we investigate some approaches that close to our approach, and
finally, report two recent studies on an integration of formal methods and visualization.

Automate theorem provers (ATPs) are generally based on propositional and first-order logic
(FOL) and involve the development of computer programs that can automatically perform log-
ical reasoning. Proof search is one bottleneck of ATPs because of search space (combinatorial)
explosion [19, 20]. One approach called proof guidance is to use heuristics and strategies to
guide the proof search [21, 22], while another approach is to use machine learning techniques to
automatically determine heuristics for assisting with proof guidance even though the learned
features have been manually designed [23]. Some studies [24, 25] use deep learning techniques to
learn those features, which has the appeal of lessening the amount of expert knowledge needed
compared with handcrafting new heuristics. Crouse et al. [26] have proposed TRAIL using deep
reinforcement learning techniques to learn features from scratch to beat other reinforcement-
learning based techniques. Wang et al. [27] have proposed an approach that uses represent
mathematical formulas as graphs and embeds them into vector space. That approach achieves
state-of-the-art results on the HolStep dataset [28]. Even the results of those techniques are
promised, there still exist problems that state-of-the-art ATPs cannot tackle that makes Alemi
et al. [29] stating that “we believe theorem proving is a challenging and important domain for
deep learning methods,. . . ”, which shows that ATPs are not mature enough in practice. The
motivation of the work [27] (one of the models got state-of-the-art results) comes from an ob-
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servation that a mathematical formula can be represented as a graph that encodes the syntactic
and semantic structure of the formula, which is evidence to show that the visual perception is
still a promising approach in theorem proving. Even though, those approaches and techniques
are far of our approach, but, there still exists one state-of-the-art study that indirectly shows
the usefulness of visual perception.

Let us introduce Daikon [1], a software can discover likely invariants from execution traces
(sequences), which is closed to our approach (conjecturing likely invariants from observing
graphical animations of sequences). Likely invariants in Daikon are detected from program
executions by instrumenting the source program to trace the variables of interest, running
the instrumented program over a set of test cases, and inferring likely invariants over both
the instrumented variables and over derived variables that are not manifest in the original
program. The essential idea is to test a set of possible likely invariants against the values
captured from the instrumented variables; those invariants that are tested to a sufficient degree
without falsification are reported to users. Win and Ernst [2] use likely invariants discovered
from Daikon as lemmas in the proofs of more complex properties in a theorem prover even
invariants can be so numerous and so simple that humans overlook them. They conduct case
studies where some protocols and their desired properties are used as examples, to show the
usefulness of their approach. They use (i) IOA language [30] to formally specify the protocols
and generate execution traces, (ii) Daikon to discovery likely invariants via the execution traces,
and (iii) Larch Prover [31] as a theorem prover where used lemmas come from (ii). The results of
case studies show that likely invariants discovered by Daikon are useful (used in the proof ) even
most of them are redundant (not used in the proof). Because of the grammar of Daikon (that
is used to generate likely invariants), there are three limitations of likely invariants discovered
by Daikon: (1) number of variables in likely invariants are at most three, (2) some boolean
connectives such as ∨, ⇒, and ⇔ are not in likely invariants, and also with (3) existential
quantifiers ∃. In our approach, we use Maude to specify a protocol/system, generate state
sequences and visualize them in SMGA in a similar way of (i); observing the state sequences,
we can conjecture likely invariants in a similar way of (ii); and use proof scores in CafeOBJ as a
theorem prover where used lemmas are from (ii) in a similar way of (iii). One advantage of ours
compares to Daikon approach is likely invariants in task (ii) that can contain limit properties
while likely invariants discovered by Daikon cannot. Because of the dependence on humans,
our approach cannot automate as so as our limitation.

Similar to Daikon with its application, Crème [32], an automatic invariant prover, can
automatically generate lemmas used for proving invariant properties. The main technique
of Crème to generate lemmas is based on fixed-point computation and case splitting. One
advantage of Crème is to generate counterexamples if some properties does not hold. Because
of fixed-point computation technique, it take much time to automatically generate lemma
candidates. In addition, the implementation of Crème is not efficient so Crème may not work
in complex protocols because of its limitations. Yang et al [33] have proposed an approach
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that can prove quantified theorems in programs with algebraic data types. The main technique
is to use inductive reasoning where the prover decomposes given theorems into the base-case
and inductive-case subgoals and uses a backtracking rewriter that sequentially simplifies each
of the subgoals toward true. For cases that cannot succeed by the prover, the authors do
two ways: (i) generalizing the rewritten formula by replacing certain concrete subterms in a
formula with fresh variables and attempts to prove its validity from scratch. If this way is
succeeded, the formula can be used as lemmas, otherwise (ii) performing a SyGuS [34]-based
lemma enumeration driven by templates, i.e., formulas with unknowns potentially provided by
the user. After tasks (i) and (ii) are done, lemma candidates are filtered to minimize number
of lemmas to be proved. Task (ii) is similar to other automated lemma generating techniques
that uses a grammar to generate lemma candidates, the different point is to use humans as a
factor to make it well perform. It shows that humans are still needed in theorem proving. If
possible, investigating the techniques of [32, 33] to be able to automatically generate lemmas
used for proving invariant properties are one piece of our future.

Our approach with SMGA can be regarded as an integration of formal methods and visual-
ization. We introduce two recent studies on an integration of formal methods and visualization.
One [35] is a study on visualization of what is done inside by Vampire [36], an automated
first-order logic theorem prover, and the other is a study on visualization of the structural
operational semantics of a simple imperative programming language [37]. Although automated
theorem provers are attractive because they may automatically prove theorems, they cannot
truly fully automatically prove all possible theorems. Proof attempts may fail. If that is the
case, human users need to comprehend why the proof attempts fail and need to change the
format of input logical formulas and/or some internal proof strategies. It is very difficult for
non-expert users and at least non-trivial for expert users to really comprehend why the proof
attempts fail because it is necessary to understand what is done inside by an automated the-
orem prover, such as Vampire [36]. Gleiss, et al. [35] have then developed SATVIS, a tool to
visualize what is done inside by Vampire. Students and even programmers should learn seman-
tics of programming languages so as to understand programming languages better, which may
make it possible for them to write better programs. However, it is hard for students to learn
semantics of programming languages. Perhác and Zuzana Bilanová [37] have then developed an
interactive tool for visualization of the structural operational semantics of a simple imperative
programming language. SMGA partially shares the motivation of the first study [35]. This is
because the main purpose of SMGA is to help human users to understand systems through
graphical animations of state machines. Nothing special is directly shared by SMGA and the
second study [37] except an integration of formal methods and visualization. However, several
formal semantics of programing languages have been described in the K framework [38], where
K has been implemented in Maude. SMGA basically graphical animates state machines spec-
ified in Maude. Therefore, it would be possible to integrate SMGA and the K framework so
that formal semantics of programming languages can be visualized.

14



Literature Review on Systems Visualization

SMGA is a systems visualization tool. Other systems visualization tools have been developed.
As usual, we have conducted a literature review of some systems visualization tools related to
SMGA. We mention the tools and compare SMGA with them.

ShiViz [39] is a tool to visualize logs generated by distributed systems. Logs in this con-
text are basically sequences of events, hosts that carry out the events and timestamps when
the hosts carried out the events. The most important events are message sending and re-
ceiving. Feeding a log into ShiViz, ShiViz generates a diagram that is similar to a sequence
diagram. The diagram helps human users comprehend what events precede and/or succeed
what events, some patterns of message passings, etc. ShiViz has a functionality to find three
typical patterns of message passings: (a) Request Response, (b) Broadcast and (c) Gather.
The authors conducted three experiments to assess ShiViz: (1) a controlled experiment with a
mix of 39 undergraduate and graduate students in which one group of participants studied dis-
tributed system executions using ShiViz and another group without ShiViz; (2) two homework
assignments in a distributed systems course conducted by 70 students who used ShiViz to help
them debug and understand their implementations; (3) a case study conducted by two systems
researchers who were developing complex distributed systems to evaluate the end-to-end use-
fulness of ShiViz to developers in their work. The evaluation results are positive in that ShiViz
helps students understand distributed systems better and even expert engineers in distributed
systems are able to discover subtle errors lurking in distributed systems unless otherwise it
would be infeasible or take much longer time to do so. The visualization used by ShiViz (still
visualization) and the one (graphical animation) used by SMGA can be complementary.

Artho, et al. [40] propose an extended version of UML sequence diagrams so that multi-
threaded programs, especially interactions among multiple threads, can be visualized. Threads
are two aspects in Java programs: data (or objects) and executable units. UML sequence
diagrams do not have enough descriptive capabilities for threads as executable units. The au-
thors propose hexagonal diagrams for threads as executable units. Their extended sequential
diagrams make it possible to describe what threads as execution units start or resume parts of
participants (threads as objects) lifelines and terminates. It is possible to describe some depen-
dencies among events carried out by threads as execution units, which can be used to describe
lock acquisition and release by threads as execution units. The authors suppose that their ex-
tended sequential diagrams could be helpful for human users to comprehend counterexamples
generated by model checkers or runtime verification tools. SMGA can graphically animate coun-
terexamples generated by Maude LTL model checker [41]. Their extended sequence diagrams
are also still visualization, while our visualization is graphical animations.

VA4JVM [42] is a tool that can visualize outputs generated by Java Pathfinder (JPF). JPF
outputs can be lengthy and is not easy-to-read especially when JPF finds something wrong,
such as race condition and deadlock. VA4JVM can zoom some specific part of JPF outputs,
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filter such outputs, leaving more interesting fragments only, and highlight some fragments of
such outputs that look more interesting so that human users could comprehend JPF outputs
better. As above-mentioned, SMGA can graphically animate counterexamples generated by
Maude LTL model checker [41].

Magee et al. [43] have proposed a way to visualize the behavior of a Labeled Transition
System (LTS) described in FSP and developed a tool to support their proposed technique.
One novelty of their approach to graphical animation of the LTS behavior is to use Timed
Automata as formal semantics of animations. Their proposed technique makes it possible to
compose multiple animations by composing Timed Automata. Their tool has been implemented
with SceneBeans1, a library of JavaBeans. As written, their visualization is graphical animation
like ours. SceneBeans could be used to implement a future version of SMGA.

Literature review on evaluation of visualization and usabil-

ity

It is truly crucial to reasonably evaluate any new techniques proposed and tools that supports
the techniques including information visualization techniques and tools. Several papers on
evaluation of information visualization techniques and tools have been published because it
is not straightforward but rather hard to reasonably evaluate them. We have conducted a
literature review of some such papers. We summarize them, which partially made us decide
how to evaluate the new state picture template and SMGA.

Carpendale [44] mentions challenges of information visualization evaluation and two kinds
of methods to evaluate information visualization: quantitative evaluation and qualitative evalu-
ation. She writes that reasons why current evaluations are not convincing enough to encourage
widespread adoption of information visualization tools include that information visualizations
are often evaluated using small datasets, with university student participants, and using simple
tasks.

Isenberg, et al. [45] conducted a systematic review of 581 papers published at IEEE Visu-
alization (now IEEE Scientific Visualization) conference for 10 years (2012–2006, 2003, 2000
and 1997) to assess the state and historic development of evaluation practices as reported in
those papers. They found that there was a steady increase in evaluation methods that include
participants, either by evaluating their performances and subjective feedback or by evaluating
their work practices and their improved analysis and reasoning capabilities using visual tools
for the six years (2012-2007). They also found that generally the studies reporting require-
ments analyses and domain-specific work practices are too informally reported that hinders
cross-comparison and lowers external validity.

Merino, et al. [46] conducted a systematic literature review of 181 full papers published at
1https://www.doc.ic.ac.uk/ltsa/scenebeans/
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SOFTVIS/VISSOFT conferences on software visualization evaluation. They found that 68% of
those papers lack of strong evaluation. They then propose guidelines to increase the evidence
of the effectiveness of software visualization approaches, thus improving their adoption rate.
Caine [47] conducted an analysis of all manuscripts published at CHI 2014 to determine local
standards for sample size within the CHI community. She summarizes recommendations for
authors as local standards in the CHI community on how to determine their sample size to
evaluate their proposed techniques and/or tools. She also warns that relying on local standards
should not be considered “best practice”.

Schmettow [48] points out that usability professionals and HCI researchers tend to use
and/or want to have a magic number to determine the sample size to conduct usability studies,
such as the 10 ± 2 rule of Hwang and Salvendy [49]. Resorting to such a magic number may
make usability studies inaccurate for making predictions and underestimate required sample
size as well. He recommend usability professionals and HCI researchers to conduct expensive,
quantitatively managed studies when usability is critical. He, however, concludes the paper
with the following sentence: “Most usability practitioners will likely continue to use strate-
gies of iterative low-budget evaluation where quantitative statements are unreliable but also
unnecessary”.

Literature review on Gestalt principles

Gestalt principles (or laws) (or principles of grouping) [50, 7, 8, 9] are a set of principles that
govern humans perceiving an image as a whole, although the image is constituted of smaller
visual objects and there do not seem any direct relations between the humans’ perception of
the image and smaller visual objects. Note that “gestalt” is a German word meaning “form”
or “group”. Gestalt principles have been used to design and assess visual interfaces, etc. in
Computer Science.

Graphs are very common structures often used in many domains. Therefore, many software
tools have been developed to draw graphs. Graphs may represent something dynamics, such as
mobile networks. If so, whenever data represented as graphs change, the graph should change
accordingly. Human users, however, may not follow such a change reasonably well, losing their
mental maps. Nesbitt and Friedrich [51] have come up with how to visualize such a change by
using Gestalt principles.

It is crucial to automatically identify some objects in a digital image for many purposes,
such as security. To this end, it is necessary to make the boundaries between those objects and
the others very distinct. Cao [52] invented a good algorithm for this aim by utilizing Gestalt
principles and Helmholtz Principle, a quantitative version of the former [53].

Yalcinkaya and Singh [54] claim that information technologies have not been utilized reason-
ably well in AEC-FM industry, where AEC-FM stands for Architecture/Engineering/Construc-

17



tion (AEC) and Facilities Management (FM) Markets (see https://www.ogc.org/), in spite
of many AEC-FM standards agreed in the industry, such as construction operations building
information exchange (COBie) over its spreadsheet representation. They also claim that this is
not just because of technical reasons caused by the standards but because of cognitive percep-
tion of COBie spreadsheet representation exchanged and processed by end-users. Then, they
used Gestalt principles to analyze COBie spreadsheet representation, proposing more visual
representation called VisualCOBie.

It is necessary to comprehend and track information or data that have been moved in cloud
systems. It has been common to use logs and graphs that represent such logs. It has become
the new trend for cloud users to comprehend “data provenance,” a historical record of data and
their origin. Then, Garae, et al. [55] proposed “User-centric Visualization of data provenance
with Gestalt (UVisP),” a novel user-centric visualization technique for data provenance. UVisP
aims at facilitating the missing link between data movements in cloud systems and end-users’
uncertain queries about their files’ security and life cycle in the cloud systems. It makes it
possible for users to transform and visualize data provenance with implicit prior knowledge of
Gestalt principles.

Our way to evaluate state picture template and SMGA

The purpose of SMGA partly overlaps that of ShiViz, which is to help human users comprehend
distributed systems through visualization. The main purpose of SMGA is to help humans in
Formal Methods conjecture likely invariants that make them better understand, however, while
the main purpose of ShiViz is to help students and engineers understand implementations (or
programs) of distributed systems. The developers of ShiViz conducted some experiments that
involved human participants to assess it. We do not follow their approach to evaluate ShiViz so
as to evaluate the state picture templates and the SMGA tool partly because the main purposes
of SMGA and ShiViz are different and partly because it is not straightforward to determine
a good number of participants for our assessment purpose as we surveyed. Instead, we use
Gestalt principles to assess the state picture templates of SMGA. Gestalt principles have been
used to design and evaluate still images. Because SMGA produces graphical animations that
are not still images but are dynamic images, there may be someone who wonders why we use
Gestalt principles to evaluate the SMGA tool. We first need to make a state picture template to
produce a graphical animation with SMGA. A state picture template is a template still image
in which many visual objects are fixed. A small number of visual objects change in a series of
concrete still images that are made from a state picture template and a sequence of states in
text and that can be regarded as a movie film. Based on Gestalt principles, we can design and
evaluate a state picture template because it is basically a still image. It is crucial to decide
the positions of many visual objects that are fixed, for which we can use Gestalt principles.
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Even for visual objects that change their positions in a series of concrete still images, it is also
important to decide the positions of the visual objects in each still image, for which we can use
Gestalt principles as well. Note that Nesbitt and Friedrich [51] have used Gestalt principles to
design animated visualization of network data that are represented as graphs, which is another
case in which Gestalt principles have been used to design dynamic images.

It is a common practice to conduct a case study (or a few case studies) to evaluate newly
proposed formal techniques and tools supporting them2. We follow this practice to evaluate
the SMGA tool because its main purpose is to help humans to conjecture likely invariants that
make them better understand.

2Please refer to some papers published at some Formal Methods conferences, such as FM and ICFEM.
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Chapter 4

Designing State Picture Templates

This chapter mainly is inspired to answer RQ1 and RQ2. As mentioned, a state picture tem-
plate designed by human users is the input of SMGA. By conducting several case studies, this
chapter shows how a state picture template is important and proposes two kinds of practical
tips for designing a state picture template based on Gestalt principles, such as the common re-
gion, proximity, and similarity laws; and for conjecturing likely invariants of protocols/systems.
The TAS protocol is used as a simple example to show how usefulness some of those tips are.
Based on the tips for conjecturing likely invariants of protocols/systems, we propose guidelines
to orientate humans to find likely invariants.

4.1 Designing State Picture Templates of the TAS Protocol

As introduced in Section 2.3, the TAS protocol has one global variable locked shared by pro-
cesses participating in the protocols. Let us suppose that there are three processes participating
in the protocol and we can specify the protocol in Maude with two observable components as
follows:

• (locked: B) - a Boolean value B representing locked.

• (pc[i]: L) - a value L of process i indicating a location of process i, such as rs and cs.

An initial state can be expressed as follows:

(locked: false)

(pc[p1]: rs) (pc[p2]: rs) (pc[p2]: rs)

There is one simple way that can automatically generate a state picture template is to use
textual display for all observable components as shown in Figure 4.1. It is boring to observe
such kinds of text, especially in animations. One possible design is shown in Figure 4.2, where
processes are designed as circles with ID inside, sections (rs and cs) are displayed in two
designated places that contain values of processes in such sections, and locked is still used with
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textual display. This design is better and we can simply obtain locations of processes and easily
count the number of process in each section when the number of process participating in the
protocol is small enough. However, locked is still textual that is enough for this protocol though,
it will be similar to first design if the number of observable components increases. To this end,
Figure 4.3 is the best design for us, where processes are designed by circles with different colors
and locked is design with a lock image, when locked is true, the image is displayed, otherwise
nothing is displayed. This design follows some proposed tips that are inspired and evaluated
by Gestalt principle, and will be introduced in the next section.

Figure 4.1: A straightforward design of the TAS protocol.

Figure 4.2: One possible design of the TAS protocol.

Figure 4.3: The most suitable design of the TAS protocol.

4.2 Practical Tips for Designing State Picture Templates

Based on conducting many case studies [11, 12, 13], there are two assumptions that users need
to concern with when using our proposed approach:

• Understanding protocols/systems to be able to specify such protocols/systems as state
machines in Maude and CafeOBJ.

• Numbers of values of observable components should be small enough at a moment [11].
For instance, number of processes participating systems/protocols should be two or three.
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where the first assumption is to guarantee that humans know some basics of protocols while
the second assumption is created based on our experience [11]. In addition, based on such
case studies, we propose an essential lesson learned as a main orientation when designing state
picture templates. The orientation can be expressed as follows:

• Values of observable components should be visual as much as possible and be arranged
based on Gestalt principles, such as common region, proximity, and similarity laws. For
example, visual objects of observable components that are closely related should be closely
arranged; visual objects of observable components whose types are the same should be the
same, while different colors should be used when you would like to distinguish different
instances; visual objects of observable components that are less related should be arranged
apart

This orientation is crucial because animation-based visualization works well when humans easily
catch and understand changes of still pictures [9] and texts are one of barriers for this issue.
The rest of our lessons learned are classified into two categories: tips for designing areas and/or
positions of values of observable components and tips for designing kinds of values of observable
components. Those tips are summarized in Tables 4.1 and 4.2, where SPT-T stands for State
Picture Template Tip. Let us explain some tips using observable components in TAS protocol
as examples. Locations and values of processes are designed followed by SPT-T 1 and SPT-T 2,
where locations can be trivial to observe based on the common region law of Gestalt principles,
and processes can be easily to observe based on the proximity and similarity laws of Gestalt
principles. Note that all proposed tips are our lessons learned when conducting many case
studies [11, 12, 13, 56].

4.3 Practical Tips for Conjecturing Likely Invariants of

Protocols/Systems

Given a state picture template and graphical animations produced based on the template, this
section focuses on addressing a question of how to find likely invariants of protocols/systems.
To do that, this section gives some practical tips to conjecture likely invariants of protocol-
s/systems. Those tips are summarized in Table 4.3, where LIC-T stands for Likely Invariant
Conjecture Tip. Let us use some tips applying for the TAS protocol. We focus on locations and
values of processes based on LTC-T 1, and locked and values of processes based on LTC-T
2, we conjecture likely invariants as follows:

TAS-LI 1: There is at most one process in the cs.

TAS-LI 2.1: If locked is true, one node is in the cs.

TAS-LI 2.2: If one node is in the cs, locked is true.
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Table 4.1: Tips for designing areas and/or positions of values of observable components

SPT-T 1 To recognize what sections there are at which each process or node is located,
allocate the pane (or place) for each section such that the relations among the
sections are visually perceived and display some diagram on the designated
pane.

SPT-T 2 To recognize what pieces of information, allocate the pane (or place) for each
such piece of information such that we can visually perceive they are shared by
all processes and nodes and display them on the designated panes adequately.

SPT-T 3 To recognize whether there are some that are more crucial than the others
among the shared resources prepare the panes (or places) for them and display
them there adequately.

SPT-T 4 To recognize what pieces of information are owned by each process or node,
allocate the panes (or places) for them to make it possible to visually perceive
what pieces of information are owned by what processes or nodes and display
them on the designated panes adequately.

SPT-T 5 If there exist observable components that have natural numbers as their val-
ues and the values are small enough, the values should be visually expressed
nearby together so that we can see them simultaneously and compare them
instantaneously.

TAS-LI 3.1: If locked is false, no node is in the cs.

TAS-LI 3.2: If no node is in the cs, locked is false.

Those tips can be confirmed Maude search command and they are confirmed when three pro-
cesses participate in the protocol. Moreover, TAS-LI 1, 2.2, and 3.1 are proven with CafeOBJ
mentioned in Section 2.3. Note that the tips are proposed in [11] and applied to many case
studies [11, 12, 56, 57, 58].

4.4 Guidelines for Discovering Likely Invairants of Proto-

cols/Systems

From the proposed tips for conjecturing likely invariants and our experiences from case stud-
ies [11, 12, 56], the section propose guidelines as a generic way to find likely invariants of proto-
cols/systems using graphical animations. Human users can utilize this guidelines to find likely
invariants of protocols/systems. Note that this guidelines and good state picture templates are
complements together because it depends on humans who are good at visual perception. Our
proposed guidelines can be summarized as follows:
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Table 4.2: Tips for designing kinds of values of observable components

SPT-T 6 When an observable component can have two different values, it should be
visually/graphically represented as a light bulb.

SPT-T 7 If a value of an observable component does not change, it should be expressed
at a fixed label.

SPT-T 8 When an observable component can have three or more (but moderate) dif-
ferent values, we should prepare some designated area, such as a rectangle,
and a specific position in the area for each value where some visual object,
such as a circle on which the value is written, is displayed; if the observable
component has a value, only the visual object for it should be displayed and
the other visual objects for the other values should disappear; there may be
some special value, and if the observable component has such special value,
nothing should be displayed.

SPT-T 9 If there are some local variables, then we should design the layout of the
visual representations for them so that we can visually/graphically identify
what variables or observable components are local to what processes or nodes;
for example, all local variables for each process should be aligned horizontally
and/or vertically.

SPT-T 10 When an observable component has a composite value which consists of more
than one component value inside (i.e. (name: value1,value2,...,valuen,)), we
need to carefully select which component values (e.g. valuen) to visualize.

Step 1: Based on proposed tips (mainly with LIC-T 1 and LIC-T 2), find as many
likely invariants as possible by carefully observing graphical animations. Some conditions
can be extracted from such likely invariants.

Step 2: Use the Pattern matching feature (which will introduced in the next chapter) in
order to find states that satisfy each likely invariant found at Step 1 (or any other steps)
or a condition extracted from the likely invariant.

Step 3: By carefully observing the graphical animation of the states obtained at Step 2
and/or the states as still pictures, where a likely invariant D1 is used at Step 2 to obtain
the states, confirm the guessed likely invariant so far to some extent and/or find as many
likely invariants as possible. Let D2 be one of the likely invariant found. Then, D1 ⇒ D2

is one possible likely invariant candidate.

Step 4: Repeat Step 2 with the likely invariants, such as D1, found at Step 3, followed
by Step 3, from which new likely invariants could be found.

The proposed guidelines aim to find likely invariants that have a form of the implication relation.
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Table 4.3: Tips for conjecture likely invariants of protocols/systems using graphical animations

LIC-T 1 By concentrating on one observable component, we may find that it never has
some specific value, it has some specific value much more often than the other
values, or some likely invariants related to one observable component.

LIC-T 2 By concentrating on two different-kind observable components, we may find a
relation between them, from which we may conjecture some likely invariants.

LIC-T 3 By fixing some specific values of some observable components and taking a
look at all state pictures in which the observable components have the specific
values, we may find some relations among the observable components and
some other observable components, from which we may conjecture some likely
invariants. It is necessary to use the Pattern matching feature of r-SMGA (that
will discuss in section 5) so as to take a look at all such state pictures because
there may be many such states and it is almost impossible to remember all of
them.

LIC-T 4 By carefully investigating conditions of some guessed likely invariants and the
states found by the Pattern matching feature of (part of) the conditions, we
may conjecture some other likely invariants.

Then, humans can compose complex likely invariants (contain more than 2 variables) based on
their understanding.

To make the guidelines more effective, in the next chapter, we will propose r-SMGA, a
revised version of SMGA, which provides features inspired by some steps of the guidelines.
Those features assist human users to find likely invariants leading by the proposed guidelines.
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Chapter 5

Integration of SMGA and Maude

Based on two kinds of tips mentioned in the previous chapter, this chapter introduces the
revised version of SMGA (r-SMGA) where new and revised features have been implemented
that can help human users to find likely invariants of protocols/systems. Those new and revised
features include special display features (e.g. users can display visually some data structures,
such as array and queue), interactive features (e.g. users can interact visual objects in the state
pictures, such as focusing and hiding which visual objects that users interest or less interest),
and some Maude features implemented by integrating SMGA and Maude so that r-SMGA can
use some powerful features of Maude, such as associative-commutative binary operators as well
as context-free grammars, and reachability analysis.

5.1 Features of the Revised Version of SMGA

The main goal of the this section is to provide interactive features for helping users to con-
jecture likely invariants of a protocol/system for which graphical animations are prepared and
controlled by r-SMGA. r-SMGA allows human users to interact with visual objects used in the
state picture template, for example, focusing on or hiding them when the users are more or less
interested in them. r-SMGA also helps human users to get more insights of a protocol/system
by finding the pictures that satisfy some with powerful pattern matching empowered by Maude
from its graphical animations. We have integrated r-SMGA and Maude so that r-SMGA can
use powerful features of Maude, such as reachability analysis, parsing, and LTL model checking.
Moreover, Maude has a powerful pattern matching feature based on rich grammars, such as
context-free grammars and associative and/or commutative binary operators, so that users can
search graphical animations for more various information as they want than regular expressions
in the previous version. To this end, we use a server as a bridge to communicate between r-
SMGA and Maude. The server uses Maude bindings [59] to communicate with Maude via APIs,
while the server uses sockets to communicate with r-SMGA via message passing. r-SMGA’s
new features are described in the rest of the section.

26



Figure 5.1: Overview of r-SMGA

Figure 5.1 displays an overview of r-SMGA in which light-blue texts refer to the new and
revised features. There are three phases when using r-SMGA: preparation, control, and search.
The main purpose of the preparation and control phases is to produce an input and an output,
while the search phase focuses on analyzing data with the pattern matching feature. In the
preparation phase, we use a state picture template and a formal specification of a protocol as
the input that is fed into r-SMGA. Note that users do not need to prepare a state sequence
as in the previous version. Moreover, we provide a feature called Special display to help users
to visualize some specific data structures such as array and queue. Some other visualization
features, such as displaying network containing huge messages in [13], can be reused in r-
SMGA. Let us introduce some examples for the Special display feature. For queue, we provide
two ways so that each element of a queue is displayed visually. The first way is for an observable
component whose value is a queue only. For example, let look at the observable component
(q: 3 | 1 | 2 | empty) where q is a name of the observable component, 3 | 1 | 2 | empty

is its value and 3 is the top of the queue. One possible way is to display the observable
component as text in the same way of SMGA provided. In r-SMGA, users can display visually
each element as they expect. Note that users must know the maximum possible elements in
the queue to prepare such number of positions in the queue. Let look at the state picture
template of the observable component (we assume that the queue has at most three elements
so we prepare three positions in the queue) as follows:

Where each circle in the arrow represents each element in the queue and the top element in
the queue is displayed on the left-most. Each circle is designed for all possible elements in the
queue so that the queue above can be visually displayed as users expect. The following figure
is the state picture for the observable component mentioned above
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The second way is for two observable components and queue is a value of one of them.
Element is the queue represents a ID of the rest one and users want to display the queue based
on the rest one. For example, let look at some observable components as follows:

(lane: 3 | 1 | 2 | empty)

(car[1]: straight) (car[2]: right) (car[3]: left)

where lane and car[_] are name of the observable component, 3 | 1 | 2 | empty and di-
rections are their values. Users expect to display the observable component lane with its value
are values of the observable components car. In r-SMGA, the state picture template and the
state picture of the queue for the case above can be prepared as follows:

where the figure on the top and bottom side are the state picture template and the state picture,
respectively.

In the control phase, we implement two new features called Sequence generation and Inter-
action. The Sequence generation feature aims to automatically generate a state sequence based
on the formal specification of a protocol on the fly. It consists of five functions:

• Default generation: The function automatically generates a random sequence (by se-
lecting randomly one of the successor states for a next state) whose length is up to a
fixed number (100 by default). This function guarantees that two consecutive states are
different in the sequence. Once a new state sequence is generated, it will be added to a
list where its index denotes the state sequence. Users can select any state sequence in the
list by an index to reuse it without generating it again.

• Update: The function uses a selected state sequence from the list, then generates a new
random state sequence and replaces the selected state sequence by the new one. Users
can adjust the length of a state sequence before producing a new state sequence.
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• Add: The function works similarly to Default generation, except that users can set a
length of a new state sequence before generating.

• Clear: The function erases a selected state sequence from the list.

• Reset list: The function erases all state sequences from the list.

Users can utilize the Interaction feature to interact with a state picture template or a state
picture while observing the animations. This feature consists of two functions:

• Focus: This function allows users to focus on selected visual objects in a state picture
template or a state picture by displaying only those visual objects and not displaying the
remaining visual objects.

• Hide: Users can select visual objects in a state picture template or a state picture that
they want to hide. Then, the selected visual objects are not displayed on the screen.

We also provide three more functions for each function above: undo, redo, and reset. Undo
allows users to cancel the latest action (Focus or Hide), while redo allows users to carry out
the latest action again. Reset allows users to go back to the original state picture template.
Note that the function reset is different to reset list in the sequence generation feature. In
addition, users can utilize the Interaction feature, while running some other features.

In the search phase, there are two features named Maude and Pattern matching. In the
Maude feature, we provide two functions called search command (reachability analysis) and
model checking as follows:

• Search command: The input of this function is a specification and a command including
parameters mentioned in Section 2. Given the corresponding parameters, such as an initial
state, a target state, and a number of solutions, the function calls to the Maude search

command. If the number of solutions in the parameters is one, the function returns a
state sequence leading to the target state from the initial state. When the number is
greater than one, the function returns a list of state sequences where indices in the list
denote the state sequences. In the list, users can utilize a state sequence by selecting the
corresponding index of the list. If there is no solution, an alert message is returned.

• Model checking: Given a specification of a protocol, an LTL formula, and an initial
state, we can conduct model checking with r-SMGA. If the protocol does not satisfy the
formula with the initial state, a counterexample is returned that has the form of a state
sequence with a loop mentioned in Section 2. Note that if the reachable state space of
the protocol is huge, Search command and Model checking can stuck or take a long
time to return results.
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The purpose of Pattern matching feature is to find states satisfying some conditions from the
state sequence being used. In r-SMGA, the Pattern matching feature is implemented based on
some features empowered by Maude so that it can work on various cases, such as finding some
specific messages in the network (formalized as a soup, an associative-commutative collection,
of messages) that we cannot do with the previous version. This feature uses state sequences in
the list maintained by r-SMGA and a pattern with a condition written in Maude as the input.
The pattern and the condition are defined in the same way to the target state and the condition
in the Search command function. The output is a list of states that match the pattern with
the condition, or a message “no solution” if there is no such a state. The Pattern matching
feature has the following three functions:

• Pattern matching on a sequence: Users select one state sequence from the list and
fill a pattern with a condition. Then, the function returns a list of states that match the
pattern and satisfy the condition from the selected state sequence.

• Pattern matching on some sequences: Users can select multiple state sequences
from the list and fill a pattern with a condition. Then, the function returns a list of
sequences of states that match the pattern and satisfy the condition from the selected
state sequences. Users can select one sequence of the list returned to observe states that
satisfy the pattern and the condition.

• Pattern matching on all sequences: This is the same as the second function provided
that all state sequences in the list are selected.

In the search phase, we provide two ways to display the output: (i) a still picture that includes
all states that match a pattern with a condition and (ii) graphical animations of such states.
Displaying the output as animations can help human users to quickly recognize the difference
between such states, which may be useful to conjecture likely invariants based on the proposed
guideline in Section 4.4. We will show its usefulness in the rest of the dissertation. The following
figure shows functions of the displaying the output as graphical animations.

where buttons on the left-hand side are similar to those used for the functions in the control
feature; a list and a button on the right-hand side are a result (a list of solutions) returned from
the Maude feature and the Pattern matching feature and a function to load all states (in the
result-aboved) to the output display, respectively. We summarize the new and revised features
with their purposes and functions in Table 5.1.
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Table 5.1: Summary of new and revised features.

Feature Purpose Functions

Special display Visualizing some specific
data structures such as ar-
ray and queue

Sequence generation Generating a state se-
quence on the fly and keep-
ing state sequences in a list

Default generation, add,
update, clear, and reset
list

Interaction feature Interacting with elements
from a state picture tem-
plate or a state picture

Focusing and hiding

Maude feature Using Maude features that
Maude supports

Search command and
model checking

Pattern matching
feature

Searching states by match-
ing a pattern with a condi-
tion

Pattern matching on
a sequence, some se-
quences, and all se-
quences in the list

Displaying the out-
put of the search
phase

Displaying the output in
the search phase as anima-
tions

Control functions for
animations and showing
all output states
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Chapter 6

Case study: the Mellor-Crummey-Scott
Protocol

This chapter uses the Mellor-Crummey-Scott (MCS) protocol as an example to demonstrate
the usefulness of both kinds of tips, especially tips for designing state picture templates. This
chapter is mainly divided into two parts: graphical animations of the MCS protocol and formal
verification of the confirmed invariants of the MCS protocol in CafeOBJ, where the former
shows a flow of how to conjecture likely invariants using r-SMGA while the latter is to prove
such likely invariants by proof scores in CafeOBJ. Firstly, this chapter introduces the MCS
protocol and its specification in Maude. This chapter then graphically animates the MCS
protocol where a state picture template is designed based on the proposed tips for designing
state picture templates. This chapter also shows the importance of state picture templates
by comparing our proposal with the previous work and evaluating them by Gestalt principles.
Then, based on the proposed tips for conjecturing likely invariants, we can conjecture several
likely invariants, and those likely invariants are confirmed with the Search command function
in r-SMGA. One flawed version of the MCS protocol is used to show that our approach still
works even the input is a defective version. Finally, most of the confirmed invariants (survived
via the Search command) are theorem proved to demonstrate how well humans understand
based on our proposed approach. We also report reasons that some of the confirmed invariants
cannot be done with CafeOBJ even we intuitively know that they are correct.

6.1 Graphical Animations of the MCS Protocol

6.1.1 Description and Maude Specification

The MCS protocol [15] is a shared-memory mutual exclusion protocol invented by Mellor-
Crummey and Scott. Partly because its variants had been used in Java VMs, the 2006 Edsger
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rs : “Remainder Section′′

l1 : nextp := nop;

l2 : predp := fetch&store(glock, p);

l3 : if predp 
= nop {
l4 : lockp := true;

l5 : nextpredp := p;

l6 : repeat while lockp; }
cs : “Critical Section′′

l7 : if nextp = nop {
l8 : if comp&swap(glock, p, nop)

l9 : goto rs;

l10 : repeat while nextp = nop; }
l11 : locknextp := false;

l12 : goto rs;

Figure 6.1: The MCS protocol in Algol-like pseudo-code

W. Dijkstra Prize in Distributed Computing went to their paper1. It can be described in
Algol-like pseudo-code as shown in Figure 6.1. It uses one global variable glock and three local
variables nextp, predp and lockp for each process p. Process IDs are stored in glock, nextp

and predp, while Boolean values are stored in lockp. In this paper, initially, glock, nextp and
predp are set to nop, while lockp is set to false, where nop is a special ID that is different from
any real process IDs. locknextp is lockq such that nextp = q and nextpredp is nextq such that
predp = q. Note that because the protocol is used for shared-memory computers, any process
p can read and write lockq and predq even though q is different from p. The protocol uses two
atomic operations (or instructions): fetch&store and comp&swap. For a variable v and a value
a, fetch&store(v, a) atomically does the following: it sets v to a and returns the old value stored
in v. For a variable v and two values a & b, comp&swap(v, a, b) atomically does the following:
if the value stored in v equals a, then v is set to b and true is returned; otherwise false is just
returned. The MCS protocol uses a virtual queue basically composed of process IDs by using
nextp. Figure 6.2 (a) shows the virtual queue that consists of p2, p1 and p3 in this order such
that all of them have been completely put into it. glock always refers to the bottom element
whenever the virtual queue is not empty, while it is nop whenever the virtual queue is empty.
Enqueuing and dequeuing for the virtual queue are not atomic. Therefore, there may be some
elements that have not yet been completely put into it. Figure 6.2 (b) shows the virtual queue
that consists of p2, p1 and p3 in this order such that p1 has not yet been completely put into it
and will set nextp1 to p2 by using predp1 , where predp1 = p2.

1www.podc.org/dijkstra/2006-dijkstra-prize
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Figure 6.2: Virtual queue used in the MCS protocol

We suppose that there are three processes that participate in MCS protocol. Let MMCS

formalize the MCS protocol. Each state in SMCS is expressed as follows:

{(glock: bp)

(pc[p1]: l1) (pred[p1]: pp1) (lock[p1]: b1) (next[p1]:np1)

(pc[p2]: l2) (pred[p2]: pp2) (lock[p2]: b2) (next[p2]:np2)

(pc[p3]: l3) (pred[p3]: pp3) (lock[p3]: b3) (next[p3]:np3)}

where bp, ppi and npi for i = 1, 2, 3 are process IDs, li for i = 1, 2, 3 is a label, such as rs, l1
and cs, and bi for i = 1, 2, 3 is a Boolean value. Initially, bp, ppi and npi are nop, li is rs and bi

is false. IMCS consists of one state. Let init equal the initial state.
TMCS is described in Maude as follows:

rl [want] : {(pc[P]: rs) OCs}

=> {(pc[P]: l1) OCs} .

rl [stnxt] : {(pc[P]: l1) (next[P]: Q) OCs}

=> {(pc[P]: l2) (next[P]: nop) OCs} .

rl [stprd] : {(glock: Q) (pc[P]: l2) (pred[P]: Q1) OCs}

=> {(glock: P) (pc[P]: l3) (pred[P]: Q) OCs} .

rl [chprd] : {(pc[P]: l3) (pred[P]: Q) OCs}

=> {(pc[P]: (if Q == nop then cs else l4 fi)) (pred[P]: Q) OCs} .

rl [stlck] : {(pc[P]: l4) (lock[P]: B) OCs}

=> {(pc[P]: l5) (lock[P]: true) OCs} .

rl [stnpr] : {(pc[P]: l5) (pred[P]: Q) (next[Q]: Q1) OCs}
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Figure 6.3: A straightforward state picture template for the MCS protocol

=> {(pc[P]: l6) (pred[P]: Q) (next[Q]: P) OCs} .

rl [chlck] : {(pc[P]: l6) (lock[P]: false) OCs}

=> {(pc[P]: cs) (lock[P]: false) OCs} .

rl [exit] : {(pc[P]: cs) OCs}

=> {(pc[P]: l7) OCs} .

rl [rpnxt] : {(pc[P]: l7) (next[P]: Q) OCs}

=> {(pc[P]: (if Q == nop then l8 else l11 fi)) (next[P]: Q) OCs} .

rl [chglk] : {(glock: Q) (pc[P]: l8) OCs}

=> {(glock: (if Q == P then nop else Q fi))

(pc[P]: (if Q == P then l9 else l10 fi)) OCs} .

rl [go2rs] : {(pc[P]: l9) OCs}

=> {(pc[P]: rs) OCs} .

crl [rpnxt2] : {(pc[P]: l10) (next[P]: Q) OCs}

=> {(pc[P]: l11) (next[P]: Q) OCs}

if Q =/= nop .

rl [stlnx] : {(pc[P]: l11) (next[P]: Q) (lock[Q]: B) OCs}

=> {(pc[P]: l12) (next[P]: Q) (lock[Q]: false) OCs} .

rl [go2rs2] : {(pc[P]: l12) OCs}

=> {(pc[P]: rs) OCs} .

where OCs is a Maude variable of observable component soups, P, Q and Q1 are Maude variables
of process IDs, and B is a Maude variable of Boolean values. if b then x else y fi equals x if
b equals true and y if b equals false.

6.1.2 Designing the State Picture Template

It is also possible to automatically generate a straightforward state picture template for the
MCS protocol, such as the one shown in Figure 6.3. State pictures generated from the state
picture template, such as the one shown in Figure 6.4 are almost the same as states in text:

{(glock: p1)
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Figure 6.4: A straightforward state picture for the MCS protocol

Figure 6.5: An old state picture template for the MCS protocol

(pc[p1]: l5) (next[p1]: nop) (pred[p1]: p2) (lock[p1]: true)

(pc[p2]: l6) (next[p2]: nop) (pred[p2]: p3) (lock[p2]: true)

(pc[p3]: l8) (next[p3]: p2) (pred[p3]: nop) (lock[p3]: false)}

Observing such texts, especially in animations, is too boring and so observable components
should be visual as much as possible mentioned as an essential tip.

Nguyen and Ogata [60] made the state picture template shown in Figure 6.5 for the MCS
protocol. A state picture generated from the state picture template is shown in Figure 6.6.
The state picture allows us to immediately realize that processes p1, p2 and p3 are located
at l5, l6 and l8, respectively. Nguyen and Ogata [60] conducted a case study in which several
likely invariants of the MCS protocol can be discovered by observing graphical animations of
the MCS protocol such that each state picture used in the graphical animation is generated
from the state picture template. For example, one of the likely invariants found is as follows:

No state such that a process is at cs, l7, l8, l10, or l11 and another process is at cs, l7, l8,
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Figure 6.6: An state picture instance for the MCS protocol

l10, or l11.
Let the likely invariant be called MCS-LI 0 in this section.

Although the state picture shown in Figure 6.6 also allows us to notice the values stored in
the global variable glock and the three local variables nextp, predp and lockp for each process p,
their representations on the state picture are almost the same as the text representation. Since
SMGA requires and/or permits human users to make state picture templates, the representa-
tions must be able to be visually/graphically perceivable. We use proposed tips to come up
with the state picture template shown in Figure 6.7. Figure 6.8 shows a state picture generated
from the state picture template.

The design of the glock representation used in Figure 6.5 is as follows:

The value of glock is nop, p1, p2 or p3. Regardless of the value, the value is displayed on the
same place. For example, when the value is p1, it is displayed as follows:

The design of the glock representation used in Figure 6.7 is as follows:
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Figure 6.7: A new state picture design for the MCS protocol

If the value is nop, nothing is displayed on the rectangle or pane for glock. If the value is p1, p1
is displayed at the left-most place of the rectangle for glock. If the value is p2, p2 is displayed at
the middle place of the rectangle for glock. If the value is p3, p3 is displayed at the right-most
place of the rectangle for glock. For example, when the value is p1, it is displayed as follows:

We can say that the glock representation used in Figure 6.7 and Figure 6.8 helps human users
more visually/graphically perceive its value than the one used in Figure 6.5 and Figure 6.6.

The design of the nextp, predp and lockp representations for each process p used in Figure 6.5
is as follows:

Regardless of the values of nextp, predp and lockp, their values are displayed on the same places.
For example, when nextp1 is nop, predp1 is p2, lockp1 is true, nextp2 is nop, predp2 is p3, lockp2
is true, nextp3 is p2, predp3 is nop and lockp3 is false, those values are displayed as follows:
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Figure 6.8: A new state picture instance for the MCS protocol

The design of the nextp, predp and lockp representations for each process p used in Figure 6.7
is as follows:

The nextp representation appears at the right-most place, where there are three rectangles, the
first, second and third ones of which from top are used for p1, p2 and p3, respectively. For
example, if the value of nextp1 is nop, nothing is shown on the first rectangle; if the value is pi,
the circle on which pi is written is shown at the designated place on the first rectangle. The
lockp representation appears at the middle place, which also indicates that the first, second and
third rows are used for p1, p2 and p3, respectively. When lockpi is true, the background color
of pi is red; otherwise the color is non-red (or light blue). The predp representation appears at
the left-most place, where there are three rectangles, the first, second and third ones of which
from top are used for p1, p2 and p3, respectively. For example, if the value of predp1 is nop,
nothing is shown on the first rectangle; if the value is pi, the circle on which pi is written is
shown at the designated place on the first rectangle. For instance, when nextp1 is nop, predp1
is p2, lockp1 is true, nextp2 is nop, predp2 is p3, lockp2 is true, nextp3 is p2, predp3 is nop and
lockp3 is false, those values are displayed as follows:
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Figure 6.9: Some pictures for extended CS region

Table 6.1 summarizes observable components of the MCS protocol and the tips used to
design their visualization.
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Table 6.1: Observable components and their tips used to design

Observable components Tips

pc[i] SPT-T 1&2

lock[i] SPT-T 4&6&9

pred[i] SPT-T 4&6&8&9

next[i] SPT-T 4&6&8&9

glock SPT-T 3&8

6.1.3 Evaluation of State Picture Template Based on Gestalt Princi-

ples

On both the old state picture template and the new state picture template of the MCS protocol,
we can perceive that there are 14 rectangles aligned along the edge of the whole image due to
similarity principle. The 14 rectangles represent the 14 sections on which processes are located
and each of the rectangles has its name on it, such as rs, l1 and cs. An arrow-shape visual object
is shown between each pair of adjacent rectangles, meaning that processes basically move from
one section to the other. Processes are represented as circles on which their IDs, such as p1,
are shown. Taking a look at state pictures immediately allows us to recognize which sections
processes are located. On the old state pictures, all circles representing processes are in one
color, while on the new state pictures different colors are used to make it clear to distinguish
different processes due to similarity principle. On both the old state picture design and the new
state picture design of the MCS protocol, the visual representation of glock is arranged a bit
far from the visual representations of the three local variables owned by processes, which makes
it clear that glock can be perceived as one independent group due to proximity principle.

On the new state picture template of nextp, predp and lockp for each process p, we can
perceive that there are three groups due to similarity principle. The three groups correspond
to predp, lockp and nextp from left on the new state picture template. We also perceive that
there are also three different groups due to proximity principle. The three different groups
correspond to p1, p2 and p3 from top on the new state picture template.

Because the types of glock, nextp and predp are the same, process IDs or nop, we use
the same visual representation for them so that we can perceive it due to similarity principle.
When such a variable has a process ID, a circle on which the process ID is shown appears
at the designated place on the rectangle that represents the variable. Since p1, p2 and p3
are processes, each of them is represented as a circle due to similarity principle. Since they
are different processes, however, we use three different colors for the three different processes
due to similarity principle. When such a variable has nop, nothing appears on the rectangle
that represents the variable. This is because nop is different from process IDs and should be
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distinguished from them. We can recognize that such a variable has nop thanks to similarity
principle. Because of the visual representations of glock, nextp and predp, we can perceive
whether among those variables have a same value (namely a same process ID or nop) or different
values.

The type of lockp is Boolean and then it has either true or false. We use two different colors
to represent the two different values. Red is used to represent true, while non-red (or light
blue) is used to represent false. This is because when lockp is true, process p is supposed to
wait somewhere to proceed to the critical section and when lockp is false, p is allowed to enter
the critical section. We can perceive which lockp is true or false thanks to similarity principle.

6.1.4 Likely Invariants Discovery Based on Our Proposed State Pic-

ture Template

Using LIC-T 1 (focus on the location of processes, such as rem and cs) and carefully observing
graphical animations for the MCS protocol in which new state pictures, such as Figure 6.6, were
used, we realized that there is always at most one process at cs, l7, l8, l10 and l11. This is
exactly the same as MCS-LI 0 discovered based on old state pictures, such as Figure 6.8. We
call these sections (cs, l7, l8, l10 and l11) CS region. We also noticed that there exists at most
one process p such that p is located at l3 and predp is nop and there exists at most one process
p such that p is located at l6 and lockp is false. Moreover, if p is located at l3 and predp is nop,
there is no process in CS region and there is no process q at l6 such that lockq is false, and if p
is located at l6 and lockp is false, there is no process in CS region and there is no q at l3 such
that predq is nop. l3 and l6 are only the sections from which processes enter CS region. We call
CS region plus l3 and l6 extended CS region. The first likely invariant that can be conjectured
by carefully observing graphical animations for the MCS protocol in which new state pictures,
such as Figure 6.6, are used is as follows:

• MCS-LI 1: There exists at most one process except for processes p such that (1) p is
located at l3 and predp is not nop and (2) p is located at l6 and lockp is not false in
extended CS region.

Extended CS region is one key concept that captures one important aspect of the MCS protocol
and MCS-LI 1 is very crucial in that several other likely invariants can be discovered based on
this likely invariant. Figure 6.9 shows some state pictures that capture MCS-LI 1. On the top
left state picture, there are two processes p1 and p2 in extended CS region such that both are
located at l6, lockp1 is true and lockp2 is false and therefore p2 is only the process in extended
CS region in the sense of MCS-LI 1 because p1 satisfies condition (2) in MCS-LI 1. On the top
right state picture, there are two processes p1 and p3 in extended CS region such that both are
located at l3, predp1 is p2 and predp3 is nop and therefore p3 is only the process in extended
CS region in the sense of MCS-LI 1 because p1 satisfies condition (1) in MCS-LI 1. Each of the
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other five state pictures shows that there exists one process at one section of CS region and for
all processes q located at l3 and l6 if any, predq is not nop and lockq is not false, respectively.

Based on LIC-T 1 and focusing on a process in CS region or extended CS region, we can
recognize the following likely invariant:

• MCS-LI 2.1: Whenever there is a process at l10, there is at least one process at l3, l4, l5
or l6;

• MCS-LI 2.2: Whenever there is a process at l11, there is at least one process at l6.

The bottom left state picture of Figure 6.9 is an example of MCS-LI 2.1 and the bottom right
state picture of Figure 6.9 is an example of MCS-LI 2.2.

Carefully observing the nextp and predp representations for each process p (based on LIC-
T 1), nothing may be displayed and the circle on which q that is different from p is written
may be displayed but the circle on which p is written is never displayed. Thus, we can realize
the following likely invariants:

• MCS-LI 3.1: The value of nextp for each process p is never p.

• MCS-LI 3.2: The value of predp for each process p is never p.

For example, taking a look at the nextp1 representation or rectangle, it is visually/graphically
observable that the circle on which p1 is written never comes into sight on the designated
position. This is because nextp1 is visually/graphically represented in the new state picture
design.

Based on LIC-T 2, some relations between two observable components can be discovered by
carefully observing graphical animations, from which some likely invariants can be conjectured.
A relation between the glock observable component and the pc[p] observable component can be
perceived by graphical animations and allows us to conjecture the following likely invariants:

• MCS-LI 4.1: If glock is nop, then there is no process at l3, l4, l5 or l6 or in CS region;

• MCS-LI 4.2: If glock is a process p, then p is located at l3, l4, l5 or l6 or in CS region;

• MCS-LI 4.3: If glock is not nop (or equivalently a process), then there exists a process in
CS region.

Similarly, a relation between the pred[p] observable component and the pc[p] observable
component (LIC-T 2) allows us to conjecture the following likely invariants:

• MCS-LI 5: If predp for each process p is nop, then p is never located at l4, l5, l6 or l12.

Similarly, a relation between the pc[p] observable component and the next[p] observable
component (LIC-T 2) allows us to conjecture the following likely invariants:
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Figure 6.10: Three state pictures discovered by the Pattern matching feature.

• MCS-LI 6.1: If each process p is located at l2 or l9, then nextp is nop;

• MCS-LI 6.2: If nextp for each process p is nop, then p is not located at l11 or l12.

Similarly, a relation between the lock[p] observable component and the pc[p] observable
component (LIC-T 2) allows us to conjecture the following likely invariants:

• MCS-LI 7.1: If lockp for each process p is true, then p is located at l5 or l6;

• MCS-LI 7.2: If each process p is located at l5, then lockp is true.

Note that when a process p is located at l6, another process may set lockp to false.
Based on LIC-T 3, it is necessary to fix the values of some observable components so

as to discover some similarities of multiple states and/or some relations among observable
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components. It is not straightforward to do so by observing graphical animations because we
need to remember states in which the former observable components have the fixed values. For
example, it must not be reasonable to remember all states in a graphical animations such that
predp1 is p2 and p2 is located at rs, l1, l2, l9 or l12. One possible remedy for it is to use the
Pattern matching feature of r-SMGA. Given a pattern and a condition written by human users,
the feature finds all states in an input sequence of states such that they match the pattern and
the condition. When we would like to find all states in an input sequence of states such that
predp1 is p2 and p2 is located at rs, l1, l2, l9 or l12, it suffices to write the following the pattern
and the condition in Maude:

pattern:

(pred[p1]: p2) (pc[2]: La:Label) OCs:Sys

condition:

La:Label = l1 or La:Label = l2 or La:Label = rs or La:Label = l9 or La:Label = l12

where OCs:Sys refers to the other observable components. Figure 6.10 shows three state pictures
among the states discovered by the Pattern matching feature of r-SMGA.

It does not suffice, however, to use the feature abovementioned so as to conjecture non-trivial
likely invariants. This is because the pair (p1, p2) is one possible combination and there are five
more combinations to consider: (p1, p3), (p2, p1), (p2, p3), (p3, p1) and (p3, p2). Note that we
do not need to take the three combinations (p1, p1), (p2, p2) and (p3, p3) into account because
of MCS-LI 3.1. Let (p, q) be each of the six combinations to consider. Carefully observing
all states discovered by the Pattern matching feature for the six combinations (LIC-T 3) to
consider, we can conjecture some non-trivial likely invariants:

• MCS-LI 8.1: If predp is q and q is located at rs, l1, l2, l9, l11 or l12, then p is not located
at l3, l4 or l5;

• MCS-LI 8.2: If predp is q and glock is q, then p is not located at l3, l4 or l5;

• MCS-LI 8.3: If predp is q, nextq is not nop and p is located at l3, l4, l5, l6, cs, l7, l8 or
l10, then q is not located at l3, l4 or l5.

We noticed that there are both states in which nextq is nop and those in which nextq is not
nop among the states found by the Pattern matching feature of the condition of MCS-LI 8.1,
while there are only states in which nextq is nop among the states found by the feature of the
condition of MCS-LI 8.2. Then, finding the states with the feature of the second sub-condition
only of MCS-LI 8.2 because the first sub-condition is shared by both likely invariants, we realized
that nextq is nop in all of them (LIC-T 4). Therefore, we came up with the following likely
invariant:
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• MCS-LI 9: If glock is a process p (or equivalently non-nop), nextp is nop.

We have used the Search command of r-SMGA to model check that all likely invariants
conjectured in this section are invariant properties with respect to the state machine formalizing
the MCS protocol. Table 6.3 and Table 6.2 show all found likely invariants are not yet survived
and survived with the Search command function of r-SMGA, respectively. The Tips column
in Table 6.3 refers to specific tips to conjecture likely invariants.

Table 6.2: False invariants of the MCS protocol

No. Content Tips

1 there is at most one process in extended cs re-
gion, l9 and l12

LIC-T 1

2 if a process is in l5 or l6, its lock is true LIC-T 2

3 there is no such case pred of process I is process
J and pred of process J is process I

LIC-T 2

4 if process I is located at l3, process J is located
at l6, next of process J is I

LIC-T 2

6.1.5 Graphical Animations of a Flawed Version of the MCS Protocol

This section aims to demonstrate that our approach can work well even the input is defective
versions. In this section, we make the MCS protocol become a flawed version by making the
function com&swap become non-atomic. The following is the correct rule in Maude:

rl [chglk] : (glock: Q) (pc[P]: l8) => (glock: (if Q == P

then nop else Q fi))

(pc[P]: (if Q == P then l9 else l10 fi)) .

We replace the correct rule by two following rules:

rl [chglk1] : (glock: Q) (pc[P]: l8) =>

(pc[P]: (if Q == P then l8.5 else l10 fi)) (glock: Q) .

rl [chglk2] : (glock: Q) (pc[P]: l85) => (glock: nop) (pc[P]: l9) .

This version needs to add one more location l85 and we need to change the state picture
template by adding one more place for this location. Figure 6.11 shows the state picture
template of this flawed version.

Observing graphical animations of this flawed version, some likely invariants are similar
to the original version. For example, There is at most one process in cs, l7, l8, l85, l10, l11.
However, we can obtain that whenever one process is located at l85, then another process is
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Figure 6.11: A state picture template of a flawed version of the MCS protocol

stuck at l6. It is because when a process I is located l85, another process J enters to the virtual
queue so that process I cannot release process J because process I returns to rs instead of moving
to l12. This characteristic is not invariant, but graphical animations help us to comprehend
the reason. It implies that our approach is still help humans to understand the state machines
in spite of defective versions.

6.2 Formal Verification of the Confirmed Likely Invariants

of the MCS Protocol in CafeOBJ

6.2.1 Specification of the MCS Protocol in CafeOBJ

The specification of the MCS protocol in CafeOBJ can be made in the same way as what has
been described in the Section 2.3. Let SMCS � 〈OMCS, IMCS, TMCS〉 be the state machine
formalizing MCS.

OMCS has the five observers that are declared as follows:

op glock : Sys -> Pid&Nop .

op next : Sys Pid -> Pid&Nop .

op prede : Sys Pid -> Pid&Nop .

op lock : Sys Pid -> Bool .

op pc : Sys Pid -> Label .

where Sys is the sort denoting RSMCS
, Pid is the sort denoting process IDs, Pid&Nop is the sort

denoting process IDs and nop and Label is the sort denoting the 14 labels.
IMCS is specified as follows:

op init : -> Sys {constr} .
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eq glock(init) = nop .

eq pc(init,P) = rs .

eq next(init,P) = nop .

eq prede(init,P) = nop .

eq lock(init,P) = false .

where P is a CafeOBJ variable of Pid.
TMCS has the 14 transitions that are declared as follows:

op want : Sys Pid -> Sys {constr} .

op stnxt : Sys Pid -> Sys {constr} .

op stprd : Sys Pid -> Sys {constr} .

op chprd : Sys Pid -> Sys {constr} .

op stlck : Sys Pid -> Sys {constr} .

op stnpr : Sys Pid -> Sys {constr} .

op chlck : Sys Pid -> Sys {constr} .

op exit : Sys Pid -> Sys {constr} .

op chnxt : Sys Pid -> Sys {constr} .

op chglk : Sys Pid -> Sys {constr} .

op go2rs : Sys Pid -> Sys {constr} .

op chnxt2 : Sys Pid -> Sys {constr} .

op stlnx : Sys Pid -> Sys {constr} .

op go2rs2 : Sys Pid -> Sys {constr} .

The first (want) through sixth (stnpr) operators express state transitions such that a process
(given as the second parameter) moves to l1, l2, l3, l4 or cs, l5 and l6 from rs, l1, l2, l3, l4 and
l5, respectively, in a state (given as the first parameter). chlck expresses a state transition such
that a process tries to move to cs from l6 in a state. The eighth (exit) through 11th (go2rs)
operators express state transitions such that a process moves to l7, l8 or l11, l9 or l10 and rs
from cs, l7, l8 and l9, respectively, in a state. chnxt2 expresses a state transition such that a
process tries to move to l11 from l10 in a state. stlnx and go2rs2 express state transitions
such that a process moves to l12 and rs from l11 and l12, respectively, in a state. Some more
descriptions on the operators are given. For example, if a process p is at l2 in a state s, then
stprd(s,p) denotes the state just after p has executed the statement at l2 and moved to l3
from l2; if p is at l6 in s, then chlck(s,p) denotes the state just after p has exited the loop at
l6 and moved to cs if lockp is false and the state just after p has done one iteration of the loop
at l6 if lockp is true.

The transitions are defined in terms of equations that specify how the values observed by
the five observers change. For example, stprd is defined as follows:

ceq glock(stprd(S,P)) = P if pc(S,P) = l2 .
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ceq pc(stprd(S,P),Q) = (if P = Q then l3 else pc(S,Q) fi) if pc(S,P) = l2 .

eq next(stprd(S,P),Q) = next(S,Q) .

eq lock(stprd(S,P),Q) = lock(S,Q) .

ceq prede(stprd(S,P),Q) = (if P = Q then glock(S)

else prede(S,Q) fi) if pc(S,P) = l2 .

ceq stprd(S,P) = S if (pc(S,P) = l2) = false .

where S is a CafeOBJ variable of Sys and P & Q are CafeOBJ variables of Pid. The remaining
transitions can be defined likewise.

6.2.2 Formal Verification of the Confirmed Invariants of the MCS

Protocol

In this section, we aim to use proof scores in CafeOBJ to prove all confirmed invariants in the
previous section. We expected that all confirmed invariants will be proven, but some of them
cannot be done with CafeOBJ. Let us introduce a situation that cannot be done and start with
the true invariant as follows:

if a process is located at the extended cs region, glock is not nop.

It is straightforward to comprehend that a process in the extended cs region refers to the top
of the virtual queue, then there exists an element in the virtual queue, and therefore glock is
not nop. It is proven as inv4 shown in Table 6.5. However, the following likely invariant makes
us stuck in a long time and cannot be done in CafeOBJ:

if a process is located at l3 and its pred is not nop, or l4, or l5,

or l6 and its lock is true, then glock is not nop.

Figure 6.12 shows state pictures that satisfy this likely invariant. We can obtain that, when
a process p is located at l3 and predp is not nop, or l4, or l5, or l6 and lockp is true, there
exists another process in the extended cs region, therefore, glock is not nop. We can intuitively
comprehend it, but it is not easy to formally prove it based on the current formal specification
as it is. One such reason is that we need to identify a position of this process in the virtual
queue. To comprehend the reason, let us rephrase the likely invariant as “if a process is located
at l3 and its pred is not nop, or l4, or l5, or l6 and its lock is true, it refers to the virtual queue
that contains at least two elements where this process is not the top of the virtual queue.” The
MCS protocol uses a virtual queue with glock, each process next and each process pred, where
glock refers to the bottom element of the virtual queue if the queue is not empty. Therefore,
when we concern the process in the likely invariant (make us stuck), we need to concern the
number of processes in the virtual queue and the position of the process in the likely invariant
(make us stuck) in such virtual queue. Currently, we cannot prove the likely invariant (make

49



us stuck) in the original version of the MCS protocol by CafeOBJ. One possible solution is to
use the other version that simulates the original version of the MCS protocol where a queue in
simulated version simulates the virtual queue of the original version of the MCS protocol. We
have done such simulation in [61] but not for proving the likely invariant (makes us stuck). We
leave such work as a piece of our future directions.

Figure 6.12: State pictures as examples of a likely invariant

Finally, Tables 6.5 and 6.6 show all properties (true invariants) of the MCS protocol. Note
that the order of the properties is not same with the confirmed invariants. Table 6.4 shows
information of a number of likely invariants and its relevance, such as numbers of such likely
invariants that have counterexamples, are confirmed by model checking, and are proven by
theorem proving.

6.3 Summary

This chapter shows the usefulness of both kinds of proposed tips, especially the proposed tips
for designing state picture templates, for human users to find likely invariants of the MCS
protocol. Most likely invariants found based on the tips survived with the search command in
r-SMGA. We also report a case that a flawed version of the MCS protocol is conducted by our
approach. This result shows that our approach still works for defective versions. Furthermore,
most of the confirmed invariants are true invariants by interactive theorem proving. Some of the
confirmed invariants cannot be proved even though we intuitively know that they are correct.
It demonstrates that humans can understand the MCS protocol based on our approach.
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Table 6.3: Confirmed invariants of the MCS protocol

No. Content Tips

1 there is at most one process in extended cs region LIC-T 1

2 pred of process I is never process I LIC-T 1

3 next of process I is never process I LIC-T 1

4 if next of process I is process J, next of process J is not process I LIC-T 1

5 if lock of process I is true, process I is located at l5 or l6 LIC-T 2

6 if process I is located at l5, its lock is true LIC-T 2&4&3

7 if there is process is not in rs, l1, l2 and l9, then glock is not nop LIC-T 2&3

8 if process I is in (l3 and its pred is not nop) or l4 or l5 or (l6 and
its lock is true) and glock is process I, then there exists a process
is in extended cs region

LIC-T 4&3&2

9 if process I is in rs, l1, l2, l9, l10, l11, l12, then glock is not
process I

LIC-T 2&3

10 if a process is in l2 or l9, its next is nop LIC-T 2&3

11 if a process is in l11 or l12, its next is not nop LIC-T 2&3

12 if a process is in l4, l5, l6, its pred is not nop LIC-T 2

13 if process is l3 and pred is nop, no other process is in extended
cs region

LIC-T 4&3

14 if glock is a process I, its process I is nop LIC-T 2&3

15 if pred of process I is process J and process J is located at rs, l1,
l2, l9, l11 or l12, then process I is not located at l3, l4 or l5

LIC-T 4&3

16 if pred of process I is process J and glock is process J, then
process I is not located at l3, l4 or l5

LIC-T 4&3

17 if pred of process I is process J, next of process J is not nop and
process I is located at l3, l4, l5, l6, cs, l7, l8 or l10, then process
J is not located at l3, l4 or l5

LIC-T 4&3

Table 6.4: A number of likely invariants and its relevance

No. of likely invariants A B C D

21 4 17 14 4

A: Numbers of likely invariants that have counterexamples
B: Numbers of likely invariants that are confirmed by invariant model checking
C: Numbers of likely invariants that are proven by theorem proving
D: Other invariants that are used as lemmas
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Chapter 7

Case Study: the Suzuki-Kasami Protocol

This chapter uses the Suzuki-Kasami (SK) protocol as an example to demonstrate the usefulness
our approach, especially our proposed guidelines and new features in r-SMGA. This chapter is
mainly divided the content into two parts: graphical animation of the SK protocol and formal
verification of the confirmed invariants of the SK protocol in CafeOBJ. The former mainly
shows the usefulness of new features with the proposed guidelines while the latter mainly
shows one advantage of our proposed approach that can find lemmas when conducting theorem
proving with proof scores in CafeOBJ. Firstly, this chapter introduces the SK protocol and
its specification in Maude. Then, the chapter graphically animates the SK protocol where
a state picture template is designed based on the proposed tips (for designing state picture
template) with new features of r-SMGA. Some examples of how to find likely invariants using
the guidelines and new features of r-SMGA are described in details. The found likely invariants
are confirmed with the Search command in r-SMGA. This chapter also reports a case that a
flawed SK protocol created by our intention is used for our approach. Finally, when conducting
theorem proving for all confirmed invariants, we find that our proposed approach can be used
to find likely invariants that can be used as lemmas.

7.1 Graphical Animations of the SK protocol

This section introduces a case study where the Suzuki-Kasami (SK) protocol is used as an
example. The section first explain how the protocol works is specified in Maude. Then, the
input of r-SMGA is prepared including the specification and the state picture template of the
SK protocol. Based on some tips of [11], observing graphical animations, and using new and
revised features of r-SMGA, some likely invariants are conjectured and confirmed to show the
usefulness of those features.
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Figure 7.1: Algol-like description of the Suzuki-Kasami protocol

7.1.1 Description

We first introduce the Suzuki-Kasami protocol and then describe how to specify it in Maude.
The Suzuki-Kasami distributed mutual exclusion protocol (also known as the SK protocol) was
proposed by Suzuki and Kasami [16]. In the protocol, if a node owns a privilege, then the node
can enter its critical section. The privilege can be transferred to other nodes in the network.
In the protocol, there are N node participants and 1, . . . , N are used for their IDs. Node is
defined as the set {1, . . . , N} of all node IDs. Each node can communicate with each other by
exchanging messages in the network. In the protocol, there are two kinds of messages named
request and privilege. A request message is in the form of request(j, n), where j is the ID of a
node that sends the message and n is a natural number that identifies the request number. A
privilege message is in the form of privilege(q, a), where q is a queue of node IDs and a is an
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array of natural numbers whose size is N .
In the protocol, there are two procedures P1 and P2 used for each node i ∈ Node and the

two procedures are described in Figure 7.1. requesting and have_privilege are two Boolean
variables. requesting is true if node i wants to enter the critical section; otherwise it is false.
have_privilege is true if node i owns the privilege; otherwise it is false. queue is a queue of
IDs of nodes that are requesting to enter the critical section. ln and rn are arrays of natural
numbers whose size is N . ln[j] for each node j ∈ Node is the number of node j’s request
granted most recently. rn records the largest request number received from each of the other
nodes. For each node i, its rn is always meaningful, while its queue and ln are meaningful
only when node i owns the privilege. For each node i ∈ Node, initially, requesting is false,
have_privilege is true if i = 1, otherwise it is false, queue is empty, and each element of ln
and rn is 0.

Procedure P1 is used for node i if it wants to enter its critical section. First, the node
sets requesting to true. If node i owns the privilege, it moves to the critical section. Other-
wise, it increments rn[i] and transfers the request message request(i, rn[i]) to all other nodes.
Then, node i waits to receive the privilege and sets have_privilege to true if it receives the
privilege. It moves to the critical section after that. Once node i leaves the critical section, it
updates ln[i] by rn[i]. Then, queue is updated by checking if each node j waits to enter its
critical section (rn[j] = ln[j] + 1) and j is not in queue (j 
∈ queue) and putting such j into
queue. After that, if queue is empty, node i sets requesting to false and leaves P1, keeping the
privilege. Otherwise, have_privilege is set to false and node i transfers the privilege message
privilege(deq(queue), ln) to the node that is the top of the queue.

Whenever the request message request(j, n) is transferred to node i, node i runs procedure
P2. However, procedure P2 must be atomically executed. First, rn[j] is updated if it is greater
than n. Then, node i checks have_privilege, requesting and rn[j], and if they satisfy the
conditions described in P2, then, node i sets its have_privilege to false and sends the privilege

message privilege(queue, ln) to node j.

7.1.2 Specification of the Protocol in Maude

We formalize the Suzuki-Kasami protocol as a state machine in Maude. Nat, Bool, Loc, Queue,
and Array are the sorts for natural numbers, Boolean values, locations (e.g., l1 and cs), queues
of node IDs, and natural number arrays of size N, respectively. A message is in the form of
msg(i, body), where i is the receiver node and body is the message body that is either a request
or a privilege. A request is in the form of req(j, k), where j is a node ID and k is a request
number, while a privilege is in the form of priv(q, a), where q is a queue of node IDs and a is a
natural number array of size N . The network is formalized as a soup of messages.

Let Message be a sort for soups of messages and void denote the empty soup of messages.
The observable components used to formalize the SK protocol are classified into two groups:
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(1) those storing values independent from each node, such as the locked observable component
used to formalize TAS and (2) those storing values dependent on each node, such as the pc

observable component. There are three observable components in group (1), while there are
seven observable components in group (2) for each process. The observable components in
group (1) are as follows:

• (nw: ms) says that the network is ms, a soup of messages. Initially, ms is empty.

• (queue: q) says that q is the meaningful queue. Initially, q is empty.

• (ln: a) says that a is the meaningful ln. Initially, a is the natural number array of size
N such that each element is 0.

The observable components in group (2) for each node i are as follows:

• (pc[i]: l) says that node i is located at location l. Initially, l is rem.

• (have_privilege[i]: b) says that node i has the privilege when b is true and does not
otherwise. Initially, b is true if i = 1 and false otherwise.

• (requesting[i]: b) says that node i wants to enter its critical section if b is true and
does not otherwise. Initially, b is false.

• (queue[i] : q) says that the node i’s queue is q. Initially, q is empty.

• (rn[i]: a) says that the node i’s rn is a. Initially, a is the natural number array of size
N such that each element is 0.

• (ln[i]: a) says that the node i’s ln is a. Initially, a is the natural number array of size
N such that each element is 0.

• (idx[i]: j) says that the node i’s loop variable is j. Initially, j is 1.

To specify the SK protocol in Maude, we first divide the protocol into 13 regions as shown
in Figure 7.1. The name of each region is put on the left side, such as try(i) and exit(i). We
suppose that each node is located at one of 12 regions in P1. One region is expressed as one
transition that is written as one rewrite rule in Maude. Thus, there are 13 rewrite rules in the
formal specification of the protocol in Maude. For example, the rewrite rule (whose label is
updateQueue) that corresponds to region updQ(i) is as follows:

rl [updateQueue] :

(pc[I]: l7) (idx[I]: K) (rn[I]: RN) (ln[I]: LN)

(queue[I]: Q) (queue: Q)

=> (pc[I]: if K == N then l8 else l7 fi)

(idx[I]: if K == N then 1 else K + 1 fi)

57



(rn[I]: RN) (ln[I]: LN)

(queue[I]: if K =/= I and not(K \in Q)

and (RN[K] == (LN[K]) + 1)

then put(Q,K) else Q fi)

(queue: if K =/= I and not(K \in Q)

and (RN[K] == (LN[K]) + 1)

then put(Q,K) else Q fi) .

If the node I’s loop variable K equals N, then node I moves to l8 from l7, exiting the correspond-
ing loop in the pseudo-code, and K is set to 1. Otherwise, node I stays at l7 and K is incremented
to handle the next iteration of the loop. If K does not equal I, K is not in Q (the node I’s queue)
and the latest node K’s request has not been yet granted (RN[K] == LN[K] + 1), then K is put
into Q. Because the node I’s queue is meaningful, the queue observable component stores the
node I’s queue and the one stored in the observable component is updated likewise. The other
rules work similarly.

Figure 7.2: A state picture template of the SK protocol.

7.1.3 Conjecturing Likely Invariants of the SK Protocol

Designing the State Picture Template of the SK Protocol

Based on the observable components mentioned above and some proposed tips in the previous
chapter, we design the state picture of the SK protocol shown in Figure 7.2.

We borrow some visualization techniques from [13] and redesign some observable compo-
nents such as have_privilege, requesting, queue, rn, and ln. Based on tips for designing
the state picture template in Table 4.1 and Table 4.2, such as observable components should
be visual as much as possible, in the new state picture template, we redesign have_privilege
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Figure 7.3: A state picture template of three observable components: pc[i], privilege[i], and
requesting[i] for node i, where i = 1, 2, 3.

and requesting using the visual display. We use the Special display feature to visualize queue,
rn, and ln. For other observable components, please refer to the work [13]. Based on SPT-T 9
in Table 4.2, the following figure shows the revised design for five observable components:

where three blue rectangles and exclamation marks on the right-hand side are have_privilege[i]
and requesting[i] observable components of the three nodes, respectively where i = 1, 2, 3.
We will describe later how exactly the blue rectangles express the have_privilege[i] observ-
able components and the exclamation marks express the requesting[i] observable compo-
nents. The three circles with different colors inside the blue rectangles represent the labels of
the three nodes. Let us look at the nine light-pink rectangles. From top to down, three light-
pink rectangles aligned horizontally with three numbers inside represent the rn observable
component of each of nodes 1, 2 and 3. The numbers 1, 2, and 3 on the top of the figure rep-
resent indices of arrays starting from 1. The three light-orange rectangles aligned horizontally
represent the ln observable component in which the meaningful array ln is stored, where the
text “LN" appears right next to the three light-orange rectangles. The light-orange fat right-
arrow represents the queue observable component in which the meaningful queue is stored.
The following figure shows a case in which the have_privilege[1], have_privilege[2], and
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have_privilege[3] observable components are true, false and false, respectively; and the
requesting[1], requesting[2], and requesting[3] observable components are false, true
and true, respectively.

In the previous version, a queue was used with textual display only. r-SMGA makes it possible
to show a queue with the visual display. Human users are supposed to design what visual
objects as elements appear at each position in a visual object that represents a (bounded)
queue. Because there are three nodes, it suffices that the queue stored in the queue observable
component has at most three elements (three node IDs). Thus, there are three positions in the
queue and then each of three node IDs can be located at each position in the queue. We use a
circle on which a node ID is written as a visual object as a queue element. When the queue is
empty, nothing appear at all positions of the queue, while the queue is not full, nothing appears
at some positions of the queue. For example, the queue expressed as 2 | 3 | empty, where
there are two elements, 2 is the top and 3 is the second (and the last), is visualized as follows:

In the previous version, an array was shown with textual display only. In the formal speci-
fication of the SK protocol, an array is expressed as a soup of index-value pairs. For exam-
ple, the natural number array a of size 3 such that a[1] = 0, a[2] = 1, and a[3] = 0 is
expressed as (1 : 0), (2 : 1), (3 : 0). In the previous version, a is shown as the text
(1 : 0), (2 : 1), (3 : 0) only. In the current version, a is visualized as follows:

The figure is the visual object for the ln observable component and the three rn[i] observ-
able components, where i = 1, 2, 3, can be visualized likewise. Table 7.1 shows observable
components of the SK protocol and which tips used to design the observable components.

Conjecturing Likely Invariants of the SK Protocol

This section introduces some likely invariants that are conjectured using the proposed tips.
Using LIC-T 1 and LIC-T 2, the Interaction feature helps us to focus on two or more observ-
able components without being distracted by the other observable components. For example,
we focus on the pc[i], have_privilege[i], and requesting[i] observable components for
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Table 7.1: Observable components and their tips used to design

Observable components Tips

pc[i] SPT-T 1&2

have_privilege[i] SPT-T 4&6&9

requesting[i] SPT-T 4&6&9

rn[i] SPT-T 4&6&9

ln SPT-T 9

queue SPT-T 9

nw SPT-T 3

node i = 1, 2, 3 by using the focus function as shown in Figure 7.3. Based on CC-T1, we use
the hide function to focus on one of the three kinds of observable components. By observing
graphical animations, we conjecture some likely invariants as follows:

SK-LI 1: There is at most one node that is located at cs, l6, l7, l8, or l9.

SK-LI 2.1: There exists a case such that three nodes do not own the privilege.

SK-LI 2.2: If a node owns the privilege, there is no other nodes that owns the privilege.

Figure 7.4: Some state pictures found with Pattern matching feature

Based on LIC-T 2, we focus on two of the three observable components shown in the Figure 7.3.
By observing graphical animations, some likely invariants are conjectured as follows:

SK-LI 3.1: If a node is located at cs, l6, l7, l8, or l9, then the node owns the privilege.

SK-LI 3.2: If a node is located at l3, l4, or l5, the node does not own the privilege.
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SK-LI 4.1: If requesting of a node is false, the node is located at rem or l1.

SK-LI 4.2: if a node is located at rem or l1, requesting of the node is false.

The Pattern matching feature is used for LIC-T 3. We use this feature to find states
in which there exists a privilege message in the network. Note that, we cannot do it with
the previous version because of limitation of regular expression. The following figure shows a
command that is used for this case.

where the top of the figure shows information of the feature, such as the Pattern match-
ing on all sequences function and a number of sequences on the current list. The pattern
(nw: NW:Network) OCs:Config used is written in the rectangle just below “pattern:” and the
condition hasPrivilege(NW:Network) used is written in the rectangle just below “condition:”.
The pattern is used to find states in which there exists an observable component that matches
(nw: NW:Network), where NW:Network is a Maude variable of sort Network declared on-the-fly.
Because every state has such an observable component, all states are candidates to be found.
The purpose of use of the pattern is to extract the contents, a soup of messages, stored in the
observable component. The condition checks whether such a soup of messages has a privilege
message. Because a soup of messages is an associative-commutative collection, we need to
rely on the associative-commutative pattern matching of Maude, which is one unique feature
empowered by Maude. Using LIC-T 2 and observing the animations of such states shown in
Figure 7.4, we conjecture some likely invariants as follows:

SK-LI 5: There is only one privilege message in the network.

SK-LI 6.1: If there is a privilege message in the network, no node owns the privilege.

SK-LI 6.2: If a node owns the privilege, there is no privilege message in the network.

SK-LI 7: If there is a privilege message in the network, no node is located at cs, l6, l7,
l8, and l9.

Note that we can conjecture SK-LIs 5-7 by observing states satisfying SK-LI 2.1 (we will explain
the details of how to conjecture those in Section 7.1.4). SK-LI 7 can be guessed by SK-LIs 6.1
and 3.1 based on LIC- 4.
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7.1.4 Finding Likely Invariants Using Guidelines

Let us start with a situation where we have conjectured some likely invariants of the SK protocol
in Section 7.1.3 using guidelines. Given the state picture template and the specification of the
SK protocol, r-SMGA then produces graphical animations. Based on LIC-T 1, observing
the animations and focusing on the visual representations of the privilege[i] observable
components for i = 1, 2, 3, we obtain four cases as follows:

Based on the second picture from left in the figure above, which indicates that no node owns the
privilege, we conjecture SK-LI 2.1. Then, we use the Pattern matching feature to find states
that match SK-LI 2.1 and some results are shown in Figure 7.4. Observing the animations made
from the results and focusing on the network, we observe that there is a privilege message in the
network in each state picture of the animations. Therefore, we can guess that if no node owns
the privilege, there exists a privilege message in the network. We confirm it with the Search
command function. Let us suppose that the confirmed invariant is denoted as A ⇒ B, where
A and B are “no node owns the privilege” and “there exists a privilege message in the network,”
respectively; ⇒ is the logical implication. Once again, we use the Pattern matching feature to
find states that match B and the results obtained are the same as those shown in Figure 7.4.
Then, we can conjecture SK-LIs 5–7. Repeating the process, we can find other likely invariants
of the protocol. Note that we can find a new likely invariant by the transitive property of
implication, namely that if P ⇒ R and R ⇒ Q, then P ⇒ Q. For example, P , R, and Q are
“there exists a node i located at cs, l6, l7, l8 or l9,” “node i owns the privilege,” and “no privilege
message in the network,” respectively; P ⇒ R and R ⇒ Q are SK-LIs 3.1 and 6.2, respectively.
Then, we can get a new likely invariant P ⇒ Q stating that “if there exists a node located at
cs, l6, l7, l8 or l9, then no privilege message in the network.” Note also that we can create
a complex likely invariant by combining confirmed likely invariants together. For example, if
M ⇒ T and N ⇒ T , then (M or N) ⇒ T . Those concrete likely invariants conjectured this
way are in Section 7.1.3.

Let us use how to find inv8 (that is extremely crucial and mentioned in Section 7.2.2) as an
example to exemplify the guidelines. inv8(s,i) is as follows: if a node i is located at neither
rem nor l1 in a state s, then the value stored in requesting[i] is true in state s.

First let us focus on the requesting[i] and pc[i] observable components for i = 1, 2, 3.
We carefully observe graphical animations, especially, the relation between the values
stored in requesting[i] and pc[i]. We notice and guess that the following is likely to
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Figure 7.5: Some state pictures found with the condition “requesting[1] is true”.

be true: if the value stored in requesting[i] is true, then the value stored in pc[i] is
neither rem nor l1. This is an example conducted at Step 1.

The condition that the value stored in requesting[i] is true can be extracted from the
guessed likely invariant. We use the Pattern matching feature to generates states that
satisfy the condition. See Figure 7.5 for some of the states generated. The figure shows
some states that satisfy the condition “requesting[1] is true.” This is an example
conducted at Step 2.

We then check whether the value stored in pc[i] is neither rem nor l1 by observing the
graphical animations made from the states found and/or the still pictures of the states,
from which we can confirm the guessed likely invariant. This is an example conducted at
Step 3.

We can also use “the value stored in pc[i] is neither rem nor l1” as a condition and
generates states that satisfy the condition with the Pattern matching feature. This is
another example conducted at Step 2. We carefully observe the graphical animations
made from the states found and notice that the value stored in requesting[i] is true in
each of the states, from which we guess that if the value stored in pc[i] is neither rem nor
l1, then the value stored in requesting[i] is true. This is another example conducted
at Step 3. The examples conducted at Step 2 and Step 3 is an example conducted at
Step 4 as well.

This is how we guess inv8 based on the guidelines.
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7.1.5 Confirmation of Guessed Likely Invairants Using Maude Fea-

tures

In the previous version, users can confirm guessed likely invariants by using the Maude search
command independently. In r-SMGA, users can confirm the guessed likely invariants by using
the Search command function in r-SMGA. For example, the command to confirm SK-LI 2.1
is as follows:

search [1] in SKP : init =>* (have_privilege[I:NodeID]: true)

(have_privilege[J:NodeID]: true) OCs:Config .

where SKP is a module, init is an initial state, I and J are Maude variables declared on-the-fly
of sort NodeID, and OCs is a Maude variable declared on-the-fly of sort Config. The command
can be used in Search command of r-SMGA as follows:

The function tries to find a state such that both two different nodes I and J own the privi-
lege. The function does not return any counterexample; hence, the guessed likely invariant is
confirmed. The following figure shows the command for confirming SK-LI 7:

where hasPrivilege(_) is an operation in specification to check whether the network contains
a privilege message. The command does not return any counterexamples and then SK-LI 7
has been confirmed. Note that users need to check guessed likely invariants because they may
not be correct. For example, observing the animations and focusing on locations of nodes. We
obtain the following figure:
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The figure makes us conjecture that there at most one process in cs, l6, l7, l8, l9, and l10. The
counterexample that leads to l10 is pointed out by the Search command.

Table 7.2 and Table 7.3 show all likely invariants that are survived by the Search command
and all false invariants that are found by the Search command, respectively. The Step in
guidelines column refers to steps used to find likely conjecture.

7.1.6 Graphical Animations of a Flawed Version of the SK Protocol

The main purpose of our proposed approach is to help humans to understand state machines via
likely invariants of the state machines. This section graphically animates a flawed version of the
SK protocol to show that our approach still guarantees the goal in spite of defective versions.
In this flawed version of the SK protocol, we do not update have_privilege of node i of the
transition trsPrv(i) in Figure 7.1. The flawed version does not change much than the original
version so that we still keep the current state picture template. Observing graphical animations,
we immediately that there exists a case that two or three nodes can own the privilege at the
same time. The following is the case that three nodes can own the privilege.
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Table 7.2: Confirmed invariants of the SK protocol.

No. Content Step in guidelines

1 there is at most one privilege own by a node at
the moment

Step 1 (LIC-T 1)

2 there is at most one privilege message in the net-
work

Step 1 (LIC-T 1)

3 there is at most one node in cs, l6, l7, l8, l9 Step 1 (LIC-T 1)

4 if a node is in rem or l1, its requesting is false Step 1 (LIC-T 2)

5 if requesting of a node is false, its location is rem
or l1

Step 2&3 (LIC-T 2&3&4)

6 if requesting of a node is true, its location is not
located at rem or l1

Step 2&3 (LIC-T 2&3&4)

7 if a node is not located at rem and l1, its re-
questing is true

Step 2&3 (LIC-T 2&3&4)

8 if there is the privilege message in the network,
no node owns privilege

Step 2&3 (LIC-T 3&4)

9 if a node is located at cs, l6, l7, l8, l9, no privilege
message in the network

Step 2&3 (LIC-T 3&4)

10 if a node owns a privilege, there is no privilege
message in the network

Step 2&3 (LIC-T 3&4)

11 if a node is located at cs, l6, l7, l8, l9, no another
node owns the privilege

Step 2&3 (LIC-T 3&4)

12 if no node owns a privilege, there is a privilege
message in the network

Step 2&3 (LIC-T 3&4)
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Table 7.3: False invariants of the SK protocol.

No. Content Step in guidelines

1 there is at most one process in cs, l6, l7, l8, l9,
l10

Step 1 (LIC-T 1)

2 if a node does not own a privilege, its location is
l3 or l4 or l5

Step 1 (LIC-T 2&4)

3 if a node is located at l3 or l4 or l5, there exists
a node is located at cs, l6, l7, l8, l9, l10

Step 1 (LIC-T 2&4)

4 if a node is located at l5, it is in the queue Step 2&3 (LIC-T 2&3&4)

5 if a node is in the queue, it is located at l5 Step 2&3 (LIC-T 2&3&4)

Moreover, some likely invariants are also found, such as there are two or more privilege messages
in the network or there are two or more nodes in the cs. It implies that our approach still works
even the input is defective versons.

7.2 Formal Verification of the Confirmed Invariants of the

SK Protocol in CafeOBJ

7.2.1 Formal Specification of the Suzuki-Kasami Protocol in CafeOBJ

We first briefly present the formal specification of the protocol in CafeOBJ. Sorts Sys, Network,
Queue, Array, and Label are introduced to represent the state space, the network, queues,
arrays, and locations at which nodes are located, respectively. The meaning of Sys has been
explained in Section 2.3 while the meaning of the remaining sorts is the same as the one
described in Section 7.1. The observers used in the CafeOBJ formal specification are declared
as follows:

op nw : Sys -> Network .

op pc : Sys NzNat -> Label .

op havePriv : Sys NzNat -> Bool .

op requesting : Sys NzNat -> Bool .

op queue : Sys NzNat -> Queue .

op rn : Sys NzNat -> Array .

op ln : Sys NzNat -> Array .

op idx : Sys NzNat -> NzNat .

where NzNat is the sort of non-zero natural numbers, representing node IDs.
The constant init is introduced to represent an arbitrary initial state. Let I is a CafeOBJ

variable of sort NzNat, init is defined in terms of equations as follows:
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op init : -> Sys {constr}

eq nw(init) = void .

eq pc(init,I) = rem .

eq havePriv(init,I) = (I = 1) .

eq requesting(init,I) = false .

eq queue(init,I) = empty .

eq rn(init,I) = ia .

eq ln(init,I) = ia .

eq idx(init,I) = 1 .

where void, empty, and ia are constants denoting the empty network, the empty queue, and
the (initial) array such that each content is 0, respectively.

We specify 13 transitions, where each of them is defined in terms of equations that specify
how the values observed by the eight observers change. For example, updQ(i) in Figure 7.1 is
defined as follows:

op updateQueue : Sys NzNat -> Sys {constr} .

eq requesting(updateQueue(S,I),J) = requesting(S,J) .

eq havePriv(updateQueue(S,I),J) = havePriv(S,J) .

ceq queue(updateQueue(S,I),J) =

if I = J then

-- Check some conditions based on

-- the algorithm, then update queue

if not(idx(S,I) \in queue(S,I)) and not(idx(S,I) = I)

and rn(S,I)[idx(S,I)] = s(ln(S,I)[idx(S,I)])

then put(queue(S,I),idx(S,I))

else queue(S,J) fi

else queue(S,J) fi

if c-updateQueue(S,I) .

eq ln(updateQueue(S,I),J) = ln(S,J) .

eq rn(updateQueue(S,I),J) = rn(S,J) .

ceq idx(updateQueue(S,I),J) =

-- Update loop variable (index) by increment operator

if I = J then s(idx(S,I)) else idx(S,J) fi

if c-updateQueue(S,I) .

ceq pc(updateQueue(S,I),J) =

-- Update location of node I if its index is over N

if I = J then if idx(S,I) = N then l8 else l7 fi

else pc(S,J) fi

if c-updateQueue(S,I) .

eq nw(updateQueue(S,I)) = nw(S) .
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ceq updateQueue(S,I) = S if not c-updateQueue(S,I) .

where S and J are CafeOBJ variables of sorts Sys and NzNat, respectively. idx(S,I) represents
the value of the loop variable of node I in state S, _\in_ is an operator defined to check whether
the first parameter is in the second parameter, s(_) is the successor function of natural numbers,
and c-updateQueue(S,I) is pc(S,I) = l7. The rest of the transitions can be defined likewise.

7.2.2 Formal Verification of the Confirmed Invariants of the SK Pro-

tocol

Similarly to the TAS case study presented in Section 2.3, we specify the confirmed invariants
from Section 7.1.3 and prove them by writing proof scores in CafeOBJ.

Similarly to what has been presented in Section 2.3, we also use simultaneous structural
induction on variable S of sort Sys to conduct the formal verification. There are one base case
and 13 induction cases (from try(i) to recReq(i) in Figure 7.1). As also described in Section 2.3,
we use case splitting to make each of CafeOBJ fragments return either true or false. For each
case in which CafeOBJ returns false, we need to use lemmas to discharge the case. There are
four factors used to construct lemmas: equations (assumptions) in the fragment of a case that
CafeOBJ returns false, output from CafeOBJ, confirmed invariants, and our approach with
features of r-SMGA. When conducting theorem proving all confirmed invariants, most lemmas
are constructed from the confirmed invariants in Section 7.1.3. Let us consider a fragment (or
a sub-case) of the induction case waitPriv(i) in which false is returned as follows:

open INV .

op s : -> Sys .

ops i j p : -> NzNat .

op pri : -> Privilege .

eq pc(s,p) = l5 .

eq (i = p) = false .

eq j = p .

eq (msg(p,pri) \in nw(s)) = true .

eq pc(s,i) = l9 .

red inv7(s,i,j) implies inv7(waitPriv(s,p,pri),i,j) .

close

where pc(s,p) = l5, . . . , pc(s,i) = l9 are our assumptions used to characterize the sub-case
(or the fragment). To discharge this fragment, we use inv2 defined as follows:

op inv2 : Sys NzNat NzNat Privilege -> Bool
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eq inv2(S,I,J,Pri) = msg(I,Pri) \in nw(S)

implies (not(pc(S,J) = cs or pc(S,J) = l9 or pc(S,J) = l8

or pc(S,J) = l7 or pc(S,J) = l6)) .

inv2 is constructed by SK-LI 7. We also use some parts of combination of the confirmed
invariants. Let us consider the fragment that returns false as follows:

open INV .

op s : -> Sys .

ops i j p : -> NzNat .

eq pc(s,p) = l1 .

eq i = p .

eq (j = p) = false .

eq havePriv(s,p) = true .

eq pc(s,j) = l6 .

red inv7(s,i,j) implies inv5(s,j,p) implies inv7(setReq(s,p),i,j) .

close

where pc(s,p) = l1, . . . , pc(s,j) = l6 are our assumptions used to characterize this frag-
ment. To discharge this fragment, we use inv5 defined as follows:

op inv5 : Sys NzNat NzNat -> Bool

eq inv5(S,I,J) = ((pc(S,I) = l9 or pc(S,I) = l8 or pc(S,I) = l7 or pc(S,I) = l6)

and havePriv(S,J)) implies (I = J) .

inv5 is constructed based on SK-LIs 2.2 and 3.1.
There are two lemmas inv6 and inv8 that are constructed in different ways. inv6 is defined

as follows:

op inv6 : Sys NzNat NzNat Privilege Privilege -> Bool

eq inv6(S,I,J,Pri,Pri1) = msg(I,Pri) \in nw(S)

implies not (msg(J,Pri1) \in del(nw(S),msg(I,Pri))) .

where del(_,_) is the operator defined to delete a specific message (the second parameter) in
the network (the first parameter). inv6 says that if there exists a privilege message M from
the network, there is no more privilege messages in the network just after deleting the privilege
message M. From inv6, we can derive that there always exists at most one privilege message
in the network. The main reason to be able to construct the lemma is to discharge a sub-case
as follows:
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open INV .

op s : -> Sys .

ops i j p : -> NzNat .

ops pri pri1 : -> Privilege .

eq pc(s,p) = l5 .

eq (msg(p,pri1) \in nw(s)) = true .

eq (j = p) = false .

eq (msg(i,pri) \in nw(s)) = false .

eq (pc(s,j) = cs) = false .

eq pc(s,j) = l9 .

red inv2(s,i,j,pri) implies inv2(waitPriv(s,p,pri1),i,j,pri) .

close

In the sub-case, CafeOBJ returns a term as follows:

true xor (msg(i,pri) \in del(nw(s),msg(p,pri1)))

We can use inv6 so that CafeOBJ can return true for the sub-case. Note that this lemma is
inspired from SK-LI 5.

Lastly, inv8 is defined as follows:

op inv8 : Sys NzNat -> Bool

eq inv8(S,I) = not(pc(S,I) = rem or pc(S,I) = l1)

implies (requesting(S,I) = true) .

The meaning of the lemma is similar to some confirmed invariants, such as SK-LIs 4.1 and
4.2 and the meaning of this lemma is as follows: when a node is not located at either rem or
l1, its requesting is true. However, it took time for us to find that the lemma is crucial.
When we use the lemma, we can discharge the most annoying sub-cases we have encountered.
We construct this lemma by using some features of r-SMGA. Let us consider a sub-case when
proving the induction case recReq(i) as follows:

open INV .

op s : -> Sys .

ops i j p : -> NzNat .

op pri : -> Privilege .

op re : -> Request .

eq (msg(p,re) \in nw(s)) = true .

eq (node(re) = p) = false .

eq (i = p) = false . eq j = p .
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Table 7.4: A number of likely invariants and its relevance

No. of likely invariants A B C D

17 5 12 12 3

A: Numbers of likely invariants that have counterexamples
B: Numbers of likely invariants that are confirmed by invariant model checking
C: Numbers of likely invariants that are proven by theorem proving
D: Other invariants that are used as lemmas

eq msg(i,pri) \in nw(s) = false

eq pc(s,p) = cs .

eq requesting(s,p) = false .

...

red inv2(s,i,j,pri) implies inv2(receiveReq(s,p,re),i,j,pri) .

close

where node(_) is defined to get the node from the request message denoted re. “...” are
assumptions that we do not list at all. First, in this sub-case, we make an attempt by using
a simplification of the confirmed invariants based on all assumptions (similarly to what we do
with most lemmas). The assumptions make us construct some likely invariants that are hard or
complicated to verify. After we have analyzed the situation, we found that requesting(s,p)

is the core source of the situation. If requesting(s,p) is true, we can discharge the case;
otherwise, it makes the case become complicated. We have used Pattern matching feature
of r-SMGA to search for states that satisfy the condition “requesting is true” and we have
finally constructed inv8 by observing graphical animations of such states (the details of how
to find this lemma are described in Section 7.1.4). To this end, we summarize all properties
of the SK protocol proved and their lemmas used in Table 7.5 and 7.6. Note that we do
not keep the same order with the confirmed invariants. Table 7.4 shows information of a
number of likely invariants and its relevance, such as numbers of such likely invariants that
have counterexamples, are confirmed by model checking, and are proven by theorem proving.

All proof scores of the SK protocol are available at: https://gitlab.com/duydang12/

skp-cafeobj-cafeinmaude.

7.3 Summary

In this chapter, we have conducted a case study where the SK protocol is used as an example.
In this case study, we mainly show the usefulness of our proposed approach, especially using
proposed guidelines with new features in r-SMGA, where some parts cannot be done by the
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original version (e.g. searching a specific message in the network). Several likely invariants are
found based on our proposed approach and features of r-SMGA. Some invariants that cannot
survive with the search command, show one limitation of our approach, but it can be avoided
by confirming with the search command. We also have conducted a flawed version of the
SK protocol to show that our approach could be applied to defective versions. The results
of this chapter show that our approach can help humans to find true invariants of the SK
protocol where all confirmed invariants (survived with the search command) are proven as true
invariants. One promising result is that our approach can find new likely invariants used as
lemmas when conducting interactive theorem proving.
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Chapter 8

Evaluation

8.1 Analysis of the Case Studies

Based on the results from case studies, this section analyzes the results with each of proposed
tips (for designing state picture templates and conjecturing likely invariants), accordingly.

For the proposed tips for designing state picture templates, Table 8.1 shows all tips and their
number of uses when conducting case studies in the dissertation. The first column refers to the
names of the tips while the second and the third column refer to the number of the uses of the
tips in the MCS protocol and the SK protocol, respectively. In the table, most proposed tips
are shared for both protocols because both protocols are mutual exclusion protocols. There
are some of the tips that are never used for both protocols but used for other case studies
shown in the Table 8.2. Table 8.2 shows the tips and the number of case studies for which
the tips are used. In the table, SPT-T 5, 7, and 10 are mainly proposed for autonomous
vehicles protocols and then not used for the two protocols in the dissertation. SPT-T 6 is
the tip that is used most frequently because it can be applied for any protocols where they
have at least one variable that can have either of two values, such as Boolean. For us, this
tip is also crucial, especially in finding likely invariants (used with the tips for conjecturing
likely invariants), because (1) this tip is a form of Gestalt principles that helps us to recognize
two groups (two kinds of values, such as Boolean) via animations and the design from this
tip (note that two kinds of values, such as Boolean are the most fundamental value and used
most frequently in systems/protocols), (2) based on the design from the content, this tip also
reduces the complexity of state picture templates (numbers of visual objects) when the number
of observable components (satisfies this tip) increases, and (3) it is inspired to propose SPT-T
8 where observable components can have either of three or more than three values. Note that
each tip is proposed based on the orientation mentioned in Chapter 4, where Gestalt principles
are a main part in this orientation. Table 8.2 also shows that all proposed tips are used to
design state picture templates.

For the proposed tips for conjecturing likely invariants, Table 8.3 shows all tips and their
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number of uses when conducting case studies in the dissertation. The first column refers to
the names of the tips while the second and the third column refer to the number of the uses
of the tips in the MCS protocol and the SK protocol, respectively. The table says that all tips
are used because the proposed tips are built to help humans to find likely invariants including
simple likely invariants (consist of one or two variables/observable components) using LIC-T 1
& LIC-T 2 (by observing animations from state sequences only) and complex likely invariants
(consist of two or more variables/observable components) using LIC-T 3 & LIC-T 4 (by
utilizing pattern matching feature in r-SMGA). All tips are also used in the other case studies
as shown in Table 8.4. For all case studies, LIC-T 3 is used most frequently because most
likely invariants that consist of two or more observable components are found by this tip. In
particular, when using LIC-T 2 (focus on two observable components), it is not enough to
conjecture likely invariants that have relations of two observable components, such as A ⇒ B

or B ⇒ A, where A & B and ⇒ are two observable components and the implication relation,
respectively, therefore, it is necessary to use LIC-T 3 beside LIC-T 2. For us, LIC-T 3 is
crucial because (1) it is a main part to find complex likely invariants as described in Section 4.4,
(2) its content helps humans to find likely invariants that have a form of implication, and (3)
this tip also helps us to recognize counterexamples in (2). When we use LIC-T 1, most
likely invariants are related to the mutual exclusion property. For the SK protocol, we most
frequently use features of r-SMGA with LIC-T 3 because the features work well for some
observable components of the SK protocol, such as the network (an AC collection of messages).
Note that the features in r-SMGA make the tips more effective as shown in Chapter 7.

After theorem proving the confirmed invariants (likely invariants survived with invariant
model checking), most confirmed invariants become properties (true invariants). For the SK
protocol, all confirmed invariants are properties. When conducting theorem proving the con-
firmed invariants of the SK protocol, lemmas are constructed by the confirmed invariants and
the tips with the features of r-SMGA as described in Chapter 7.2. For the MCS protocol,
even though we cannot prove all confirmed invariants by CafeOBJ, we are likely to be able to
prove the remaining confirmed invariants that have not yet been proved by adding auxiliary
variables to the MCS protocol as described in [61]. It shows that when likely invariants found
by our approach are survived with invariant model checking, they are likely to be properties of
protocols/systems under consideration.

8.2 Answer to the Research Question

As mentioned in Chapter 1, we can answer RQ by answering RQ1 and RQ2. Contents from
Chapter 4 and Chapter 5 answer two sub-questions while the results from Chapter 6 and
Chapter 7 show the usefulness of our proposals applied to case studies. Let us summarize the
answers and our contributions.

78



RQ1: How to design state picture templates based on Gestalt principles?
(A1): This study proposes the tips based on Gestalt principles to help humans to design state
picture templates. All tips based on the orientation where Gestalt principles are a main part
are as follows:

Values of observable components should be visual as much as possible and be arranged
based on Gestalt principles, such as common region, proximity, and similarity laws.

When humans use the tips, they can easily recognize which observable components have just
changed based on Gestalt principles, and then can conjecture/find likely invariants based on
such changes of observable components. The results in Section 8.1 show the usefulness of the
tips via non-trivial case studies where Tables 8.1 and 8.2 are some results from case studies
and have been analyzed in Section 8.1. Note that those tips are proposed based on the Gestalt
principles that have been established in the psychology field.

RQ2: How to conjecture/find likely invariants based on graphical animations?
(A2): Based on the state picture templates designed by our proposed tips, this study also
proposes tips for conjecturing/finding likely invariants of state machines. The tips help hu-
mans to focus on values of observable components in the Gestalt principles-based state picture
template and conjecture/find likely invariants based on such values of observable components,
especially likely invariants with a form of implication. Tables 8.3 and 8.4 are some results
from case studies that have been analyzed to show the usefulness of those tips when applying
them to case studies. The results of the case studies also show that when likely invariants can
survive by invariant model checking, they are most likely to be properties of either of the two
mutual exclusion protocols. Therefore, Gestalt principles can help humans to understand state
machines via knowing properties of state machines based on our proposals.

8.3 Limitations

Besides, there are some limitations of our proposed approach and some threats that may affect
to our results. In this section, let us discuss some factors involving to our proposals.

Humans

Humans are a main factor that cannot be ignored in our study because we mainly rely on the
visual perception of humans, especially Gestalt principles about grouping. In our proposed
approach, three tasks require humans:

• Designing a state picture template: as mentioned, it is a non-trivial task [11] and there is
no perfect solution for all protocols in general, therefore, our proposals currently mainly
depend on Gestalt principles established in psychology, which is relied on the visual
perception of humans about grouping.
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Table 8.1: Tips for designing state picture templates and number of their uses in the MCS
protocol and the SK protocol

Name the MCS protocol the SK protocol

SPT-T 1 1 1

SPT-T 2 1 1

SPT-T 3 1 1

SPT-T 4 3 3

SPT-T 5 0 0

SPT-T 6 3 3

SPT-T 7 0 0

SPT-T 8 3 0

SPT-T 9 3 5

SPT-T 10 0 0

• Conjecturing/finding likely invariants via the state picture template: this task mainly
helps humans to conjecture/find likely invariants based on state sequences. Finding likely
invariants based on state sequences is similar to most state-of-the-art approaches men-
tioned in Section 3. Currently, about proposed tips, we do not limit kinds of characteristics
of likely invariants that humans should focus on so that it totally depends on human ob-
servation. Such kinds of characteristics will be analyzed and such task will be a piece of
our future work.

• Verifying guessed likely invariants: this task takes much efforts and time because (1) we
have manually prepared proof scores and (2) finding lemmas for fragments that return
false is a still a non trival task. Invariant Proof Score Generator (IPSG) [64] is a tool that
can automatically generate proof scores and point out sub-cases or fragments that return
false. (1) can be done by using IPGS in the future while (2) is still not

Assessment Methods

Currently, conducting case studies and analyzing results is a current way to to evaluate our
proposals. Conducting usability evaluation involving humans is one possible way however,
this approach that has been pointed out its limitations and difficulties in Chapter 3. For our
knowledge, there is no standard way to evaluate our proposals. Finding assessment methods is
one piece of our future work.
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Table 8.2: Tips for designing state picture templates and case studies use them

Name Number of case studies

SPT-T 1 5 (SKP [13, 58], MCS [11], Anderson [11], LJPL [12], AR [56])

SPT-T 2 5 (SKP [13, 58], MCS [11], Anderson [11], LJPL [12], AR [56])

SPT-T 3 3 (SKP [13, 58], MCS [11], Anderson [11])

SPT-T 4 5 (SKP [13, 58], MCS [11], Anderson [11])

SPT-T 5 1 (LJPL [12])

SPT-T 6 6 (SKP [13, 58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57, 63])

SPT-T 7 2 (LJPL [12], AR [56])

SPT-T 8 1 (MCS [11])

SPT-T 9 6 (SKP [13, 58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57, 63])

SPT-T 10 2 (LJPL [12], AR [56])

Table 8.3: Tips for conjecturing likely invariants and number of their uses in the MCS protocol
and the SK protocol

Name the MCS protocol the SK protocol

LIC-T 1 5 5

LIC-T 2 8 12

LIC-T 3 10 11

LIC-T 4 12 6

Table 8.4: Tips conjecturing likely invariants and case studies use them

Name Number of case studies

LIC-T 1 6 (SKP [58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57])

LIC-T 2 6 (SKP [58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57])

LIC-T 3 6 (SKP [58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57])

LIC-T 4 6 (SKP [58], MCS [11], Anderson [11], LJPL [12], AR [56], NSLPK [57])
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Chapter 9

Conclusion and Future Work

9.1 Conclusion

To answer RQ, this dissertation has proposed an approach based on visual information to help
humans to find likely invariants of state machines. There are three contributions to assist the
proposed approach: (1) giving some practical tips for designing state picture templates and
conjecturing likely invariants, (2) providing new features to SMGA, by developing r-SMGA by
integrating Maude with SMGA, to make those tips more effective, and (3) conducting multiple
case studies using our proposals. The previous chapter has answered RQ by answering RQ1
and RQ2, where RQ1 and RQ2 have been answered based on the the results of the case
studies.

Design state picture templates

This contribution has shown that the state picture template is extremely crucial in our approach.
After conducting many case studies, we have summarized our lessons learned as practical tips
and provided them for users to design the state picture template. The tips are mainly built and
evaluated based on Gestalt principles, especially the common region, proximity and similarity
laws. Moreover, we also have provided some more tips for users to conjecture likely invariants.
From those tips, we have built guidelines as a generic way for human users to find likely
invariants more systematically.

Integration of SMGA and Maude

In this contribution, to make the proposed tips more effective, some features are provided
to assist humans to conjecture/find likely invariants. We have integrated SMGA and Maude
so that the revised version (r-SMGA) can use some powerful features of Maude to assist to
find likely invariants based on the proposed guidelines. By using Maude, the pattern matching
feature of SMGA has been revised so that context-free grammars, instead of regular expressions,
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can be used as patterns, and associative-commutative binary operators can also be used in the
patterns. Some more interactive features have been provided to help users to concentrate on
some visual objects in which users are interested. Special display features are also provided to
display some data structures, such as array and queue.

Conducting the case studies

Two case studies where the MCS protocol and the SK protocol are used as two non-trivial
examples have been conducted to demonstrate the usefulness of our approach. Firstly, for each
protocol, we produce graphical animations based on state picture template designed by our
proposed tips. Using guidelines and features in r-SMGA, several likely invariants are found and
confirmed with invariant model checking (the search command). The confirmed invariants are
also proven by interactive theorem proving. When conducting theorem proving, some likely
invariants are constructed as lemmas by our proposed approach. We have shown that our
approach also works with flawed or defective protocols.

9.2 Future Work

As usual, there are many things left we need to do in the future. There are two directions we aim
to do: (i) keeping revising the current version by supporting some more other visualization for
human users to have various options to visualize observable components, and (ii) finding some
factors affecting animations and/or state picture templates to help human users in designing
state picture templates systematically. Last but not least, we need to conduct more classes of
protocols, such as security protocols to demonstrate the usefulness of our proposed approach.

Support More Visualization Techniques for Observable Components

Tree graphs are a common kind of diagram to visualize pieces of information that link together.
Hernando et al. [65] have proposed a novel method using a tree graph to visualize huge infor-
mation from related documents, such as news. Keywords or sentences are nodes where each
node can be seen as raw texts or related images. There is one main node that is displayed as
a picture containing related texts and images. The other nodes are displayed as raw texts or
displayed in the same way as the main node such that the main node is displayed larger than the
others. Users can observe nodes and navigate the graph to understand the relations between
such nodes. When users navigate the graph, the main node is updated to let users mainly focus
on such node. ABETS [66] is a prototype for checking the correctness of Maude programs. The
main purpose of the work is to improve the diagnosis of erroneous Maude programs. It uses
tree graphs to visualize state sequences when nodes and edges correspond to states and rules,
respectively. If an error occurs, the tool generates a tree graph that contains states which lead
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to the error. To understand the error, users can observe the paths and click on states to expand
the information of such states displayed as raw texts. One direction of our future work is to
combine both approaches above to r-SMGA where state sequences can be used in the way as
proposed in [66], be displayed in the way as proposed in [65], and be graphically animated by
our approach when users select one concrete state sequence.

Frank et al. [67] have proposed a method to visualize state transition systems. They aim
to let users observe the global properties of protocols by visualizing state spaces. They use
cone, the tree concept [68] to form state transition structures in three dimensions. The main
algorithm of the method focuses on the symmetry property and aims to let users identify the
symmetrical and similar sub-structures in the tree. First, they rank all nodes to make the
systems become hierarchical system structures [69]. Then, they cluster such nodes following
some local properties to reduce the visual complexity of the tree. Based on the clusters, they
aim to visualize the state spaces as a backbone tree in which clusters are visualized as circles
whose sizes are decided by their volumes. Then, users can observe and interact with the tree
by focusing and zooming into some clusters to be able to analyze paths inside. The method
is extended to deal with a large state space [70]. The results of both versions allow users to
observe state spaces of protocols visualized as a backbone tree with the cone tree concept for
each node. Then users can find some global properties of the protocols, such as obtaining
some clusters that do not return to initial nodes after starting some executions. This method
and r-SMGA share the idea to help users find properties or invariants of protocols. r-SMGA
graphically animates state sequences (paths) while this method visualizes whole state spaces.
The idea of the method motivates us to extend r-SMGA so that r-SMGA can give users an
overview of state spaces. Then users can select some paths and graphically animate them by
our approach. One piece of our future work is to extend r-SMGA based on the mentioned ideas.

Factors affecting animations and/or state picture templates

There are many attributes of animations that can help humans to recognize some relations
of visual objects. We investigate two attributes: subitizing and the law of common fate of
the Gestalt principle. In the psychology field, subitizing is a term to introduce the ability
of humans to enumerate a small number of items rapidly and accurately. The terminology
was first used in [71] to distinguish it from counting that is time-consuming and error-prone,
where the subitizing range is fewer than four items and the counting range is more than four
items [72]. Many studies have shown that some factors can expand the subitizing range, such as
grouping [73], bilateral and two-item advantage [74]; and the original subitizing range (1-3) is
still the fastest and the most accurate in the experiments. The law of common fate (LCF) [75] is
one of the Gestalt principles and it is the only one that can deal with dynamic (i.e. animations)
properties instead of static properties [76]. This law states that visual elements that move with
the same velocity (i.e. same speed and same direction) are perceived as the same group. The
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work [77] has conducted two empirical experiments to demonstrate that LCF is not restricted
to mere motion and some dynamic visual properties (such as luminance and size) have been
affected also. In the second experiment, participants are required to observe some animated
scatterplots representing the change of data and answer some questions related to group, such
as “what patterns do you see?” and “which variable(s) create the most visible patterns?” The
result of the second experiment makes the authors claim that the power of dynamic visual
variables might shift when applied to more realistic visualization scenarios, such as pattern
identification and conjunction search.

When a protocol/system, such as one of all case studies we have conducted, is graphically
animated, the number of active entities, such as processes and nodes, is a few, such as three. Our
way to visualize each state of the protocol allows us to immediately recognize how many nodes
there are at each location, such as cs (Critical Section), without counting the nodes because
of subitizing. r-SMGA makes it possible for human users to rely on subitizing so as to find
likely invariants, although we heavily depend on state picture templates. This illustrates how
important state picture templates are [11]. Some non-invariant characteristics (e.g. liveness
characteristics), such as eventual characteristics, can be perceived in a similar way to LCF,
where a group or a pattern can be regarded as a characteristic. LCF can be one possible factor
to guide human users in conjecturing liveness characteristics.
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