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Abstract

It has been a long time since users were able to post their own feelings
and thoughts freely and easily on the Internet through features such as posting to
social networking services (SNS) and bulletin boards or commenting on video
sharing services. With 74.2% of individuals using SNS in modern society, online
conversations have become a part of our daily life. These conversations are
typically spoken language and are often spoken with regional dialects that
reflecting the user's place of residence or born and raised. The volume of such
dialect-infused text data is on the rise, a natural language processing (NLP)
models that can understand these dialects is required. In this study, we
hypothesize that text containing dialects more strongly reflects the writer's
emotions. We built a dialect corpus of approximately 320,000 instances gathered
from dialect dictionaries and Twitter to train a variation of the BERT language
model, which is named "DialectBERT". We fine-tuned this model for analyzing
the intensity of eight emotions (Joy, Sadness, Anticipation, Surprise, Anger, Fear,
Disgust and Trust) and their polarities. As a result, we confirmed that
DialectBERT could correctly analyze six out of the eight emotions (Joy, Sadness,
Anticipation, Surprise, Anger, Disgust) more accurately than existing models.
DialectBERT also outperformed in terms of sentiment polarity analysis. Further,
we demonstrated that comparable accuracy can be achieved with between 100,000
and 150,000 training instances.

The use of SNS becomes commonplace, problems such as online flaming
and cyberbullying have become social issues. To address this, we collected
conversational data from Twitter containing words related to flaming and
cyberbullying, and then labelled data where these issues occurred. Using these
data and the eight emotion analysis models, we analyzed the emotional intensity
of each conversation and created emotional vectors. These vectors were then used
to detect incidents of flaming and cyberbullying through vector similarity and
machine learning algorithms. In all cases, models using DialectBERT yielded
better detection accuracy. This study demonstrated that a BERT model trained
with a dialect corpus can more accurately analyze emotional intensity, and that

this model can effectively detect online flaming and cyberbullying incidents.
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Chapter 1

Introduction

1.1 Background

It has been a long time since users were able to freely and easily post their own
feelings and thoughts on the Internet through features such as posting to social networking
services (SNS) and bulletin boards or commenting on video sharing services. In Japan,
the use of social networking services (SNS) increased around 2004 with the entrance of
platforms like GREE' and mixi? [1]. Nearly 20 years have passed since then, and
according to a survey by the Ministry of Internal Affairs and Communications in 2023,
74.2% of individuals use SNS [2]. As the use of SNS becomes a part of everyday life,
conversations among friends and users often take place on these platforms. In the field of
natural language processing(NLP) research, studies such as sentiment analysis [3, 4, 5]
and flaming detection [6] have been conducted using conversational and emotional data
posted on various SNS services.

Posts on the Internet, such as SNS, are usually made in spoken language. These
posts are likely to contain many dialects from the regions where users live or born and
raised. We are often felt that my posts or those of friends and acquaintances contain their

dialects. Hirota et al. [7] stated, "7 2 7% D CGM D& 12 X Y Web b TJ 5 23ME
I NS Z T2 £, ZIctEv, 75 10 LT b il 7 5 50
it D EME DI E F - Ty % (With the spread of CGM such as blogs, the use of dialects
on the web is increasing, and the need for robust language processing technologies for
dialects is growing.)". Given these characteristics of posted data, it is expected that using
NLP models that understand dialects could lead to improved analysis accuracy in the
analysis of Internet posted data.

As the use of SNS becomes more commonplace, problems like flaming and
cyberbullying on SNS are becoming social issues. Yamaguchi [8] defined flaming as a "
BHD5NCEEDRRKE LIENBERIT o 72fTR/RICONT, V=Y XA AT 4 TIC
LA 7 2 X v b D3RR % B1R (Phenomenon where critical comments flood in on
social media about the content disseminated or actions taken by a certain person or
company.)" The Ministry of Education, Culture, Sports, Science, and Technology
(MEXT) describes cyberbullying in its manual and casebookon [ 4 v b ED WL ® |
BT 20~ =2 7w - HEIE (4R - ZLEAT)  [9] as "bullying conducted
through methods such as writing slander or defamation about a specific child on websites

like bulletin boards on the Internet via mobile phones or computers, or sending emails."
In 2020, there was an incident where a female professional wrestler who appeared on a

1

https://gree.jp/
https://mixi.jp/
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TV program was excessively slandered on SNS due to her actions on the TV program,
leading her to commit suicide. According to MEXT's 2023 survey on “4Hll 3 4
ATEDRIETTE) - NERFEAEEE Lo ICBE T 2 AR OME [10],
there were 21,900 cases of bullying using computers and mobile phones, and the trend is
still increasing. Research on determining whether posted data on SNS is positive or
negative [11] and on identifying posts leading to bullying [12] is also being conducted.

In NLP research, Devlin et al. [13] proposed the BERT model based on the
Transformer by Vaswani et al. [14]. This BERT model has updated the state-of-the-art
(SoTA) in many NLP tasks. BERT model conducts pre-training tasks called Masked
Language Model (MLM) and Next Sentence Prediction (NSP). MLM is a task that hides
multiple words in a sentence with [MASK] and predicts the hidden words. NSP is a task
that is given two sentences and determines whether they are consecutive sentences. The
model trained in pre-training is fine-tuned to solve individual tasks. Since the proposal of
BERT, pre-trained BERT models have been made publicly available in various languages.
In Japanese, a model trained using Wikipedia data by Tohoku University [15].



1.2 Objectives

This study assumes that texts that more strongly reflect the emotions of the
writer include dialects. We collect text data containing dialects from SNS, develops
an emotion analysis model using this data, and evaluate its accuracy. This study
aims to demonstrate that more accurate sentiment analysis is possible by using
such dialect data. We further pre-train the NLP model BERT additionally with
dialect data, and then fine-tune using the sentiment analysis dataset (WRIME)
that is released by Kajiwara et al. [3] and evaluate. Additionally, the method of
detecting the occurrence of flaming and cyberbullying is evaluated using the
highly accurate sentiment analysis model developed here. It demonstrates that this
sentiment analysis model pre-trained with dialect data is effective in determining
the occurrence of flaming and cyberbullying in a series of conversations
exchanged on SNS. Furthermore, this study ensures versatility by excluding
features dependent on specific platforms and verifies the effectiveness of the
analysis method using only the posted texts. Figure 1 shows an overview of this

study.

Dataset for Emotional
Intensity Estimation

> (WRIME)
<y
Dialect Further pretrain Finetuning
Corpus Pretrained-BERT Pretrained-BERT

Predict

with Finetuned-BERT Flaming/Cyberbulling \/

Flaming/Cyberbullying
_—

Figure 1 An overview of this study

1.3 Thesis outline

In Chapter 1, the background and objectives of this study were discussed.
Chapter 2 covers related studies. Chapter 3 presents the acquisition of a sentiment
analysis model using a dialect corpus and a method, as well as the experimental
results. In Chapter 4, we discuss the detection of flaming and cyberbullying,
detailing the data and method and the experimental results. Chapter 5 concludes

this entire study.



Chapter 2
Related Works

In this chapter, related works are discussed. Section 2.1 covers studies
related to dialects. Section 2.2 discusses studies on sentiment analysis, while
Section 2.3 addresses studies on flaming and cyberbullying. Section 2.4 deals with
studies on further pre-training, and finally, Section 2.5 discuss the challenges of
the related studies.

2.1 Studies on Dialects

2.1.1.Studies on Dialects in Other Countries

Studies on dialects are actively conducted in Arabic. The reason for this is
believed to be the broad usage of the language, ranging from countries on the
Arabian Peninsula to Iraq, Syria, and countries on the North African continent,
where different spoken languages are used in each country and region in daily
conversation. Moreover, it is said that the number of speakers, including second
language speakers, exceeds 400 million®. Mdhaffar et al. [16] studied sentiment
analysis in Tunisian dialect. They collected 17,000 user comments that is used the
local dialect on Facebook* and annotated them with positive or negative polarity.
They trained the machine learning model with this dataset and then it achieved
the highest accuracy. They also made this dataset publicly available as the Tunisian
Sentiment Analysis Corpus (TSAC)®. Abdaoui et al. [17]collected about 1.2
million instances of Algerian dialect data from Twitter, trained a BERT model,
and performed sentiment polarity and sentiment analysis. As a result, their BERT
model (DziriBERT) achieved higher accuracy compared to other models
(AraBERT [18] trained in standard Arabic, MARBERT [19] , QARiB [20] and
CamelBERT [21] trained with Arabic dialect and classical Arabic data).

3 http://www.flang keio.ac.jp/plurilingualism/column010.html

4 https://www.facebook.com

5 https://github.com/fbougares/TSAC




2.1.2.Studies on Japanese Dialects

Kudaka [22] pointed out in the context of machine translation that "¥T4F
T, REONRa — 20 b HIRE 7 V%224 EH 3 2 HGHIBEMEIER (SMT:
Statistical Machine Translation) ° = = — 7 WEEMEIRR 22 B9 IC R > TW 5. L A
L. 205 OFIERTT ROBIERK L IR 2 — 20 BICK & RTF S 5. L 7228
> T KSHEEROEEZ 2N b DS CTHRIBEIER T 2 & | BIERDO EREDMK < &
% Z & 23HIH 3T 5. (In recent years, statistical machine translation and neural
machine translation, which learn translation models from large-scale parallel
corpora, have become mainstream. However, the translation accuracy of these
methods depends greatly on the volume of the parallel corpora. Therefore, it is
known that when languages with limited linguistic resources are translated using
these methods, the performance of the translation decreases.)" He studied a
method to address this issue by automatically expanding the corpus from existing
small amounts of data. Shibata et al. [23] conducted research on a bidirectional
machine translation system between dialect that are spoken in Yamagata
prefecture and standard Japanese. They showed that even with a parallel corpus
that tolerates a certain degree of sentence error, it is possible to achieve the same
level of translation accuracy as previous studies for the dialect, which has almost

no language resources.

2.2 Studies on Sentiment Analysis
Kajiwara et al. [3] created and made public a dataset (WRIME®) for

conducting subjective (one author) and objective (three readers) sentiment
analysis. They employed 50 people through crowdsourcing, each of whom labeled
the intensity of their past SNS posts with Plutchik's [24] eight basic emotions (Joy,
Sadness, Anticipation, Surprise, Anger, Fear, Disgust and Trust) on a four-level
scale (none, weak, medium, strong) subjectively. Additionally, another three
people (the readers) labeled similar data objectively. In this way, they conducted
a validation of the prediction accuracy of emotional intensity from both subjective
and objective perspectives. The results showed that the mean absolute error was
larger for the subjective data evaluation than for the objective data evaluation,

indicating that predicting the emotional intensity of the writer (subjective) is

¢ https://github.com/ids-cv/wrime




challenging. Miyauchi et al. [25] employed a similar method to Kajiwara et al. and
labeled 35,000 pieces of data with emotional intensity. In addition to this, they
also subjectively and objectively labeled emotional polarity on a five-level scale
(strongly negative, negative, neutral, positive, strongly positive) and made it
public. Suzuki et al. [4] proposed a method for better subjective emotional
intensity estimation by adding personality information to Kajiwara et al.'s WRIME
and demonstrated its effectiveness. Bataa et al. [26] made predictions for a five-
point rating and positive-negative sentiment using Rakuten product review and
Yahoo! movie review data. They showed the effectiveness of text classification in
the transfer learning of a BERT model pre-trained on the Japanese Wikipedia

corpus.

2.3 Studies on Flaming and Cyberbullying Detection

2.3.1.Studies on Cyberbullying Detection

Zhang et al. [12] collected approximately 2.3 million data instances from Twitter
that contained 36 Japanese words related to bullying. They then selected the top 3,450
instances based on the number of bullying-related words included and manually labeled
each for the presence or absence of bullying. They eventually obtained 2,790 data (1,395
each of classified as bullying and classified as not bullying). Using this data, they
predicted the presence or absence of bullying using various machine learning algorithms.
For feature extraction, they used an approach involving n-grams, Word2Vec, Doc2Vec,
the values that calculated from an emotion dictionary known as 'emotion values of tweets',
and Twitter-specific characteristics such as the number of retweets, likes, hashtags, and
URL. The results showed that using n-grams achieved an accuracy, precision, recall, and
F-value of over 90%. However, they pointed out that because the number of bullying-

related words is limited, a method to obtain new bullying-related words is necessary.

2.3.2.Studies on Flaming Detection

Takahashi et al. [6] assigned polarity and influence values to symbols,
emoticons, and degree adverbs (e.g., 'very,' 'slightly') that appear in Twitter post
data (Tweets) and determined emotion labels (positive, slightly positive, neutral,
slightly negative, negative) according to these polarity values. They detected as

flaming those tweets for which the number of negative replies (responses to



conversations) exceeded the positive ones. The detection accuracy by this method
could not obtain enough results, so they then implemented detection using a
decision tree with attributes assigned by Twitter’s specific features, such as the
number of followers of each tweet's poster and the number of favorites for that
tweet. As a result, they showed that the emotions in replies to tweets and whether

the replier is a follower or not are effective attributes for flaming detection.

2.4 Studies on Further Pre-training

Gururangan et al. [27] investigated whether it is useful to adjust a pre-
trained model to the domain of the task to be solved. They performed a second
phase of pre-training (Domain-Adaptive Pre-training) with data from the target
domain and further adjusted the model using task-specific data (Task-Adaptive
Pre-training). They conducted experiments on eight tasks (biomedical, computer
science publications, news, reviews) across four fields. The results showed that for
all tasks, the most favorable outcomes were achieved and demonstrated the

effectiveness of additional pre-training.

2.5 Challenges in Related Studies

While studies related to Arabic dialects were discussed in 2.1.1, there are
no known research studies in which sentiment analysis was conducted using
Japanese dialect data. Similarly, there are no known studies in which a pre-trained
BERT model was fine-tuned with dialect data.

In the research on flaming and cyberbullying mentioned in section 2.3,
each piece of posted data is individually judged as to whether it is an aggressive
post or whether it has positive or negative opinions. However, in determining
flaming or cyberbullying, rather than judging each piece of posted data, it is
necessary to consider the content of the entire conversation posted in a series of
conversation groups and determine whether flaming or cyberbullying are
occurring. Moreover, in the research by Takahashi et al. [6], a detection algorithm
was developed using attributes specific to Twitter’s features. However, flaming
and cyberbullying are not limited to occurrences on only Twitter, but can
potentially happen on any platforms where an unspecified number of people post
their opinions online. Therefore, we believe that using attributes assigned by such

Twitter features is insufficient. A method is sought that can make high-accuracy

7



determinations from the posted text itself as a more universally applicable

technique.



Chapter 3
The Sentiment Analysis Model Using a Dialect
Corpus

3.1 Objectives

We assume that text containing dialects more strongly reflects writer’s
emotions. The aim is to learn from a conversation corpus containing dialects and
to develop a model with high sentiment analysis accuracy. To this end, a dialect
corpus is created from post data on SNS that contains dialects, and this corpus is
used to further pre-train the deep learning NLP model, BERT. We evaluate the
results and demonstrate that using a dialect corpus can lead to more accurate

sentiment analysis.

3.2 The Dialect Corpus

This section describes the method of creating the dialect corpus. Figure 2

presents an overview of the process.

Crawl dialect dictionary page on Goo dictionary, collect dialects.
Make dialect word list on each prefecture

Step 1
Collect Dialects

Step 2 Search Twitter data that include dialect on each prefecture

Collect Dialect Data

Step 3 * Remove URL, user name, emoji
Preprocess

Dialect
Corpus

31 https://dictionary.goo.ne.jp/dialect/

Figure 2 An overview of the process



3.2.1.Dialect Collection

Before acquiring data containing dialects, we first create a list of dialects
spoken across Japan. For this, we use the National Dialect Dictionary published
in a website, Goo Dictionary’ operated by NTT Resonance Inc. This website
provides dialects spoken by prefecture and region, along with their meanings and
examples. We crawled all target pages of this website and obtained the dialects,
the region where the dialect is spoken, its meaning, corresponding word in
standard Japanese, and usage examples. As a result, 3,610 dialect words were

collected.

3.2.2.Dialect Data Collection

Next, for each of these dialect words, we used the API provided by Twitter
Inc.® to obtain post data containing the dialect. 1,460 dialect words out of 3,610
were in use. Table 1 shows the details of the numbers obtained and used by region.
Some of the post data (Tweets) on Twitter retain the user's location information
at the time of posting. This time, we added a search condition to match the region
where the dialect defined in the Goo Dictionary is spoken and the location
information attached when the user posted the tweet. For example, for the Osaka
dialect "akan(® %> A/)", the conditions for searching for post data containing

"akan" would be:

e The text part of the post data contains "& 2>A".

e The data was posted in Osaka Prefecture.

This time, we made the search target area at the prefectural level, but we
excluded Tokyo and Kanagawa prefecture from this search target areas. These two
prefectures are thought to have a relatively high use of Standard Japanese within
the region, as they have a large number of migrants from other regions compared
to other areas. Table 2 shows some examples of the data obtained in this way. The
data obtained this time was 324,899 items, with one tweet considered as one data.

The number(#) of data column in Table 1 shows the number of data obtained for

7 https://dictionary.goo.ne.jp/

§ https://developer.twitter.com/en (API has been deprecated as of July 2023)
10




each region.

Table 1 Number of dialects by region, number used,

and data collected.

# of dialects

# of dialects actually used # of data
Hokkaido(1t3&58) 78 49 14,157
Tohoku(ZEk) 474 245 32,117
Kanto{J5) 406 136 27,582
Chubu("RER) 798 135 41,310
Kinki(3/ &) 498 283 101,994
Chugoku(®FE) 388 183 37,598
Shikoku(F4E]) 327 157 18,378
Kyushu(F#H) 641 272 51,763
Total(&5t) 3,610 1,460 324,899

11



Table 2 Dialect data samples

jo Bujueapy
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CGOACHIRYNG > B GRUAY CRYRELOYR S L e £¥9
so|dweg abesn essueder pispuelg j09e1q ealy

12



3.2.3.Preprocess

Given the features of tweets, there are items directly unrelated to the
content of the post, such as mentions (usernames written after the @ symbol),
genre or topic tags added after the # (hashtag), and links to webpages (URL) or
images. Also, two type of emojis, one is composed of symbols and alphanumeric
characters (examples: v(*)v, m(_ _)m) and the other is defined in Unicode
U+0023 to U+1FA95 (examples: &%) are often included. In this study, we aim
to perform analysis without depending on a specific platform and solely based on
text. Considering these objectives and the characteristics of tweets, we conducted

the preprocessing as follows. The text before and after preprocessing is shown in
Table 3.

Preprocessing Procedure

1. Extract only the text attributes from the tweet objects responded
from the Twitter APIL.

2. Remove @username, #hashtags, and webpage and image URLs.

3. Consolidate consecutive symbols (example: !!!, ???), spaces, and
line break characters into one.

4. Remove both type of emojis.

Table 3 Examples of text before and after preprocessing

Before Preprocessing

SEEREAY—LOHEBFEWH S, HWE AL WD W#kataller #5
¥—LEl

After Preprocessing
SERRBAY—LOHESH/EWDL S, BVWEALWD,

SB@DAIALTP~~o 0I#RESY 1 H—2R S#. DAkKAL TP~

\('w')/ MAAAAFFP-—y | #RBRIEL | DAICAP T~ 1 #EYH | DAIRAP T~
X8

o R, ThHWTT~PR, FIBEWDTHWIZH K
FREBWOTHWIBHRE

Z=2 1 HBHRHTR? Z—W ! LD Th TR D | BiE !
BhU&—1ZX ! http:/it.co/8Y4JhkPDx

A—2 1 BBHRS>TRH?Z—W I EEh TR D | BiE |
BhU&—E !

Sh~ MREPAUEOWIT( O ) #EElibeh #TEE
>%h

Sh~, k5 AN EOWFT
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3.3 Proposal Method

As mentioned in the previous section, the data acquired and preprocessed
from Twitter is used as the dialect corpus and use for further pre-training. As the
base pre-training model for further pre-training, we use the BERT model made
publicly available by Inui et al. [15]. Using the further pre-trained model (Dialect
BERT) as a base model, we fine-tune it for intensity of eight emotions and their
polarities, thus creating BERT models specialized for each emotion analysis.

For fine-tuning, we use the dataset WRIME [3] made publicly available
by Kajiwara et al., which is used for emotion analysis. The whole process of our
proposed method is shown in Figure 3. Our experiment comprises three major

steps. We conduct the evaluation of emotion analysis accuracy using the final
emotion BERTs.

1. A dialect dictionary is created from the dialect list made during the dialect
corpus creation. This dictionary is be converted into a format installable
into MeCab?, thus creating a MeCab capable of understanding dialects,
which we call DialectMeCab.

2. Using the dialect corpus and DialectMeCab, further pre-training is
conducted on the pre-training model to create DialectBERT. The

parameters used in this training are the same as those applied by Inui et al.

3. The DialectBERT is fine-tuned to predict the values of intensity of eight
emotions and emotional polarity labeled in the WRIME dataset, thus
creating individual emotion BERTs for each emotion (JoyBERT,
SadnessBERT,  AnticipationBERT,  SurpriseBERT,  AngerBERT,
FearBERT, DisgustBERT, TrustBERT).

% https://taku910.github.io/mecab/
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Finetuning

/ Further Pretraining \

JoyBERT

?

SadnessBERT
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AngerBERT
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TrustBERT

emotional intensity
(0-4)

Pretrained Dialect |
BERT BERT
—

Tokenizer Tokenizer
With IPA dictionary With Dialect dictionary

I |

Wikipedia
articles

f

sentiment polarity

SentimentBERT
Dialect Corpus

Tokenizer
With Dialect dictionary Tokenizer
I With Dialect dictionary

LD LN NN

1 TTTT\TTTT/

WRIME Train/Dev WRIME Train/Dev
Dataset Dataset

Figure 3 Overall process of the emotion analysis model

3.3.1. WRIME

As mentioned earlier, WRIME! is a subjective and objective emotion
analysis dataset publicly released by Kajiwara et al. [3]. In this study, we use the
Ver.2 dataset of 35,000 Twitter posts collected from 60 authors. From both the
subjective (one writer of the text) and objective (three employed from crowd
workers) perspectives, each post data is labeled with Plutchik's [24] basic eight
emotions (Joy, Sadness, Anticipation, Surprise, Anger, Fear, Disgust and Trust)
intensity in four stages (none, weak, medium, strong), and emotional polarity in
five stages (strong negative, negative, neutral, positive, strong positive). Plutchik
proposed in his emotion theory that humans have eight basic and primitive
emotions, and all other emotions are either a mix or derivative of these eight
emotions. Also, these emotions can pair with their opposite emotions (Joy and
Sadness, Trust and Disgust, Fear and Anger, Surprise and Anticipation). Table 4
shows samples of the WRIME dataset labeled by emotion intensity and emotional

polarity. In this study, we use the data labeled from the subjective perspective for

10 https://github.com/ids-cv/wrime
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the analysis of the writer's emotions, considering the detection of flaming and

cyberbullying.

Table 4 WRIME Data Sample, Source [4]

Text I'm taking the summer off next month to go out! I'm looking forward to it!

Joy Sadness Anticipation Surprise Anger Fear Disgust Trust Sentiment polarity

Writer 3 0 3 0 0 0 0 0 2
Reader 1 2 0 2 0 0 0 0 0 2
Reader2 3 0 3 0 0 0 0 0 2
Reader3 3 0 3 0 0 0 0 0 2
Text My umbrella was stolen!!

Joy Sadness Anticipation Surprise Anger Fear Disgust Trust Sentiment polarity

Writer 0 2 0 0 2 0 3 0 -2
Reader 1 0 0 0 0 2 0 0 0 -1
Reader2 0 3 0 0 3 0 3 0 -2
Reader3 0 0 0 0 3 0 0 0 -2
Text Snowy morning with a light dusting of snow on the roof...

Joy Sadness Anticipation Surprise Anger Fear Disgust Trust Sentiment polarity

Writer 0 0 0 2 0 0 0 0 0

Reader 1 0 0 0 0 0 0 0 0 0

Reader 2 1 0 0 1 0 0 0 0 0

Reader3 0 0 0 1 0 0 0 0 0
3.3.2.BERT

BERT (Bidirectional Encoder Representations from Transformers) is a
deep learning model for NLP proposed by Devlin et al. [13], based on the
Transformer model proposed by Vaswani et al. [14]. BERT is structured using the
Encoder part of the Transformer. The Transformer is a deep learning model based
on the encoder-decoder architecture with an attention mechanism (Figure 4). The
Encoder has six layers, each consisting of a multi-head attention layer and a
feedforward layer. The part of Decoder is similar to the Encoder but has an
additional multi-head attention layer that processes the output from the Encoder.
Thanks to this attention mechanism, the Transformer has solved the issue of long-
term dependencies that was a problem in traditional RNN models. Devlin et al.
implemented and tested a model with 12 layers of the Transformer, BERTgase and
a model with 24 layers, BERTrarce. The BERT provided by Inui et al. [15], which
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we use as a pre-training model, is the same size as BERTgasg.

BERT is pre-trained on tasks known as the Masked Language Model (MLM) and
Next Sentence Prediction (NSP), using unlabeled data. MLM is a task that hides
multiple words in a single sentence with [MASK] and predicts the hidden words.
The pre-training data was created by replacing 80% of the data set with [MASK],
replacing 10% with randomly chosen words instead of [MASK], and leaving 10%
unchanged. NSP is a task in which two sentences are given connected by a [SEP]
token, and it is determined whether these are continuous sentences.

After pre-training, fine-tuning is performed according to the task to be
solved (downstream tasks). During fine-tuning, a layer of the appropriate shape
for the task to be solved is added after the last layer of BERT. Additionally, BERT
has the characteristic that there is little difference between the pre-trained
architecture and the architecture during fine-tuning. The overall image of pre-

training and fine-tuning is shown in Figure 5.

Qutput
Probabilities

Add & Norm

J

((Add & Norm J~
el Multi-Head
Feed Attention
Forward Nx
Nix | Add & Norm
Add & Norm Wi
Multi-Head Multi-Head
Attention Attention
t At
C— J —)
Positional D f Positional
Encoding ¢ Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 4 The Transformer — model architecture, Source [14]
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/@ MA 0 Start/End Spaﬁ

Masked Sentence A Masked Sentence B Question Paragraph
* *
K Unlabeled Sentence A and B Pair j \\\k Question Answer Pair /

Pre-training Fine-Tuning

Figure 5 An Overall pre-training and fine-tuning procedures for BERT, Source [13]

3.3.3.Morphological Analysis

In this study, we use MeCab!! for morphological analysis. MeCab comes
with a standard system dictionary called ipadic. In addition, there is mecab-ipadic-
NEologd, which has added new words derived from language resources on the
Internet. In this study, we use this mecab-ipadic-NEologd'? dictionary as a base
dictionary. In addition to this dictionary, we create a new dialect dictionary and
install it in MeCab. This MeCab, which has the dialect dictionary installed, is
called DialectMeCab, and we customize it so that it can correctly perform
morphological analysis of dialects. An excerpt from the dialect dictionary we
created this time is shown in Table 5. Among the items needed in the dictionary,
left context ID, right context ID, and cost columns are set to 0 because they are
unused items according to the specifications'. For the other features, since there
are no predetermined items in the MeCab specification in order to enhance the
versatility of the system, we set the same part of speech information as the
standard Japanese word with the same meaning (from column 5 to column 11).
Columns 12 and 13 are reading and pronunciation, and since all dialects are in
hiragana, we set the same as the dialect for each. In column 14, we set the string
"Dialect(/55)" as a flag so that it is understood that this word is a dialect.

1 https://taku910.github.io/mecab/

12 https://github.com/neologd/mecab-ipadic-neologd
13 http://taku910.github.io/mecab/learn.html#seed
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The results of morphological analysis using this dictionary are shown in
Table 6. The dialect "chosu(® x 3)" is a word meaning "to touch(fi % )" in
standard Japanese. In MeCab without the dialect dictionary installed, it is
analyzed as the noun "cho(% X )" and the verb "su(3)". In DialectMeCab, it
correctly recognizes "chosu(® X 37)" as a single word and understands that it is a
dialect.

Table 5 Sample of Dialect Dictionary

surface form(word itself) | Left Context Id |Right Context Id |Cost |Feature Feature Feature Feature Feature Feature Feature Feature Feature
~hPT 0 0 0| &= . * * * * ~APT  |~APT

B—F 0 0 0| %5 —& . * * B—F B—F

hEL 0 0 0 B3 * . HER - AT EFE hEL hEL

NT3 0 0 0 B3 * * HE - WiTA S | BEFR »T3 T3 =
HhlE 0 0 0 EH&#E  |—# . * * HhiE HalE =
L3 0 0 0 —# * . * * LD L3 =
ERBAE 0 0 WEE) — * * * * ERAE | ERAIE =

Table 6 Example of the results of morphological analysis of phrases including dialect.

Sentence for Morphological Analysis with Dialect Dictionary Result
AVIK % 5, —M, AR AYR, AR
without dictionary g* Z"_ E oy :E,,Zf_; 2.¥3
2TREE £F ¥ BEBT TE - R XEERE,T5.Z,2

* 547, BILBEOAET 3,
AR NGRS AR & 47 (W 847 (W 47

% BhER #EBhEE,— M, &, T T

547 B3,.83 BB - STEFK 5T, 549 5

with dictionary
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3.3.4.Further Pre-training

The further pre-training model employs the BERT model provided by Inui
et al. [15] as the base model. The architecture of this model is identical to the
original BERT implementation by Devlin et al. [13], with 12 Transformer layers
and 768 dimensions in the hidden layers. The training data comprises Japanese
Wikipedia articles, representing a dataset of approximately 17 million sentences
that were used for pre-training!*. We further pre-train this model using the dialect
corpus created in this study and the DialectMeCab described in the previous
section. Since the base model was pretrained with Masked Language Modeling
(MLM), the same MLM approach is adopted in this study. MLM involves masking
and predicting words, a concept illustrated in Figure 6. The dialect corpus is
tokenized using DialectMeCab, and the model is pre-trained with randomly
masked data. The parameters used in this further pre-training are presented in
Table 7.

BAIE RA

Pretrained
BERT

’ [l[CLS]', 1/5\ E |' |‘i|' |Ei¥|’ ' & |' I[MASK]', 1,\1’ |ﬁ()§‘|, 16:1, "y < l’ I[MASK]I] ‘

’ [I[CLS]II 1%51, 1(311 IEE', I&II v;:;/\l(i‘, 1/\1, 'ﬁU', l(:ll l(,\<!, 'T&/u',] |

SHEREERABAETICL<RA

Figure 6 MLM process

4 https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking
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Table 7 The parameters of further pre-training

Futher Pretraining Fine tuning
training 258,657 30,000
data size evaluation 32,332 2,500
test 32,332 2,500
batch size 32 32
epoch 15 3
learning rate 2.0E-05 2.0E-05
optimizer AdamW
loss function CrossEntropy
vocabulary size 32,000 32,000

3.3.5.Fine-tuning

We fine-tune the model pre-trained in 3.3.4 for sentiment analysis. We
make nine copies of the pretrained model, fine-tuning each one for the eight
emotions labeled with WRIME. The remaining model is fine-tuned for emotion
polarity. The fine-tuning process follows the same methodology as Devlin et al.
[15]. At the end of the BERT model, we add a Linear layer with the number of
output labels (four for sentiment analysis, five for emotion polarity prediction).
For training, we utilize the output from the special [CLS] token placed at the
beginning of the input tokens. This output is connected to the Linear layer and
trained to match the correct output. This process is illustrated in Figure 7. In this
way, we create eight sentiment analysis models and one emotion polarity analysis

model.

predict

Lenear
Classifier
Dialect
BERT

i

’ [[CLS), "5 B, 13", K=, ' &, [MASK]', ‘~', SO, I, 'Ly <, '[MASK]'] |

Figure 7 Fine-tuning image.
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3.4 Results and Evaluation

The results obtained using the models acquired in the previous section
are presented. For comparison, we use the results from the LSTM model as the
base value. In addition to the base value, we conduct analysis with four
combinations: with and without the use of DialectMeCab and DialectBERT,
comparing their respective accuracies. For the evaluation of the analytical models
fine-tuned with the eight emotions, we use the Mean Absolute Error (MAE). For
the analytical models fine-tuned for emotion polarity, we use Accuracy as the

evaluation metric.

3.4.1.Long Short-Term Memory (LSTM)
The LSTM model is a type of Recurrent Neural Network (RNN). The

LSTM introduces a mechanism called a memory cell, which is designed to avoid
the vanishing gradient problem that occurs in other RNN models. It does this by
controlling the state of the memory cell using functions known as the input gate,
forget gate, and output gate. The network configuration is illustrated in Figure 8.

A simple configuration was implemented with one layer of LSTM.

Predict
Linear Target size: 4
A
L™ Hidden size: 64
A
Embeddin Vocabulary size: 44,130
? Wordvec_size: 16
A
Input /

Figure 8 Structure of LSTM base model
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3.4.2.MAE and Accuracy

MAE, or Mean Absolute Error (Equation 3.1), is an evaluation method that
calculates the average of the absolute differences between the predicted and actual
values produced by a model. Accuracy (Equation 3.2), on the other hand, is a
measure of the proportion of correct predictions made by the model. Here, TP
represents True Positive, TN represents True Negative, FP stands for False

Positive, and FN denotes False Negative.

n
1
MAE =15, = v 3D
i=1
TP+ TN
Accuracy = (3.2)

(TP + TN + FP + FN)

3.4.3. Results of Sentiment Analysis

Figure 9 shows the loss value for each epoch during pre-training. Table 8
presents the analysis results for each of the eight emotions, while Table 9 shows
the results for emotion polarity. Among the eight emotions, the pattern utilizing
both DialectBERT and DialectMecab achieved the highest accuracy for Joy,
Anticipation, Surprise, and Anger. Additionally, the pattern only using
DialectBERT yielded the best results for Sadness and Disgust. For these six
emotions, there was an average difference of 0.163 from the least accurate pattern.
Also, there was a difference of 0.214 from the results of Kajiwara et al. These
results suggest that models understanding dialects are beneficial for
comprehending these emotion intensities. On the other hand, for Fear and Trust,
the base model yielded the highest accuracy. It is thought that this might be due
to situations involving Fear and Trust being less likely to include dialectal
expressions, meaning that the model's understanding of dialect did not affect the
results. Regarding emotion polarity, the pattern using both DialectBERT and
DialectMeCab demonstrated a better ability to accurately discern sentiment
polarity. Next, Tables 10 and 11 display the results comparing accuracies by data
size. For determining Joy, Sadness, Fear, Disgust, and Trust, results were more
accurate than those obtained with the full dataset of about 320,000 instances. The
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remaining emotions - Anticipation, Surprise, and Anger - showed only a slight
average difference of 0.009 when compared to the results using 150,000 instances.
While it's common in deep learning model training to assume that more data is
always better, our experiment suggests that for sentiment analysis, a sufficient
level of accuracy can be achieved with a data size of about 100,000 to 150,000
instances. As the full dataset yielded the highest accuracy for emotion polarity, it

appears necessary to validate the model with an increased amount of data.

Epoch Training Loss  Validation Loss
1 3.50 3.40 L o
2 332 3.22 Training Loss and Validation Loss
3 3.24 3.14 == Training Loss == Validation Loss
4 3.16 3.08
5 3.09 3.04 350
6 3.02 3.01
7 2.98 2.99 3.25
8 2.95 2.96
9 2.91 2.94 300
10 2.85 2.92 275
1 2.86 2.93
12 284 289 250 2 4 6 8 10 12 14
13 2.81 2.87
14 2.80 2.87 Epoch
15 2.84 2.88

Figure 9 Training and validation loss

Table 8 Predictions by emotion

MAE
Joy Sadness Anticipation Surprise Anger Fear Disgust Trust
Kajiwara et al,. (as reference) 0.734 0.666 0.899 0.684 0.218 0.344 0.443 0.432
LSTM 0.773 0.481 0.722 0.569 0.180 0.246 0.265 0.428
BERT + MeCab 0.693 0.442 0.699 0.578 0.179 0.275 0.264 0.468
BERT + DialectMeCab 0.691 0.440 0.700 0.578 0.178 0.268 0.258 0.476
DialectBERT + MeCab 0.658 0.433 0.658 0.562 0.170 0.260 0.252 0.468
DialectBERT + DialectMeCab 0.646 0.448 0.652 0.552 0.170 0.265 0.255 0.481

Table 9 Predictions for emotion polarity

Accuracy
Suzuki et al,.(as reference) 39.10%
LSTM 22.84%
BERT + MeCab 39.76%
BERT + DialectMeCab 40.88%
DialectBERT + MeCab 43.00%
DialectBERT + DialectMeCab 43.12%
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Table 10 Evaluation of sentiment analysis by data size

MAE
size ofdata  Joy Sadness Anticipation Surprise Anger Fear Disgust Trust
5k 0.666 0453 0.684 0.571 0173 0.273 0.249 0.476
10k 0.656 0.442 0.667 0.561 0174 0.263 0.248 0.464
50k 0.659 0.431 0.656 0.562 0471 0.263 0.251 0475
DialectBERT + D 100k 0.654 0.430 0,675 0.570 0174 0.265 0.254 0.483
150k 0.644 0.434 0.665 0.564 0173 0.259 0.258 0.475
[ 0.646 0.448 0.652 0.552 0470 0.265 0.255 0.481

Table 11 Evaluation of emotion polarity by data size

size of data Accuracy

Sk 41.12%

10k 40.84%
DialectBERT + DialectMecab —o 41.56%

100k 40.92%

150k 42.56%

full 43.12%
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Chapter 4
Flaming and Cyberbullying Detection Using
Sentiment Analysis Models

4.1 Objectives

We examine a method for detecting conversations where flaming and
cyberbullying are occurring, using the sentiment analysis model created in
Chapter 3. If a conversation involves flaming or cyberbullying, it is presumed that
the texts of the conversation contain a significant number of emotions such as
anger, disgust, and sadness, while there are less of emotions like joy and trust. It
is believed that if these emotions can be predicted more accurately, it would be
possible to detect conversations where flaming and cyberbullying are occurring

with a higher degree of accuracy.

4.2 Flaming and Cyberbullying Conversation Data

In this section, we explain the method for creating the data to be used in
determining flaming and cyberbullying. In this study, we obtain conversation data
using Twitter's API, separate from the dialect corpus used in the previous chapter.
Therefore, when collecting the data, we do not include the presence or absence of
dialects or location information of user posts in the search keywords or conditions.
The overall picture of data creation is shown in Figure 10.

In Twitter, you can notify the original poster to your post by posting a
reply that includes "@username" in the text part of your post. You can then reply
to that reply, and by continuing this process, you can have a conversation between
the posters. In addition, it is possible to send multiple replies to a single post or
for one person to reply to multiple times. We use these conversation data in this
experiment. It is believed that conversations where flaming or cyberbullying are
occurring include words that lead to abuse or threats (such as "die(%£2)",
"gross(F E )", "kill(#%)", and so on). This time, we listed words that are
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generally considered to be slander in Japanese (Table 12) using websites'*'6'7 that
introduce words that are defamatory, abusive, or threatening. We searched and
collected data containing these words on the Twitter. The number of
conversations obtained was 7,547, and the total number of posts were 183,516.
The data obtained by this method was reviewed one by one, and classified into

categories 1,2,3,4 below.

Flaming or Cyberbullying is occurring.

Flaming or Cyberbullying is occurring on political topics.
Normal conversations.

Unrelated

- W=

For cyberbullying, the criteria were whether the conversation contains
elements of bullying, and if it consists of consecutive replies insulting or
threatening a specific individual. We defined flaming as cases where a large
number of unspecified individuals are using words that lead to insults or threats
towards an organization, incident, accident, or event, not a specific individual. In
flaming on political topics, the target of the content of the post is specifically a
politician or political group, and the discussion is excessively aggressive. For the
unrelated label, data such as only replies that include advertising or cases where
the poster is the only one replying to their own posts (replying to one's own post),
i.e., although there are consecutive replies, they do not actually constitute a
conversation, were classified. For data that does not fall into any of the above
classifications, the classification was set as "ordinary conversation". No.1 to 3 are
the classifications considered to represent flaming or cyberbullying in this study.
Out of the 6,830-conversation data checked, 190 were labeled as conversations
involving flaming or cyberbullying. Table 13 shows samples of data classified as

cyberbullying.

15 https://sakujo.izumi-legal.com/column/chishiki/insult-jirei

16 https://amata-lawoffice.com/deletion-request/types-of-slander/

17 https://best-legal.jp/slander-slander-6888/
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Collect Data

Step 1

Collect Conversations

Step 2

Filter Conversations

Step 3

Step 4
Labeling

Step 5

Preporcess

Dataset

* Searching for conversation data containing defamatory keywords.
* Searching for conversation data with no keyword as non cyberbullying/flaming.

* Fetch conversations include each data that collected Step1.

* Filtering to only include conversations with more than 10 posts.

* Label the conversations as
"bullying, flaming, flaming of political discussion, normal, or others”

* Remove URL, user name, emoji

Figure 10 An overview of flaming and cyberbullying data creation

Table 12 Defamatory word list

Defamatory Word |Meaning of words Defamatory Word |Meaning of words Defamatory Word |Meaning of words

th EH0 Gross REEGRL Weakdin

L bie #n ~AFL 9

KR HZ3 HleHBh Crazy

Yeh EZX3 Go away, Disappear R )
Bad |

@h TEED TWh<DB ad personality

TS EZ3h FE Short

JACP] Idiot, Fool feliEhn Drop dead EvF Bitch

= KEP3ES Bastard R Coward

AV} HTE > (Kind of) Die

S0 Annoying By 5%t Shut up

B ) BEITD ) R Loser

E] Idiot P Kill

-5,3: Fat 39

77 aOR
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Table 13 Sample conversations cyberbullying is occurring.

(User ID has been removed for privacy protection)

paniwo aiam ejep Buimojjo4

payiwo aiam ejep Buimojjo4

©®1 O—=FPNEBNALLNLEYS NELEEe%% g
Y LR > 6B >EN
2\ G RWAWWWAY S D N D) Y EIRIEL ZEEEINELLH ERR
g>>>>\>>>\s\>>>>>\>
i —SNU#HI—R F—= fNcg NAFXFEOYFGIYNLENL "G
A2 £\ 1 2)¥0000000000000000000000000000001-
BIRIIENENG > W02 —Y FEFQHETUYAU2LYKYER BRI 2V
CHCWGAY SR CHIYIYL LAY YAGNR EE-YLCINNE I HWNESY > D S\l —
ENEVGR PNCRRETHFUSHR Ecyae
mmmac
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HYXENE (e 2N 14
i1 ¥E2R
H—FEEVNTI2VTIR2VTIR2VTIR2VTIR2VTIR FE-GLCINUNE S¥S
CPUBENRYRLSENE D YUGEN Y@L LAULET
LBIINZLAULEN— AL CHEZFEL YRS 2L D)
BEICY UFENMNE¥Y>EL ¥ G NEBOTLB YR X ‘@)
CI2LGYFNENE YO %P VG2 FELEEINEELH —2YP—-2YF
CA2YEZEHEO
BEGUIYOT OV DYVERI S YHIPIMNMYCIYC T fNcg GFRICY
N > Eo FEFOHETUYQULAKYER H¥qg2cn
crc: EE-YLCNNE rExra+ Odgc
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Z# uonesiaauod Bulf|ing

L# uonesiaauod Buiing
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4.3 Proposed Methods

Using the conversation data and the eight emotion analysis models, we
predict the occurrence of flaming and cyberbullying in conversations. It is
demonstrated that these predictions can be made based on the combination of the
strengths and weaknesses of the eight emotions (Joy, Trust, Fear, Surprise,
Sadness, Disgust, Anger, and Anticipation). An eight-dimensional vector called
an "emotion vector" was created from each conversation data. The accuracy of the
prediction using this emotion vector is compared using a method that predicts the
occurrence or non-occurrence based on similarity, and a method using machine
learning algorithms. The procedure for creating the emotion vector is presented

in the following section.

4.3.1.Emotion Vectors

The procedure for creating the emotion vector is shown in Figure 11. Using
the eight emotion analysis models obtained from emotion analysis, we evaluate
the intensity of emotions of each data. In the example of Figure 11, we first use
JoyBERT, which has been fine-tuned to predict Joy emotion, to predict to what
extent the speakers of the utterances were feeling joy " Z 4 - (Scary)", "7 4 =2 v
RT3 Wbz 5 i (Looking at the icon feels like being cursed, it's
terrifying)", "Z —®W 5 D% H4TF 5 AN 7 A7 A T3 X (People who say that
to themselves are ugly)", "% U & 3 \»(Seriously gross)". Afterward, the evaluated
values for each utterance are averaged, and that value is used as the Joy value of
this conversation. Following the same procedure for the other seven emotions, we
create the Sadness value, Trust value, Disgust value, Fear value, Anger value,
Surprise value, and Anticipation value of this conversation, and put these together
to form an eight-dimensional vector. This is called the "emotion vector". The

definition of the emotion vector is shown in Equation (4.1).

Conversations Emotion Vector

[ ‘ { JoyBERT ] | mean ]

Zho TAAYRTHeMbhx
V4 5 THEL .
. (Vioy' Vsadness,Vanticipation, *** vtrust)
FLEHL || . T

o TrustBERT

Z—W50EAHTEIA
IF7RBATE &

Figure 11 The process of emotion vector creation
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Vemotions = (vjoy: Vsadness) Vtrusts vdisgust: vfear' vanger' vsurprise: vanticipation) (4- 1)

4.4 Results and Evaluation

In this section, we describe the evaluation experiments of the proposed
method. As mentioned in 4.2, the number of flaming and cyberbullying data
prepared for this experiment is 190. To this, we randomly sampled 190 of data
labeled as "normal conversation” and conducted experiments with a total of 380
of data. In this evaluation experiment, we divided all the data into 80% training
data (flaming and cyberbullying conversations 152, normal conversations 152)

and 20% (flaming and cyberbullying ones 38, normal ones 38) as test data.

4.4.1. Prediction Using Vector Similarity.

To create a reference vector for calculating similarity, we use only the
flaming and cyberbullying data (152 items) out of the 304-training data. We
calculate the emotion vector for each conversation data using the method
mentioned in 4.3.1. Finally, we obtain the average value for each element of these
emotion vectors and obtain an eight-dimensional vector using these values. Since
we are only using flaming and cyberbullying data here, we call this vector the
"flaming and cyberbullying vector". We then compare this obtained flaming and
cyberbullying vector with the emotion vector of the evaluation data using cosine
similarity. Cosine similarity is a measure to determine the similarity between two
vectors. The formula for cosine similarity is shown in Equation 4.1. By measuring
the angle between vectors, it determines how similar they are. Cosine similarity
takes a value from -1.0 to 1.0, and the closer it is to 1.0, the more similar the
vectors are. Therefore, conversation data whose emotion vector is close to the
flaming and cyberbullying emotion vector can be predicted to be a conversation
where flaming and cyberbullying are occurring. Figure 12 represents the values of
the flaming and cyberbullying vectors when using the BERT model and MeCab,
and DialectBERT and DialectMeCab, respectively. Both cases show strong
emotions of anger and disgust, with less appearance of emotions such as fear, trust,
and joy. Particularly when using DialectBERT and DialectMeCab, these emotions

are even more pronounced. Table 14 shows the judgment results using cosine
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similarity, broken down by similarity (80%, 90%). These are results judged using
test data. When conversations with a similarity of 80% or more were judged as
flaming or cyberbullying, the judgment accuracy was 92.1%. In either case, the
accuracy was higher when DialectBERT and DialectMeCab were used. This
demonstrates the importance of understanding dialects in detecting flaming and

cyberbullying.

V'V
cosf = — 2 4.1)
lv1l||v,|l

1.0
B BERT+MeCab
B DialectBERT+DialectMeCab
0.8
0.6
0.4 1
0.2
0.0 -
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P K 9
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Figure 12 Vector values of flaming and cyberbullying conversations

Table 14 Results of prediction using vector similarity.

Accuracy of Accuracy of

> 80% similarity > 90% similarity
BERT and MeCab 90.70% 81.50%
Dialect BERT and Dialect MeCab 92.10% 86.80%
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4.4.2.Prediction Using Machine Learning Algorithms

We conducted predictive validation using the classification algorithms of
machine learning (Support Vector Machine (SVM), AdaBoost, Bagging,
ExtraTrees, Gradient, RandomForest, KNeighbors, DecisionTree, ExtraTree)
implemented in scikit-learn'®, an open-source machine learning library in
Python, using the emotion vector. We trained and evaluated all models using
cross-validation (the number of divisions is 5). Cross-validation is a method for
checking the generalization performance of a model. In cross-validation, the
dataset is equally divided, and training and evaluation are repeated as many
times as the number of divisions. In this process, one of the divided datasets is
used as test data and the rest as training data. Finally, the accuracy of each round
is averaged to evaluate the final accuracy. The results are shown in Table 15.
SVM and RandomForest had the highest accuracy, both at 93.42%. In addition
to cross-validation, we conducted a search for combinations of hyperparameters.
The combinations of hyperparameters and their results are shown in Table 16.
The parameters with the highest accuracy in the combination of BERT and
MeCab are indicated with an underscore, and those in the combination of
DialectBERT and DialectMeCab are in bold. Next, we compared the accuracies
by combinations of emotions. We compared the combinations of pairs of
emotions mentioned in 3.3.1 (6 combinations in total) (Table 17). The best
parameters obtained by GridSearch listed in Table 17 were applied to the
hyperparameters of each model. As a result, the combinations of Anger, Fear and
Disgust, Trust, and Disgust, Trust and Anticipation, Surprise had the highest
accuracy, and the average result of the nine algorithms was 91.08%. This result
was 0.29 points better than the results in Table 16. Looking at the prediction
results using these machine learning algorithms, similar to the results using
cosine similarity, the prediction accuracy was higher when DialectBERT and
DialectMeCab were used. It was demonstrated that accurate detection of
flaming and cyberbullying is possible using a dialect corpus if there are at least

four emotion analysis models.

18 https://scikit-learn.org/stable/
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Table 15 Flaming and Cyberbullying detection accuracy

%6.°06 %898 %9188 %126 %ZV'e6 %126 %1126 %6106 %91'88 %2V'E6 qeDa J09jeIg pue | ¥39 09|elq
%Sv'88 %€S5'G8 %898 %LV'68 %LV'68 %LV'68 %6106 %9188 %€S'S8 %6106 qeDa pue | ¥39
abeiany @alleiyx3 oaijuoisidag sinoqyblaN)y jseiojwopuey  jusipels saaJ] e)x3 Buibbeg jsoogepy WAS
Aoeindoy

<t
on



Table 16 Search parameters and best ones in GridSearch
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ion pairs

Table 17 Result by combination of emot
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Chapter 5

Conclusion

5.1 Summary

In this study, we created a dialect corpus using a dialect dictionary and
post data obtained from Twitter, and performed sentiment analysis using
DialectBERT, which was pre-trained with this dialect corpus and fine-tuned with
sentiment analysis dataset WRIME. We also examined and evaluated a method for
detecting flaming and cyberbullying using these models. We confirmed the
effectiveness of using DialectBERT for six of the eight emotions (Joy, Sadness,
Anticipation, Surprise, Anger, Fear, Disgust, Trust) intensity and these polarities
that we evaluated. As a result, it was possible to demonstrate that text containing
dialects more strongly reflects the emotions of the writer, and by using this in
training, it is possible to construct a model that efficiently understands emotions.
We also verified the impact of the amount of training data on accuracy. In training
models using deep learning, it is often the case that more data is better, but in this
experiment, it was found that if there are about 100,000 to 150,000 instances of
data, sufficient accuracy can be achieved in sentiment analysis. In the judgment
of conversations where flaming and cyberbullying are occurring, the results using
DialectBERT were more accurate, demonstrating that using DialectBERT is

effective for detection.

5.2 Future Works

5.2.1.Emotion Analysis

In this study, we focused on dialects as texts that strongly reflect the writer’s
emotions, but it is presumed that things like trendy words and youth language also
contain emotions. Particularly in classification targeting data posted by young
people, considering these words is thought to be a method to increase accuracy.
Especially when considering cyberbullying that occurs among elementary or

junior high school students, these incidents occur not only on SNS like Twitter,
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but also in conversations within the chat functions of LINE"(generally used in
Japan) or online game platforms. When considering detection in such situations,
there is an even greater need to consider the language of young people and trendy
words. In addition, we believe that the method used in this research can be applied
not only to Japanese dialects but also to dialects that are spoken in other countries.

In the future, we would like to collect words that are considered strongly
reflect emotions other than dialects in Japanese and expand our experiments. At
the same time, we would like to apply it to foreign languages and advance research

in NLP that takes into consideration the words spoken in each country and region.

5.2.2. Flaming and Cyberbullying Detection

The biggest challenge in this field of research is the amount of data.
Compared to general conversation data, the amount of conversation data where
flaming or cyberbullying occur is extremely small. Even in this study, only 190 out
of 6,830 conversation data checked for labeling were judged to be instances where
flaming or cyberbullying occurred (2.7%). The reason for this may be that when
a real flaming, incident or accident occurs, both the post that caused the flaming
and the replies to it are often deleted by the posters. Therefore, continuous data
collection and methods to improve prediction accuracy with unbalanced data are
required. Next, cyberbullying is not only direct, but can also be indirect, such as
ignoring comments or excluding someone from conversations, which does not
appear in the conversation data itself. In addition, bullying can exist not only in
text but also using images. Therefore, a wide range of learning that considers
images, the date and time of the conversations, the timeline of the speakers, etc.,

1S necessary.

19 https://line.me/ja/
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