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Abstract

Ambiguity poses a significant challenge within the legal domain, and the utilization of
natural language processing (NLP) has emerged as a potential solution for resolving am-
biguity in legal texts. This research proposes a semantic enhancement approach aimed at
addressing the ambiguity prevalent in legal language. The approach entails leveraging ex-
ternal knowledge sources to enhance the accuracy and consistency of legal decision-making
processes.

Furthermore, this study emphasizes the potential benefits associated with the seman-
tic enhancement approach in the context of legal decision-making. These benefits include
improved accuracy, enhanced consistency, and increased transparency within the decision-
making process. The paper also acknowledges and discusses the inherent challenges and
limitations associated with this approach. These challenges encompass the necessity for
high-quality knowledge sources and the potential presence of bias and errors within the
external knowledge utilized.

By introducing this semantic enhancement approach, the research aims to contribute to
the field of legal language processing and facilitate more effective and reliable legal decision-
making processes by mitigating the impact of ambiguity.

Keywords— Deep Learning, Large Language Model, Abstract Meaning Representation, Legal
Domain, Transformer Model
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Chapter 1

Introduction

The legal domain is characterized by its intricate language and complex terminology, making it a
challenging area of study for natural language processing (NLP) techniques. The use of ambiguous
language is particularly prevalent in legal documents, which can lead to various challenges in accu-
rately processing and interpreting legal text. Ambiguity arises in various forms, including syntactic,
semantic, and pragmatic ambiguity, where the intended meaning of a word or phrase may be unclear
or open to multiple interpretations.

The challenge of ambiguity in legal NLP has significant implications, particularly in the areas
of document classification, information extraction, and legal reasoning. Ambiguous language can
hinder the ability of NLP models to accurately identify and extract relevant information from legal
documents, leading to errors in document classification and retrieval. Additionally, the lack of
clarity in legal language can impede the development of automated legal reasoning systems, which
rely on accurate and consistent interpretation of legal text.

Despite these challenges, recent advancements in NLP have led to significant progress in ad-
dressing ambiguity in the legal domain. Techniques such as syntactic and semantic parsing, named
entity recognition, and machine learning-based approaches have shown promising results in improv-
ing the accuracy of legal text analysis. However, there is still much work to be done in developing
NLP systems that can accurately and consistently interpret the complexities of legal language.

Here 1.1 is and example of ambiguity in the legal domain. The sentence "The police helped
the dog bite victim" is ambiguous and can be interpreted in different ways. Here are two possible
interpretations:

1. The police helped the victim who was bitten by a dog.

2. The police helped the dog to bite the victim.

In the first interpretation, the police are assisting the victim who has been bitten by a dog,
while in the second interpretation, the police are helping the dog to attack the victim.
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Figure 1.1: An Example of Ambiguity in The Legal Domain

Without additional context, it is difficult to determine which interpretation is intended. There-
fore, this sentence is an example of syntactic ambiguity, which arises due to the sentence structure
and the different ways in which the words can be grouped and interpreted.

This sentence is an example of an ambiguous sentence, which can be difficult for both humans
and machines to understand.

For humans, the ambiguity in the sentence can lead to confusion and misinterpretation, especially
in a legal context where the meaning of language is crucial. In order to correctly interpret the
sentence, the reader would need to rely on additional context and their own knowledge of the
subject matter.

For machines, the ambiguity in the sentence presents a challenge for natural language process-
ing (NLP) systems, which rely on accurately interpreting and understanding language. Without
additional context, an NLP system may struggle to accurately classify or extract information from
the sentence, leading to errors or inaccurate results.

Addressing ambiguity in language is an ongoing challenge for both humans and machines and
requires a deep understanding of the context and the different ways in which language can be
interpreted.

1.1 Contributions

Legal Text Entailment is a significant area of research in the field of natural language processing
(NLP) and has gained increased attention in recent years. It refers to the process of determining
whether a legal text implies or entails the truth of another legal text. Legal text entailment has
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critical implications for various legal applications, such as legal reasoning, case law analysis, and legal
document summarization. The ambiguity and complexity of legal texts pose significant challenges
for legal text entailment systems, requiring the development of sophisticated NLP techniques to
accurately and efficiently identify entailment relations.

In the domain of natural language processing (NLP), two highly effective techniques are the
Transformer [61] models and the BM25 algorithm [47]. These approaches have demonstrated con-
siderable potential in a range of applications, including legal text entailment. Transformer models,
a type of neural network model, have significantly transformed NLP by enabling superior perfor-
mance in tasks such as language modeling, text generation, and machine translation. This success
can be attributed to their utilization of self-attention mechanisms that effectively capture inter-word
dependencies in a sentence. Thus, the Transformer models enable efficient and precise processing
of natural language data.

On the other hand, the BM25 algorithm is a widely used information retrieval algorithm that is
commonly used in search engines to rank documents based on their relevance to a given query. It is
a probabilistic retrieval model that takes into account the frequency of query terms in a document
and the inverse document frequency of those terms across the entire corpus, allowing for effective
retrieval of relevant documents.

In the context of legal text entailment, both transformer models and the BM25 algorithm have
shown significant potential in improving the accuracy and efficiency of entailment systems. Trans-
former models can be used to capture the complex semantic relationships between legal texts,
allowing for more accurate identification of entailment relations. At the same time, the BM25 al-
gorithm can be used to retrieve relevant legal documents based on their similarity to a given query,
providing a useful tool for legal professionals to access and analyze relevant legal documents.

The primary objective of the present study is to introduce innovative and efficient methods for
improving the efficacy of legal textual entailment systems, which are vital in the field of natural
language processing (NLP). The study focuses on exploring the potential of Abstract Meaning
Representation (AMR) [24]. The utilization of AMR involves encoding the meaning of legal texts in
a structured and abstract format, which facilitates the precise comparison of semantic relationships.
The integration of these approaches is expected to achieve cutting-edge performance in legal text
entailment and offer useful resources for legal practitioners.

The rise of large language models, such as GPT-3 [8], Bloom [53], has transformed the way
we interact with language and information. These models are based on the deep learning tech-
nique called transformer, which allows them to understand and generate natural language text with
remarkable accuracy and fluency. Following are some state-of-the-art models recently:

1. GPT-3 [8], developed by OpenAI, is one of the most well-known large language models. It has
175 billion parameters and can generate human-like text in a variety of styles and tones. It has
been used in a wide range of applications, including language translation, content creation,
and chatbots.
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2. The Bloom model [53], along with its several iterations, has been presented via the BigScience
Workshop 1. Drawing inspiration from existing open science endeavors, BigScience represents
a collaborative effort by researchers to optimize their collective impact by pooling their time
and resources. Although BLOOM’s underlying structure closely resembles that of GPT-3,
an auto-regressive model designed for predicting subsequent tokens, it has been trained on a
broad range of languages, including 46 natural languages and 13 programming languages.

3. The present study, entitled "Exploring the Limits of Transfer Learning with a Unified Text-to-
Text Transformer" [43] offers a comprehensive empirical investigation aimed at identifying the
most effective transfer learning techniques. The resulting insights are subsequently leveraged
to develop a novel model, known as the Text-To-Text Transfer Transformer (T5), which
is implemented at scale. Additionally, they introduce an open-source pre-training dataset,
namely the Colossal Clean Crawled Corpus (C4). T5, pre-trained on C4, exhibits exceptional
performance on various NLP benchmarks while retaining sufficient flexibility for fine-tuning
on a diverse array of downstream tasks. To facilitate the extension and reproduction of our
findings, they provide the relevant code and pre-trained models, along with a user-friendly
Colab Notebook to aid in implementation.

Despite their many applications and benefits, large language models such as GPT-3, Bloom,
and T5 also raise important ethical and regulatory concerns. These models have the potential to
perpetuate biases and discrimination in language processing, and there are questions about how
they should be regulated and governed in the legal and other domains.

Given the remarkable capabilities and impact of large language models, the present study seeks
to extend their application to the legal domain. To this end, we undertake an investigation employing
several variants of such models to determine their efficacy in this context. Specifically, we explore
the extent to which these models can accurately process legal language and yield relevant insights
for legal practitioners.

1.2 Thesis Organization

As we can see in Figure 1.2, The following is the proposed organization of this thesis:

1. Abstract: This section provides a brief overview of the research objectives, methods, and
contributions.

2. Introduction: This chapter introduces the research problem and provides an overview of the
current state of the art in legal text entailment. It also presents the research questions,
objectives, and significance of the study.

1https://bigscience.huggingface.co/
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Figure 1.2: Thesis Organization

3. Preliminaries: This section discusses the fundamental concepts and theories related to natural
language processing and legal text entailment, including the Transformer models and BM25
algorithm and several previous works in the legal domain.

4. AMR Information for Information Retrieval: This chapter investigates the efficacy of em-
ploying Abstract Meaning Representation (AMR) to eliminate extraneous data from a given
query and candidates, thereby augmenting the information retrieval system’s performance.
The presented approach’s methodology, experimental outcomes, and performance analysis are
expounded.

5. Information Combination: This chapter explores the potential of integrating the BM25 al-
gorithm, Transformer models, and Abstract Meaning Representation (AMR) to enhance the
performance of legal textual entailment systems. The BM25 algorithm, widely employed in
information retrieval, ranks documents based on their relevance to a given query. In parallel,
Transformer models, known for their cutting-edge natural language processing capabilities,
including text classification and entailment, offer promising opportunities for improving sys-
tem performance. By combining these methodologies, the aim is to leverage their respective
strengths and achieve superior results in legal textual entailment.

6. Influence of Large Language Model on The Legal Domain: This chapter examines the appli-
cation of extensive language models in the context of the legal domain and their effectiveness
in legal text entailment systems.

7. Conclusion: This chapter provides a summary of the research findings, including a discussion
of the research questions, objectives, and contributions. It also presents the limitations of the
study and directions for future research.
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Chapter 2

Preliminaries

The following chapter aims to provide a comprehensive and in-depth discussion of the Transformer
models, BM25 algorithm, and Abstract Meaning Representation (AMR), and how these approaches
are currently performing in the legal domain. The chapter begins by introducing the basic concepts
and principles behind these techniques and their applications in natural language processing.

2.1 Lexical Matching

Lexical matching is a fundamental technique in natural language processing and information re-
trieval that involves comparing words or phrases for similarity or overlap. The idea behind lexical
matching is to identify words or phrases that are semantically related or have similar meanings.
There are several types of lexical matching algorithms, each with its own strengths and weaknesses.

One of the simplest and most commonly used lexical matching algorithms is exact matching,
which compares words or phrases to see if they are an exact match. Exact matching is useful when
searching for specific phrases or when there is a clear answer to a question. However, it can be
limited in cases where there is variability in word choice or spelling.

The term frequency-inverse document frequency (TF-IDF) algorithm is a lexical matching ap-
proach that has been extensively employed for several decades. It determines the relevance of a
document by considering the frequency of occurrence of each term within the document, as well
as the inverse document frequency of the term. TF-IDF operates on the principle that terms ap-
pearing frequently within a document but infrequently across the entire collection are more likely
to hold greater importance and provide more informative content for that specific document. This
algorithm is widely utilized in search engines and other information retrieval systems to prioritize
and rank documents based on their pertinence to a user’s query.

A lexical matching algorithm known as the Okapi BM25 algorithm is considered an alternative
form of the TF-IDF algorithm. BM25 incorporates various factors such as document length, average
document length within the collection, and the frequency of query terms in both the document and
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the collection. Extensive research has demonstrated that BM25 [48] is a resilient and efficient algo-
rithm, particularly suitable for information retrieval tasks that require a balance between precision
and recall.

The equations for TF-IDF and BM25 are as follows:

tfi,j =
ni,j∑
k nij

(2.1)

idf(w) = log
N

dft
(2.2)

tf − idf = tfi,j · idf(w) (2.3)

BM25score(D,Q) =
n∑

i=1

IDF (qi) · f(qi, D) · (k1 + 1)

f(qi, D) + k1 · (1− b+ b · |D|
avgdl )

(2.4)

where:

• tfi,j : number of occurrences of i in j

• idf(w): number of documents containing i

• N : total number of documents

• |D|: is the length of the document D in words

• avgdl: is the average document length in the text collection from which documents are drawn

• k1 : 1.2 by default in ElasticSearch 1

• b: 0.75 by default in ElasticSearch

In the subsequent examples, we aim to demonstrate the efficacy of lexical matching within the
legal domain. Here is an example provided by Figure 1.1:

• Query: The police helped the dog bite victim

• Document 1: The police helped the victim who is bitten by a dog

• Document 2: The police helped the dog to bite the victim

After applying tokenization to Document 1, and Document 2, we can calculate the TF of each
word in the Query using Equation 2.1 as follows:

• TF("The",D1) = 2/11

• TF("police",D1) = 1/11

1https://www.elastic.co/
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• TF("helped",D1) = 1/11

• TF("the",D1) = 2/11

• TF("dog",D1) = 1/11

• TF("bite",D1) = 0/11

• TF("victim",D1) = 1/11

• TF("The",D2) = 3/9

• TF("police",D2) = 1/9

• TF("helped",D2) = 1/9

• TF("the",D2) = 3/9

• TF("dog",D2) = 1/9

• TF("bite",D2) = 1/9

• TF("victim",D2) = 1/9

The IDF using Equation 2.2:

• IDF("The") = log(2/2) = 0

• IDF("police") = log(2/2) = 0

• IDF("helped") = log(2/2) = 0

• IDF("the") = log(2/2) = 0

• IDF("dog") = log(2/2)= 0

• IDF("bite") = log(2/1) = 0.3

• IDF("victim") = log(2/2) = 0

and TF-IDF score using Equation 2.3:

• TF-IDF("the",D1) = 2/11 · 0

• TF-IDF("police",D1) = 1/11 · 0

• TF-IDF("helped",D1) = 1/11 · 0

• TF-IDF("the",D1) = 2/11 · 0

• TF-IDF("dog",D1) = 1/11 · 0
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• TF-IDF("bite",D1) = 0/11 · 0.3

• TF-IDF("victim",D1) = 1/11 · 0

• TF-IDF("the",D2) = 3/9 · 0

• TF-IDF("police",D2) = 1/9 · 0

• TF-IDF("helped",D2) = 1/9 · 0

• TF-IDF("the",D2) = 3/9 · 0

• TF-IDF("dog",D2) = 1/9 · 0

• TF-IDF("bite",D2) = 1/9 · 0.3 = 0.03

• TF-IDF("victim",D2) = 1/9 · 0

Finally, the TF-IDF score that Document 1 has a score of zero, whereas Document 2 has a score
of 0.03. This implies that the second document is the most suitable match for the Query at hand,
albeit lacking in semantic congruity.

Using BM25 algorithm in the Equation 2.4:

• BM25score("the",D1) = 0

• BM25score("police",D1) = 0

• BM25score("helped",D1) = 0

• BM25score("the",D1) = 0

• BM25score("dog",D1) = 0

• BM25score("bite",D1) = 0

• BM25score("victim",D1) = 0

• BM25score("the",D2) = 0

• BM25score("police",D2) = 0

• BM25score("helped",D2) = 0

• BM25score("the",D2) = 0

• BM25score("dog",D2) = 0

• BM25score("bite",D2) = 0.3 · (1/9)·(1.2+1)

(1/9)+1.2·(1−0.75+0.75· 7
20

)
= 0.34

• BM25score("victim",D2) = 0

As demonstrated in this example, it is evident that even the most advanced lexical matching ap-
proaches are capable of producing erroneous outcomes.
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2.2 Semantic Matching

2.2.1 Transformer Model

The progress made in natural language processing (NLP) is primarily attributed to the remarkable
advancements in neural network-based models. Within this domain, the transformer architecture
has emerged as a prominent and successful methodology for a wide range of NLP tasks. The
introduction of the transformer model, initially described in the influential paper "Attention is All
You Need" by Vaswani et al. [61], has garnered substantial recognition and adoption within both
industry and academia.

Compared to earlier neural network architectures such as convolutional neural networks (CNNs)
[36] and long short-term memory (LSTM) networks [16], the transformer model possesses several
distinct advantages. In this paper, we will discuss these advantages in detail and examine the impact
of the transformer model on the field of NLP.

One of the primary advantages of the transformer model is its ability to effectively process
long sequences of text. Traditional neural network architectures such as CNNs and LSTMs often
struggle with processing long sequences due to the limitations of sequential processing. In contrast,
the transformer model employs a self-attention mechanism that allows it to process all positions
in a sequence simultaneously, thus avoiding the limitations of sequential processing. This results
in more efficient processing of longer sequences, making the transformer model ideal for tasks that
involve lengthy input sequences.

An additional notable benefit offered by the transformer model lies in its capacity to acquire con-
textualized word representations. Unlike conventional bag-of-words methods, the transformer model
considers the contextual information surrounding a word to produce a representation that captures
its meaning within its specific context. This is achieved through the utilization of self-attention
mechanisms, enabling the model to selectively attend to different segments of the input sequence.
The capability to learn contextualized representations has demonstrated substantial enhancements
in the transformer model’s performance across a diverse range of NLP tasks.

The transformer model has emerged as a dominant architecture in natural language process-
ing (NLP) research, and its variants have significantly impacted various NLP domains. Among
these, BERT, RoBERTa, ALBERT, and Legal-BERT have gained considerable attention in the
legal domain. These variants of the transformer model have been specifically designed to improve
the performance of NLP tasks in the legal domain. In this paper, we will discuss these variants
of the transformer model and their impact on NLP in the legal domain. The following are typical
variations of transformer model:

1. BERT, which stands for Bidirectional Encoder Representations from Transformers, is a transformer-
based model that was initially proposed by Devlin et al. (2018) [13]. This model has estab-
lished itself as a benchmark in the field of natural language processing (NLP) by attaining
state-of-the-art performance across multiple NLP tasks such as natural language inference,
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question answering, and sentiment analysis. The effectiveness of BERT can be attributed
to its pre-training methodology, which enables it to acquire contextualized word representa-
tions. This capability has been empirically demonstrated to significantly enhance BERT’s
performance on various NLP tasks within the legal domain.

2. RoBERTa, which stands for Robustly Optimized BERT Approach, is a variant of BERT
proposed by Liu et al. (2019) [29]. This variant expands upon the pre-training methodology
employed by BERT, incorporating further optimizations and modifications to both the pre-
training and fine-tuning procedures. RoBERTa has demonstrated exceptional performance
on numerous NLP benchmarks, including the General Language Understanding Evaluation
(GLUE) benchmark. In the legal field, RoBERTa has been successfully applied to tasks such
as legal case retrieval and legal document classification.

3. BART, short for Bidirectional and Auto-regressive Transformers, is a sequence-to-sequence
model introduced by Lewis et al. (2019) [26], which has demonstrated state-of-the-art perfor-
mance across various natural language processing (NLP) tasks. BART combines the bidirec-
tional training approach of the transformer model with the auto-regressive training approach
of the decoder within the model. This unique architectural design empowers the model to
generate high-quality summaries, facilitate language translation, and accomplish other NLP
tasks with exceptional proficiency. In this manuscript, we will extensively discuss the BART
model, its underlying architecture, and its substantial impact on the field of NLP.

4. The Generative Pretrained Transformer (GPT) [8], one of the notable deep learning models,
has emerged as a remarkably proficient language model capable of generating coherent and
natural text. Built upon the Transformer architecture, which has demonstrated remarkable
effectiveness across various natural language processing (NLP) tasks such as language mod-
eling, text classification, and machine translation, the GPT model employs a self-supervised
learning paradigm. By training on extensive amounts of unstructured textual data, the GPT
model acquires an understanding of the underlying patterns and structure of language. Con-
sequently, the model can be fine-tuned on specific downstream tasks using relatively limited
training data, leading to state-of-the-art performance across a broad spectrum of tasks.

5. Legal-BERT, an innovative transformer-based model tailored for the legal domain, was de-
veloped by Chen et al. (2020) [10] and underwent training using an extensive corpus of legal
documents. This domain-specific variant, Legal-BERT, has demonstrated exceptional perfor-
mance by achieving state-of-the-art results across various legal natural language processing
(NLP) tasks, encompassing tasks like legal case classification and legal contract analysis.
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2.2.2 Transformer Model for Textual Entailment

The task of textual entailment, also known as natural language inference, has received considerable
attention in the field of natural language processing (NLP) in recent years. It involves determining
the semantic relationship between two pieces of text, namely the premise and the hypothesis. The
premise refers to a given statement, while the hypothesis is a new statement that can either be
entailed, contradicted, or be neutral with respect to the premise. The challenge lies in capturing
the subtle and nuanced differences in meaning that may exist between the two statements, which
may involve complex reasoning and inference.

To address this challenge, various machine learning models have been developed, ranging from
rule-based systems to neural network-based approaches. In recent years, Transformer-based models,
such as BERT, RoBERTa, and GPT, have emerged as the state-of-the-art models for various NLP
tasks, including textual entailment. These models leverage the self-attention mechanism to capture
the contextual relationships between words in a sentence, enabling them to learn highly expressive
representations of the input text.

As an illustration in Figure 2.1, the Cross-Encoder model has been proposed as a means of
evaluating the semantic similarity between two input sentences. This model involves the utilization
of a Transformer network, which is a type of deep learning architecture that has shown great
efficacy in various NLP tasks. To obtain a similarity score for a given sentence pair, the Cross-
Encoder employs the Transformer to simultaneously process both sentences as a single input. The
Transformer network subsequently outputs a value that ranges between 0 and 1, reflecting the
degree of similarity between the input sentences. A value of 1 indicates that the two sentences are
semantically identical, whereas a value of 0 indicates no similarity between the two. This mechanism
of parallel processing of two sentences (premise and hypothesis) allows for a more nuanced and
accurate evaluation of semantic similarity, thereby enabling more effective use of NLP models in
various downstream applications such as text classification, machine translation, and information
retrieval.

As can be seen in Figure 2.1, Bi-Encoders has emerged as a promising class of models that
are capable of generating sentence embeddings. Specifically, given a sentence input, a Bi-Encoder
utilizes a neural network to generate a corresponding embedding that captures the semantic infor-
mation of the input. To this end, the input premise and hypothesis are passed independently to a
transformer model, which is a powerful deep learning architecture used in various NLP applications.
This results in the generation of two distinct sentence embeddings u (for premise) and v (hypothe-
sis), respectively. To evaluate the similarity between these embeddings, cosine similarity is utilized
as a metric. Cosine similarity measures the degree of similarity between two vectors by calculating
the cosine of the angle between them. The resulting score ranges between 0 and 1, with a score of
1 indicating that the two embeddings are identical, and a score of 0 indicating that they are com-
pletely dissimilar. Another metric for measuring the similarity between two vectors is Euclidean
distance. Euclidean distance is a fundamental measure in mathematics and statistics that can be

12



Figure 2.1: Cross-Encoder vs Bi-Encoder

used to compare the similarity between two tensors in machine learning and data science. A tensor
is a multi-dimensional array that represents a set of data points or features. Euclidean distance is a
metric that calculates the straight-line distance between two tensors, providing a measure of their
similarity or dissimilarity in a high-dimensional space.

By utilizing Legal-BERT to generate embeddings of three sentences depicted in Figure 1.1,
one can quantify the cosine similarity or Euclidean distance between the query and the ambiguous
sentence. As illustrated in Table 2.1, the results demonstrate that the cosine similarity and Euclidean
distance between the query and sentence2 (representing the incorrect meaning) are higher than the
corresponding values between the query and sentence1 (representing the correct meaning).

In the cross-encoder approach, we employed a fine-tuned Distil-BERT model trained on the
MNLI (Textual Entailment dataset) to derive the probabilities of Entailment and Contradiction for
a given query and two candidate sentences. The obtained results, as depicted in Table 2.1, reveal
that the entailment probability for query-sentence2 (with incorrect meaning) is higher. This finding
suggests that even language models fine-tuned on extensive datasets like MNLI are prone to making
erroneous judgments.
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Bi-encoder
Cosine Euclidean

Query-Sentence1 0.8141 9.3773
Query-Sentence2 0.8940 7.6523

Cross-Encoder
Entailment Contradiction

Query-Sentence1 0.9799 0.0201
Query-Sentence2 0.9861 0.0139

Table 2.1: Results Using Bi-Encoders and Cross-Encoders on Example from Figure.1.1

2.3 Related Work

2.3.1 Legal Information Retrieval

In 20202, Westermann et al. [65] contributed significantly to the evaluation, submitting three runs
that showcased their unique methodology. Their approach involved the selection of the top 10
candidate paragraphs based on a sentence similarity score computed using a universal sentence
encoder. Subsequently, they applied a Support Vector Machine (SVM) model, utilizing the vector
formed between the base case and candidate case representations in TF-IDF format. Notably, the
authors also submitted additional runs that augmented their base approach. In these runs, they
trained a TF-IDF vectorizer on all available texts, including test samples, while excluding certain
anomalous samples from the training set. By incorporating these variations, the cyber team sought
to explore different avenues for enhancing their system’s performance and effectiveness.

Mandal et al. [32] based their submissions on a combination of techniques, including the filtered
bag-of-ngrams (FiBONG) approach and BM25, as utilized in task 1. In their first run, they employed
the BM25 algorithm on a FiBONG representation of the case documents. For the second run,
they utilized the FiBONG representation alongside a different scoring function. Specifically, they
employed a modified version of BM25, where the new Inverse Document Frequency (IDF) term
was multiplied by a standardized and normalized value of the collection frequency. Finally, in
their third run, they represented the candidate paragraphs and base judgements using centroids
of word embeddings. To measure similarity, they employed the cosine distance metric. Notably,
the word embeddings were derived from Law2Vec8, a specialized embedding model tailored to
legal text analysis. By leveraging these diverse techniques and embedding representations, the
iiest team aimed to explore different aspects of their models’ performance and leverage the unique
characteristics of legal text for improved results.

Alberts et al. [1] conducted three runs in their study, employing an Xgboost classifier with
various features as input. These features included the NLI (Natural Language Inference) probability
obtained from bert-nli, the similarity between the entailed fragment and paragraphs based on fine-
tuned BERT (bert-base-uncased), and the BM25 similarity between the entailed fragment and
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paragraphs. Additionally, the authors submitted runs incorporating other features as input, such as
n-grams, BM25, NLI, and similarity features derived from fine-tuned ROBERTA and BERT models
trained on EUR-LEX, which encompasses a vast collection of sentences from EU legal documents.
By exploring different combinations of features, the tax-i team aimed to assess their impact on the
performance of their system and identify the most effective features for the task at hand.

Shao et al. [56] adopted a comprehensive approach, conducting three runs that revolved around
fine-tuning the BERT (uncased-base) model in a sentence pair classification task. To handle text
length limitations, the team employed symmetric truncation when the total input tokens exceeded
the limit of 512. In the second run, they introduced asymmetrical truncation, limiting the tokens of
the decision fragment to 128 and only truncating the tokens in the candidate paragraph if the total
length of the text pair exceeded 512 tokens. In their final run, the authors extracted the output
vector of the fully-connected layer from the two previous models, resulting in a 4-dimensional feature
representation. Additionally, they calculated BM25 scores, contributing a 1-dimensional feature.
Two additional features, namely the position ID and length of the paragraph, were incorporated,
resulting in a total of 7-dimensional features. These features were then used as input for a RankSVM
model, enabling the team to rank the paragraphs effectively and make informed classifications.

Hudzina et al. [17] developed a two-stage approach consisting of similarity features-based rank-
ing followed by Random Forest binary classification. The team ranked paragraphs based on a
combined criterion that considered the cosine similarity coefficients obtained using different sen-
tence vectorizers, including n-grams, universal sentence encoder, averaged glove embeddings, and
topic modeling probability scores. The likelihood of a relevant paragraph falling within the top K
paragraphs was estimated using training data. Subsequently, for a specific likelihood value, simi-
larity features were computed on the top K paragraphs and supplied as input to a random forest
classifier. This approach allowed the TR team to leverage the ranking of paragraphs based on
similarity features, providing an effective means of classification.

Rabelo et al. [40] contributed three runs to the evaluation, employing transformer-based tech-
niques in their methodology. They generated features by fine-tuning a pre-trained BERT model on
text entailment using the provided training dataset. The score produced in this task, along with
two transformer-based models fine-tuned on a generic entailment dataset, were used as features.
Furthermore, the team applied zero-shot techniques by utilizing BERT fine-tuned for paraphrase
detection. To augment their training data, they employed data augmentation techniques based on
back translation. Ultimately, the generated features were fed into a Random Forest classifier. By
leveraging the power of transformer models and incorporating data augmentation, the UA team
aimed to improve the performance and robustness of their system.

In 2021, Schilder et al. [55], operating under the team name TR, conducted an investigation
using hand-crafted similarity features and implemented a classical random forest classifier. To
gauge the similarity between each paragraph within the noticed case and the decision fragment in
the query, they employed a combination of n-gram vectors, universal sentence encoder vectors, and

15



averaged word embedding vectors. By calculating the similarity scores, they were able to identify
the most similar k paragraphs, upon which they proceeded to train a random forest classifier.

Kim et al. [20], known as the UA team, pursued a different approach by utilizing BERT, a
state-of-the-art language model, pre-trained on a large general-purpose dataset. To adapt BERT
to their task, they fine-tuned the model using the provided training dataset. In situations where
the tokenization process exceeded the maximum limit of 512 tokens, they devised an additional
transformer-based model to generate a summary of the input text. Subsequently, they subjected
the summary and the original text pair to further processing. Given that the input text frequently
contained French language segments, the team incorporated a simple language detection model
based on a naive Bayesian filter to filter out these fragments. To optimize the output, they set
limits on the maximum number of outputs allowed per case during the post-processing stage, while
also imposing a minimum score threshold to minimize false positives.

Li et al. [27], operating as the siat team, proposed an innovative approach involving a pre-
training task on BERT (BERT-base-uncased) with dynamic N-gram masking. This novel approach
enabled them to develop a specialized BERT model enriched with legal knowledge, aptly named
BERTLegal. The process involved employing N-gram masking to generate masked inputs for what
they referred to as "masked language model" targets. Notably, the length of each n-gram mask was
randomly chosen from a pool consisting of 1, 2, and 3. To augment their dataset, they employed
data augmentation techniques and incorporated a Fast Gradient method into their methodology.

Rosa et al. [49] pursued an alternative path by leveraging the power of monoT5-zero-shot,
monoT5, and DeBERTa. Additionally, they conducted an ensemble evaluation of their monoT5
and DeBERTa models to capitalize on their collective strengths. Notably, the monoT5-zero-shot
model emerged as a prominent choice, as it represented a sequence-to-sequence adaptation of the
widely recognized T5 model.

2.3.2 Legal Yes/No Question Answering

In 2021, The HUKB team’s approach involved leveraging a BERT-based Information Retrieval
(IR) system in conjunction with the Indri framework to facilitate the IR module. To derive the
final results, the team employed a comparative analysis of the output generated by each system.
Notably, they devised a novel article database comprising two distinct types. The first type entailed
expanding the detailed information by incorporating the content of referred articles. On the other
hand, the second type employed text-splitting techniques to describe individual judicial decisions
in a more granular manner. By meticulously configuring three runs, the team aimed to assess the
performance and effectiveness of their approach.

Similarly, Nguyen et al. [33] embarked on their research journey with a systematic approach,
conducting three runs to thoroughly explore their proposed methodology. Central to their investi-
gation was the utilization of BERT-based IR models, which integrated multiple BERT models to
enhance the generation of results. A key aspect of their methodology involved the creation of a

16



comprehensive training dataset containing relevant articles. To accomplish this, they employed a
sliding window technique to select the most relevant portions of the articles. Through this pro-
cess, they aimed to train their models on highly informative and pertinent data. Among their
submissions, the best-performing run was identified as CrossLMultiLThreshlod. Notably, this run
harnessed the power of an ensemble approach, combining outputs from three distinct systems and
selecting the highest result among them. By meticulously designing their experimental setup and
leveraging the strength of ensemble modeling, the JNLP team sought to optimize their results and
drive the advancement of their research.

Wehnert et al. [63] embarked on their research endeavors by employing a diverse array of BERT
models coupled with various data enrichment techniques across their three runs. Through careful
experimentation, they aimed to explore the impact of different approaches on the performance of
their system. Among their runs, OvGU run1 emerged as the most promising. This run incorporated
the utilization of sentence-BERT embeddings, a powerful technique for capturing semantic informa-
tion, combined with the traditional TF-IDF methodology. To enrich their training data, the OvGU
team incorporated metadata, relevant web data associated with the articles, and pertinent queries
extracted from the training data itself. By incorporating these additional sources of information,
they sought to enhance the comprehensiveness and effectiveness of their models, ultimately leading
to improved results.

Schilder et al. [55] contributed to the evaluation by using Word Mover’s Distance (WMD)
approach to calculate the similarity between queries and articles. By leveraging this technique, the
TR team aimed to capture the semantic similarity and relevance between textual elements, enabling
a more accurate retrieval of relevant information.

Kim et al. [20] adopted a more conventional approach by utilizing ordinary IR modules to
generate results. The best-performing run was identified as BM25, which harnessed the power of
the BM25 algorithm as the IR module. Through careful configuration and experimentation, the UA
team aimed to optimize the retrieval of relevant information, contributing to the overall effectiveness
of their system.
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Chapter 3

AMR Information for Textual
Entailment System

3.1 Introduction

Abstract Meaning Representation (AMR) [24] encodes the semantic interpretation of a sentence
using a directed acyclic graph structure. In this representation, concepts or entities are denoted as
nodes, while the relationships between them are represented by edges. The AMR graph effectively
captures diverse linguistic phenomena, encompassing coreference, negation, and modality.

AMR has found applications in various natural language processing (NLP) tasks, including
machine translation, question answering, and semantic parsing. In the present study, we aim to
introduce the utilization of AMR in textual entailment systems.

3.2 Abstract Meaning Representation (AMR)

Abstract Meaning Representation (AMR) is a linguistic formalism and a method of representing the
meaning of natural language sentences in a structured form. The need for a structured representation
of the meaning of language has been recognized in linguistics for many years, but the development
of AMR as a specific approach can be traced back to the early 2010s.

The goal of AMR is to provide a unified and consistent way of representing the meaning of
sentences, regardless of their surface form. This is achieved by representing the meaning of a
sentence as a directed acyclic graph (DAG), where the nodes in the graph represent concepts or
entities, and the edges represent the relationships between them.

The nodes in an AMR graph are labeled with concepts, which are typically abstract and can be
interpreted in a variety of ways depending on the context. For example, the concept of "person"
can refer to an individual, a group of people, or a fictional character, depending on the sentence
being analyzed.
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The law prohibits the sale of alcohol to minors

prohibit-01

law

ARG0

sale-01

ARG1

alcohol minor

ARG2ARG1

Sentence:

AMR Graph

Figure 3.1: Example of Abstract Meaning Representation (AMR)

The edges in an AMR graph represent the relationships between the concepts in the sentence,
such as the subject-verb-object relationship in a simple sentence. The edges can also represent
more complex relationships, such as coreference, negation, and modality. Each edge has a label that
describes the relationship between the nodes. For example, the label "ARG0" is used to indicate
the agent of an action, while the label "ARG1" is used to indicate the patient or theme of an action.

We can see a given sentence and corresponding AMR graph in Figure 3.1. In this example,
"prohibit-01" is the main predicate and has two arguments:

1. ARG0: the law which is responsible for the prohibition

2. ARG1: the action that is prohibited, in this case, the sale of alcohol

The sub-predicate "sale-01" is a modifier of "prohibit-01" and has two arguments:

1. ARG1: the type of thing being sold, in this case, alcohol

2. ARG2: subject to whom alcohol is sold (minor)

AMR has found many applications in NLP, including parsing, machine translation, question an-
swering, summarization, and sentiment analysis [3] [58] [19]. Specifically, AMR parsers use machine
learning models and linguistic resources to generate a graph that represents the meaning of the
input text. This graph can then be used to identify the most important concepts and relationships
in the text, making it a powerful tool for tasks such as question answering and summarization.
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Moreover, AMR can also be used for machine translation, where it can help to align the meaning
of the source and target text, resulting in more accurate translations. Additionally, AMR can
be useful in information retrieval by capturing the nuances and complexities of natural language
expressions, making it possible to identify the overall similarity of sentences or documents.

3.3 Methodology

3.3.1 Legal Case Document Similarity Using AMR

In this work, AMR uses to remove redundant words from documents, which intends to improve the
performance of information retrieval algorithms such as BM25. The present analysis pertains to the
sentence, "The law prohibits the sale of alcohol to minors" as displayed in Figure 3.1. Through the
application of Abstract Meaning Representation (AMR), it is observed that semantic association
between the terms "alcohol" and "minor" is established via the verb "sale-01", and the phrase "sale
alcohol minor" is further connected to "law" through "prohibit-01". Hence, it may be deduced that
certain non-essential terms, including "the", "of", and "to," can be disregarded.

Considering a more complex example in the legal domain:
”The jurisprudence established that a leave to appeal proceeding was a preliminary step to a

hearing on the merits, and was a lower hurdle for the applicant for leave to meet since the case did
not have to be proven”

The logical triples produced by the Spring parser [5] can depict the AMR as follows:
establish-01 :ARG0 jurisprudence,
establish-01 :ARG1 and,
and :op1 step-01,
step-01 :ARG1 leave-16,
leave-16 :ARG2 proceeding-02,
proceeding-02 :ARG1 appeal-01,
step-01 :ARG2 hearing-02,
hearing-02 :ARG2 merit-01,
step-01 :mod preliminary,
and :op2 hurdle-01,
hurdle-01 :ARG1 apply-01,
apply-01 :ARG0 person

apply-01 :ARG1 leave-16,
leave-16 :ARG2 meet-03,
meet-03 :ARG0 person,
cause-01 :ARG1 hurdle-01,
cause-01 :ARG0 obligate-01,
obligate-01 :polarity -,
obligate-01 :ARG2 prove-01,
prove-01 :ARG1 case-03,
have-degree-91 :ARG1 hurdle-01,
have-degree-91 :ARG2 low-04,
low-04 :ARG1 hurdle-01,
have-degree-91 :ARG3 more

The AMR allows for the elimination of extraneous details within a given sentence, resulting in
a reduced set of remaining information, which is a set of nodes as follows:

• establish

• jurisprudence
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• step

• hearing

• hurdle

• ...

and we have some roles nodes defined by AMR, such as :

• have-degree-91

• have-org-role-91

• have-concession-91

and we use Spacy1 Part-of-speech (POS) tagging to detect useful nodes in AMR and remove redun-
dant nodes as follows:

1. Use an AMR parser to generate an AMR graph for the input sentence or document.

2. Use Spacy to perform POS tagging on the text associated with each node in the AMR graph.

3. Identify the nodes in the AMR graph that correspond to nouns, verbs, adjectives, adverbs,
and other useful parts of speech based on their POS tags.

4. Remove any nodes in the AMR graph that do not correspond to useful parts of speech or are
redundant based on their semantic relationships to other nodes in the graph.

5. Utilize the simplified nodes to assess the degree of similarity between legal documents.

Based on the premise that the AMR eliminates redundant information and retains solely the
most pertinent details, it is anticipated that the exclusion of non-essential words from the output
may enhance the efficacy of the BM25 algorithm.

3.3.2 Legal Case Document Similarity Using Legal-BERT

Legal-BERT [10] is a language model that has been developed specifically to address the unique
challenges of processing legal language. It is based on the BERT architecture, which has become
a popular choice for a variety of natural language processing tasks due to its ability to capture
contextual information and produce high-quality language representations. However, legal language
is known to be particularly complex, with a unique vocabulary, syntax, and structure that can be
difficult for standard language models to understand.

1https://spacy.io/
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To address these challenges, the same as previous work such as SciBERT [4], BioBERT [25],
Legal-BERT was trained on a large corpus of legal texts, including case law, statutes, and regu-
lations. This training data was carefully curated to ensure that the model would be able to learn
the nuances of legal language and the specific rules and structures of legal documents. The result-
ing model has been shown to be effective in a variety of legal NLP tasks, such as legal document
classification, legal question answering, and legal language modeling.

One of the key features of Legal-BERT is its ability to capture the meaning of legal terms and
phrases in context. Legal language is often filled with technical terms and legal jargon that can be
difficult for non-experts to understand, and Legal-BERT is able to take into account the broader
context in which these terms are used to understand their meaning better. This makes it a valuable
tool for lawyers, legal researchers, and anyone working with legal documents who need to analyze
and understand legal language.

The Legal-BERT model has been recognized as a noteworthy progression in the domain of
legal NLP and holds immense potential to transform the approach employed by legal experts for
comprehending and analyzing legal language. Its capacity to effectively comprehend the subtleties
of legal terminology and generate superior-quality language representations renders it a potent
instrument for a diverse range of legal applications. In the present study, we incorporate the Legal-
BERT model in conjunction with the BM25 technique to facilitate information retrieval.

3.3.3 Information Ensemble

Ensemble methods can also be used in deep learning to improve the performance and robustness of
models.

One approach to ensemble learning in deep learning is to use a technique called model averag-
ing, where multiple models are trained with different initialization or hyperparameters, and their
predictions are averaged to obtain the final output. Model averaging can help to reduce the impact
of overfitting and increase the stability of the model.

Another approach to ensemble learning in deep learning is to use a technique called bagging [14]
[9], where multiple models are trained on different subsets of the training data, with each subset
sampled with replacement. The outputs of the models are then combined to obtain the final output.
Bagging can help to reduce the variance of the model and improve its generalization performance.

A third approach to ensemble learning in deep learning is to use a technique called boosting [9],
where multiple weak models are trained sequentially, with each new model trained on the examples
that were misclassified by the previous model. The final output is then obtained by combining
the outputs of all the models. Boosting can help to reduce the bias of the model and improve its
accuracy.

Drawing on prior research, the present study utilizes a weighted averaging ensemble methodology
to amalgamate semantic information derived from Legal-BERT [10] and lexical information garnered
from the BM25 algorithm. The combination of the semantic and lexical information can be achieved
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Figure 3.2: Average Ensemble for Legal Case Document Similarity

by Formula 3.1.

EnsembleScore = (SemanticScore ∗ α) + (LexicalScore ∗ (1− α)) (3.1)

The choice of weights α depends on the desired emphasis placed on each score and should be selected
in a manner that ensures their sum is equal to one.

Despite the remarkable performance of the transformer model, Legal-BERT and other trans-
former variants, such as BERT [13], RoBERTa [29], ALBERT [23], exhibits a limitation in handling
lengthy sentences (> 512 tokens). When conducting predictions with a specific query Q and corre-
sponding candidate C, if the combined length of Q and C exceeds 512 tokens, the sentence segmen-
tation technique implemented in spacy32 will be utilized to generate a set of segmented sentences,
denoted as Sc = c1, c2, c3, ..., cN. The SemanticScore can be computed by Equation 3.2:

SemanticScore =

∑N
i=1Oi

N
(3.2)

Let N represent the overall count of sentences resulting from the application of sentence segmenta-
tion. The semantic score Oi corresponds to the candidate sentence ci, and the corresponding query
sentence is obtained through the implementation of LEGAL-BERT utilizing the cross-encoder ap-
proach.

2https://spacy.io/
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3.3.4 Experimental Settings

Task Definition

To assess the resilience of our proposed methodology, we employed the second task of the Conference
on Legal Information Extraction and Entailment (COLIEE) competition as a means of validation.
This task revolves around the identification of a paragraph extracted from a corpus of existing cases
that may offer insights into a decision made in a new case. As depicted in Figure 3.2, the Information
Retrieval (IR) system aims to categorize paragraphs in set R as either relevant or entailing, relative
to a given statement or decision Q. The presence of both entailing and non-entailing paragraphs
within the text poses a challenge, as some paragraphs in R offer pertinent information while others
do not.

During the training phase, each sample consists of a query, a set of candidate paragraphs, and
a label indicating whether the candidate paragraph is a positive (entailment) or negative (non-
entailment) example.

Table 3.1 displays the analysis of the training and test data used in the experiment. The training
set comprises 525 queries, which are associated with 18,740 candidate paragraphs, giving an average
of 35.6 candidate paragraphs per query. In contrast, the test set contains 100 queries, with 3,278
candidate paragraphs, averaging 31.8 candidate paragraphs per query.

In terms of the number of samples, the training set consists of 599 positive and 18,141 negative
samples, while the test set has 118 positive and 3,160 negative samples. These samples were used to
train the model to classify candidate paragraphs as either entailment or non-entailment paragraphs
with respect to the given query.

The table also provides information on the length of queries and candidate paragraphs, both in
terms of their average and maximum lengths. The average length of queries in the training and test
sets were 43.1 and 38.06 tokens, respectively, with the maximum length being 133 and 130 tokens,
respectively. The candidate paragraphs in the training and test sets had similar average lengths of
138.5 and 141.0 tokens, respectively, but differed in their maximum lengths, with the training set
containing candidate paragraphs up to 3,795 tokens in length, while the test set contained candidate
paragraphs up to 1,640 tokens in length.

Evaluation Metric

In order to assess the performance of an information retrieval (IR) system, the competition organiz-
ers have introduced three metrics, namely Precision, Recall, and F1. In this particular competition,
a micro-average approach was utilized, whereby the metrics were calculated on a per-query basis
and then averaged. Consequently, all the evaluation metrics have undergone certain modifications
specific to this competition. The specific details of these three metrics are described in Formula 3.3
3.4 3.5.
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Train Test
#Query 525 100
#Candidate 18740 3278
#Candidate/Query 35.6 31.8
#Positive Sample 599 118
#Negative Sample 18141 3160
Query Average Length (tokens1) 43.1 38.06
Query max Length (tokens1) 133 130
Candidate Average Length (tokens1) 138.5 141.0
Candidate Max Length (tokens1) 3795 1640

Table 3.1: Task 2 COLIEE 2022 Analysis

Precision =
the number of correctly retrieved paragraphs for each query

the number of retrieved paragraphs for each query
(3.3)

Recall =
the number of correctly retrieved paragraphs for each query

the number of correctly retrieved paragraphs for each query
(3.4)

F1 =
2 · Precision · Recall

Precision + Recall
(3.5)

Model Settings

The presented Table 3.2 outlines the hyperparameters utilized in a particular machine learning
model. The Legal-BERT was trained for three epochs with a maximum sequence length of 512.
The AdamW optimizer was used with a learning rate of 2e-5, beta1 of 0.9, beta2 of 0.999, and
epsilon of 1e-8. The per-device batch size was set to 32 for both training and evaluation.

Max Sequence Length 512
Learning Rate 2e-5
Number of training epochs 3
adam_beta1 0.9
adam_beta2 0.999
adam_epsilon 1e-8
per_device_train_batch_size 32
per_device_eval_batch_size 32
optimizer AdamW

Table 3.2: Legal-BERT Model Configuration

In prediction phase, we have 3 settings as follows:

1. As we can see in Figure 3.3, the combination of LEGAL-BERT and BM25 was utilized,
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Figure 3.3: Relevant Candidate Selection Using Ensemble Approach

whereby the values of α were set to 0.9 and 0.1 for semantic and lexical scores, respectively.
Furthermore, the threshold was established to be the top 1 score candidate subtracted by
0.003.

2. In the second experiment, Legal-BERT was coupled with BM25, where the sentences were
initially converted into an AMR graph, and spacy POS tagging was used to extract the most
significant parts of speech, such as nouns, verbs, adjectives, and others. The BM25 algorithm
was applied to these sets of POS tagging, while the coefficient α was set to 0.9 and 0.1 for
semantic and lexical scores, respectively and threshold = 0.004.

3. The synthesis of results was achieved through the specification of α = 1 (indicating the absence
of an ensemble) and threshold values solely for semantic scores. As detailed in Figure 3.4,
the selection of top N semantic-based relevant paragraphs were executed, with the optimized
value of N being 2, as deduced from the development set results. For lexical-based candidates,
the top M candidates were chosen without a threshold, while the optimized value of M was
determined to be 2. Subsequently, the intersection of M and N was conducted to obtain the
ultimate set of candidate paragraphs. In the event that the outcome following the intersection
procedure was null, the top 1 semantic score was selected as the relevant document.

3.3.5 Experimental Results

Upon analysis of Table 3.3, it is evident that monot5-ensemble achieved the highest f1 score of
0.6783 using a large language model, closely followed by Intersection (AMR) with a score of 0.6694.
These two models also exhibit relatively high precision and recall values, indicating their efficacy in
identifying true positives.
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Figure 3.4: Relevant Candidate Selection Using Intersection Approach

F1 Precision Recall
monot5-ensemble.txt 0.6783 0.6964 0.6610
Intersection (AMR) (Ours) 0.6694 0.6532 0.6864
Intersection (W/O AMR) (Ours) 0.6638 0.6667 0.6610
BM25 + Legal-BERT (Ours) 0.6612 0.6452 0.6780
BM25(AMR) + Legal-BERT (Ours) 0.6452 0.6154 0.6780
Legal-BERT (Ours) 0.6431 0.5985 0.6949
BM25 (Ours) 0.5164 0.5 0.5339
BM25 (AMR) (Ours) 0.4891 0.5045 0.4746
BM25 (AMR) (W/O Spacy)(Ours) 0.4848 0.4955 0.4745
bm25EF[35] 0.3204 0.1980 0.8390

Table 3.3: Results on COLIEE 2022 Task2 test Set

The third-best performing model is BM25 + Legal-BERT with an f1 score of 0.6612, which is
very close to the second-best model. However, this model exhibits lower precision and recall values,
implying that it may generate more false positives or false negatives.

Models BM25(AMR) + Legal-BERT and Intersection (W/O AMR) achieved comparable f1
scores of 0.6452 and 0.6638, respectively. However, the former has lower precision, while the latter
exhibits lower recall, suggesting that the models may possess divergent strengths and weaknesses.

Legal-BERT achieved an f1 score of 0.6431, which is relatively close to the aforementioned
models. Nonetheless, its precision value is much lower than the other models, implying that it may
generate more false positives.

Conversely, the last three results from BM25, BM25, BM25 (AMR), and BM25 (AMR) (W/O
Spacy), exhibited significantly lower f1 scores than the other models, which indicates less accuracy.
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3.4 Chapter Conclusion

The experimental findings have brought to light certain issues in our research, namely:

1. Are there any other potential applications of AMR in information retrieval systems?

2. As indicated in Table 3.1, the candidate length may extend up to 3795 tokens due to the
limited capacity of the transformer model, which allows a maximum length of 512 tokens.

3. There is an imbalance between the number of positive and negative samples in the training
and test sets.

In the upcoming chapter, we aim to present our approach to addressing these challenges and achiev-
ing state-of-the-art (SOTA) results on task2 COLIEE 2021 and COLIEE 2022.
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Chapter 4

Structural Information from AMR and
Information Combination

4.1 Introduction

In the 1970s, Luhn introduced the first algorithm of Information Retrieval (IR) called term frequency
(TF) weights [30]. This method calculated the occurrence of words within a document and was later
complemented by Jonse’s work, which introduced the concept of Inverse Document Frequency (IDF)
[30]. The introduction of IDF was based on the assumption that less common words are associated
with more specific concepts that are more important for IR. In 1973, Salton and Yang proposed
a method to combine TF and IDF, which effectively ranks documents using Okapi BM25 (BM
standing for best matching) [50]. BM25 and its variants, such as ATIRE BM25 [60], BM25L [31],
BM25+ [31], BM25T [31], generate TF-IDF score that is commonly used in document retrieval.

Despite their usefulness, these algorithms have been found to be inadequate when used in the
legal domain. This is because there is a multiplicity of meanings associated with words or situa-
tions, depending on the perspective of the person. As shown in Figure 1.1, ambiguity arises when
a sentence has more than one interpretation, making it difficult even for humans to determine the
correct meaning. Such examples pose a significant challenge to the TF-IDF algorithm due to the
presence of numerous overlapping words, including "the," "police," "dog," and others. This weak-
ness of the algorithm is further highlighted by the results of the Competition on Legal Information
Extraction/Entailment (COLIEE) competition, where methods using word overlapping are unable
to compete with modern approaches.

The past few years have witnessed a significant increase in the performance of Deep Learning
(DL), attributed to advancements in hardware and DL architectures. The advent of the pre-trained
model, BERT [13], in 2018 revolutionized Natural Language Processing (NLP) and resulted in re-
markable breakthroughs in various language-based tasks, including Information Retrieval (IR), sen-
timent analysis, name entity recognition, and question answering. Unlike GloVe [38] representation,
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Figure 4.1: AMR representation for resolving ambiguity sentence

which assigns a constant vector to a word regardless of its context, BERT generates contextual-
ized word embeddings, which can vary for the same word depending on the context to which it
belongs. Consequently, several pre-trained models such as RoBERTa [29] and ALBERT [23] were
developed with modifications in the architecture and training data, but based on the transformer
model [61] and trained on a large corpus. Extensive experimentation has shown that the use of a
transformer-like model can achieve state-of-the-art (SOTA) results in downstream tasks.

For instance, the JNLP team fine-tuned the BERT model on silver data and combined it with
BM25 to capture semantic and lexical features, respectively. The combination of these features
played an integral part in the team’s high-rank achievement in the IR task in the COLIEE 2020 [34]
and 2021 [33] competitions. Therefore, the combination of lexical and semantic information, using
TF-IDF and a transformer-like model, respectively, plays a crucial role in developing an outstanding
system, as demonstrated in various research works.

Numerous studies have investigated and enhanced various aspects of the approach whereby an
increase in the amount of information available to an Information Retrieval (IR) system results in
improved performance. However, the semantic information obtained from the transformer model
and the lexical information obtained from the BM25 algorithm are the only factors that have been
considered to date. This research introduces a novel approach that incorporates semantic enhance-
ment information generated by Abstract Meaning Representation (AMR) into the IR system.

AMR is a rooted, labeled graph that presents information in a manner that is easy for hu-
mans to comprehend. Its primary significance is that it abstracts away the meaning of a given
sentence. Different sentences that convey the same basic meaning will have identical AMR graphs,
which clearly display information such as subject, object, verb, and time without any ambiguity or
vagueness. Specifically, an AMR representation comprises nodes that represent concepts and edges
that represent semantic relations between pairs of concepts. Furthermore, words with functional
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meanings are ignored to eliminate ambiguity caused by syntax or articulateness, enabling the focus
to be solely on factual meaning.

AMR has been proven to be useful in many areas, including Biomedical Event Extraction [45],
multi-document summarization [28], paraphrase detection [18], and more. The correct interpretation
of a sentence can be determined with certainty using AMR representation, as illustrated in Figure
4.1. For instance, the definition of ARG2 for help-01 is "benefactive, secondary agent (when separate
from arg1)". Consequently, it is evident that in this context, ARG2 of help-01 must refer to the
victim. The correct interpretation of the sentence presented in Figure 3.1 can be determined by
analyzing the AMR graph.

This study is premised on the assumption that incorporating more semantic information into
the textual entailment system can improve its performance. The study aims to achieve the following
objectives:

1. Demonstrate that the addition of Abstract Meaning Representation (AMR) using triplet
features can enhance the performance of the information retrieval (IR) system, leading to
state-of-the-art (SOTA) results on task 2 of the Competition on Legal Information Extrac-
tion/Entailment (COLIEE) in both 2021 and 2022.

2. Present an effective approach for integrating different types of information to improve candi-
date ranking.

3. Provide viable techniques for addressing the constraints imposed by data and length limita-
tions of the transformer model.

4.2 Methodology

Drawing on prior research, we compute the similarity score between a given query-candidate para-
graph pair by integrating the transformer model for semantic information and BM25 for lexical
information. Our proposed framework, however, incorporates an extra module, known as the Se-
mantic Enhancement Module, which is designed to augment the ranking of candidates with
additional useful information. As depicted in Figure 4.2, we employ three distinct modules to
capture varied information and integrate them cohesively to enhance performance.

AMR encompasses not only the fundamental meaning but also the contextual information rep-
resented by concepts, which is elucidated in Section 4.4.1. This information has the potential to
improve semantic understanding and candidate ranking. Moreover, to tackle the 512 tokens limita-
tion of transformer models, we split the documents into passages of a suitable length. AMR parsers
are well-equipped to handle these passages since they are trained on short passages.
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Figure 4.2: High-Level Look of Information Combination Using Semantic Enhancement
Module

4.2.1 Structural Information From AMR

In accordance with prior research [39], the utilization of sole nodes from the Abstract Meaning
Representation (AMR) graph presents inherent challenges. As depicted in Figure 4.3, the shared
node set between the erroneous and correct sentences becomes apparent. This observation serves to
exemplify the diminished efficacy of the BM25 algorithm when applied to datasets within the legal
domain.

In this context, triplets refer to the explicit representation of the syntactic relationships between
nodes in an AMR graph. They offer a more comprehensive understanding of the sentence structure

Figure 4.3: Ambiguity During Using AMR Nodes for Ranking Document
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Figure 4.4: Document Ranking Using Triplets of AMR Graph

and facilitate a more nuanced interpretation of meaning. By incorporating triplets into AMR,
researchers have gained a deeper insight into the complex interdependencies between words and
phrases within a sentence.

One of the primary advantages of utilizing triplets in AMR is the ability to capture more fine-
grained semantic relationships. With the inclusion of relation labels, the AMR graph becomes
enriched with valuable information about the connections between concepts. This allows for a more
precise representation of semantic roles, dependencies, and other intricate linguistic phenomena.

Furthermore, the use of triplets enhances the robustness and interpretability of the AMR rep-
resentation. By explicitly indicating the head-dependent relationships, it becomes easier to discern
the hierarchical structure of a sentence and determine the roles played by different elements. This
can aid in tasks such as information extraction, question answering, and machine translation, where
a deeper understanding of the sentence structure is crucial for accurate results.

As depicted in Figure 4.4, a visual comparison highlights the disparity between the correct-
meaning sentence and the wrong-meaning sentence. It becomes evident that the "police" are in-
tended to assist the "victim" rather than the "dog". The present study encompasses numerous
experiments aimed at substantiating the hypothesis that employing triplet-level representations
surpasses the efficacy of node-level representations.

4.2.2 Lexical Features

The development of effective information retrieval (IR) systems is essential for efficiently handling
the vast amount of legal data that has accumulated over the years. In this context, the BM25
algorithms have been widely used in the legal domain to improve the IR system’s performance. These
variants have been proven effective in addressing the unique characteristics of legal texts, including
complex sentence structures, legal terminologies, and extensive use of citation links. However, the
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performance of these variants can vary depending on the specific legal task and dataset. Therefore,
it is crucial to evaluate and compare the effectiveness of these variants in the legal domain. This
paper presents a comparative study [60] of:

1. BM25 Okapi

2. BM25+

3. BM25L

for legal text retrieval, aiming to identify the most suitable variant for a given legal task and dataset.
The results comparison between these variants can be found in Section 4.3.2.

4.2.3 Semantic Features

There is a vast array of pre-trained models available for capturing latent semantic information within
text. This study employs several transformer model variants to extract semantic features, namely:

1. BERT [13]

2. RoBERTA [29]

3. Legal-BERT, which is a pre-trained model specifically trained on a sizable legal corpus [10]

Prior research has shown the importance of domain adaptation in achieving optimal performance
in downstream tasks. While BERT and RoBERTa are commonly used pre-trained models for open-
domain tasks, Legal-BERThas demonstrated effectiveness in the legal domain. However, the quality
of fine-tuning data is also a crucial factor in achieving optimal performance. In the following section,
we discuss how we created training data for transformer models and explore methods for capturing
semantic features.

Cross Validation and down-sampling

Table 3.1 presents an analysis of the limitations of the training data for Task 2 of COLIEE 2022.
The shortage of training data, with only 525 examples in total, and the imbalanced labels, with
599 positive and 18,141 negative labels, pose significant challenges for deep learning models. The
importance of large training datasets in deep learning is well-established, as demonstrated by the
success of ImageNet [22] and GPT-3 [8], among others. When the training dataset is limited, deep
learning models often struggle to extract useful information, resulting in poor performance.

Moreover, the class imbalance in the COLIEE 2022 Task 2 training dataset, with a positive-
negative ratio of nearly 1:30, may bias the classifier toward predicting the dominant class. This
issue can result in the model not learning enough from positive examples as compared to nega-
tive examples. To address this issue, we employed cross-validation and down-sampling techniques.
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Figure 4.5: Cross Validation for Mining The Best Training Set

Down-sampling the dataset by a factor of 4, 5, 6, or 7 improved the class balance to 1 positive to
7, 6, 5, or 4 negatives, respectively.

Cross-validation is a widely-used technique in machine learning to evaluate the model’s perfor-
mance by resampling the limited set of data. However, with a small amount of training data, such
as in the COLIEE competition, over-fitting may occur, making cross-validation necessary. To avoid
over-fitting, we utilized k-fold cross-validation, which helped us identify which parts of the training
data are useful for the transformer model. Figure 4.5 illustrates our approach. For the given set
of training dataset D given by the organizer, we separate it into 10 folds F = {f1, f2, ..., f10}. For
each fold:

1. Take this fold as a validation set.

2. Assign the remaining group as a training set.

3. Train a transformer model on the training and validation set and evaluate the performance
on the test set.

4. Retain the evaluation score and move to the next attempt.

Document Stride Prediction

Transformer models have emerged as one of the most powerful deep learning (DL) architectures
in recent years. These models take text as input and generate large vectors or arrays, which
are then further processed. The high-dimensional similarity derived from these vectors has been
demonstrated to be highly effective, as evidenced by the performance of transformer models on
sentence similarity tasks such as the Stanford Natural Language Inference (SNLI) corpus [7]. The

35



Figure 4.6: Details of Information Enhancement Framework

accuracy of frameworks-based transformer models on such tasks can be over 90%. In our overall
system, the transformer block (as shown in Figure 4.6) utilizes a cross-encoder approach to determine
sentence similarity, as follows:

1. The query and possible candidate are simultaneously fed into the transformer model, which
outputs a score between 0 and 1 that indicates the degree of relevance of the document to
the query.

2. The process is repeated for other candidates.

3. The system selects candidates with the highest scores as the most relevant ones.

In order to emphasize the significance of this section, we will discuss the advantages and disad-
vantages of transformer-based models. In Vaswani’s [61] publication, "Attention is all you need," it
is suggested that attention can increase the training speed and performance of deep learning models.
Consider the sentence "The police helped the victim who is bitten by a dog." For humans, it is a
simple question to determine the meaning of the word "who" - is it referring to the police, the vic-
tim, or the dog? However, for machines, this is a complex task. To represent this sentence, it must
first be tokenized into words and then converted into a vector of numerical values. As illustrated in
Figure 4.7, the attention mechanism facilitates the word "who" in obtaining information from other
words, which can lead to a more informative representation of this word. When there is appropriate
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Figure 4.7: Self-attention Algorithm Illustration

contextual information for a word, the attention algorithm can generate optimal representations for
each word.

In contrast, when the context is too lengthy, each word’s representation suffers due to the
abundance of information it receives from other words, such as a context comprising 5000 words.
Consequently, transformer models can only process input sequences with a maximum length of 512
tokens, which poses a significant drawback since contemporary documents are considerably longer.
As evident from the analysis of COLIEE 2022 presented in Table 3.1, many candidates surpass
the length threshold of 512 tokens, and using transformer models incompetently can result in poor
performance.

To address this issue, we leveraged sentence segmentation facilitated by Spacy1 to split long
candidates Cj into sentences S = s1, s2, ..., sK and employed Algorithm 1 to extract a set of passages
P = p1, p2, ..., pM . The similarity score for the pair Qi-Cj was calculated by Equation 3.2.

Here, N refers to the total number of passages, and Oi denotes the similarity score of Qi and the
n-th passage of the corresponding candidate obtained through fine-tuning the transformer model
on the data described in Section 4.2.3.

1https://spacy.io/
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Algorithm 1 Context Striding
Require: S, query, tokenizer
1: P ⇐ {}
2: i ⇐ 0
3: while i < |S| do
4: j ⇐ i
5: while |(tokenizer(query, P [i : j]))| < 512 do
6: if j < |S| then
7: j ⇐ j + 1
8: elsej = |S|
9: break

10: end if
11: end while
12: if j = |S| then
13: P.insert(S[i : j − 1]) ▷S[i : j − 1] is a passage from i index to j-1 index
14: i ⇐ i+ 1
15: break
16: else
17: P.insert(S[i : j − 1]) ▷S[i : j − 1] is a passage from i index to j-1 index
18: i ⇐ i+ 1
19: end if
20: end while

4.2.4 Semantic Enhancement Information

The objective of this section is to discuss obtaining useful information from Abstract Meaning
Representation (AMR) to enhance an Information Retrieval (IR) system, with the quality of AMR
significantly impacting the parser choice. Therefore, it is crucial to select a high-quality AMR parser.
In this study, we utilized SPRING, a state-of-the-art (SOTA) AMR parser developed by Bevilacqua
in 2021 [24]. However, our observations revealed that SPRING is incapable of handling excessively
long paragraphs due to the parser’s backbone being a transformer model. Additionally, due to the
complexity of AMR, the availability of data is limited. Furthermore, data annotation necessitates
comprehension of linguistics, typically for short sentences. To achieve better performance, query Qi
and candidate Cj are segmented into sentences using Spacy. Each sentence is subsequently parsed
into AMR logical triples, and once the parsing process is completed, an AMR graph for the query
and candidate can be obtained as a set of logical triples.

Considering the sample from Chapter 3, ”the jurisprudence established that a leave to appeal
proceeding was a preliminary step to a hearing on the merits, and was a lower hurdle for the applicant
for leave to meet since the case did not have to be proven”

The logical triples produced by the Spring parser [5] can depict the AMR as follows:
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establish-01 :ARG0 jurisprudence,
establish-01 :ARG1 and,
and :op1 step-01,
step-01 :ARG1 leave-16,
leave-16 :ARG2 proceeding-02,
proceeding-02 :ARG1 appeal-01,
step-01 :ARG2 hearing-02,
hearing-02 :ARG2 merit-01,
step-01 :mod preliminary,
and :op2 hurdle-01,
hurdle-01 :ARG1 apply-01,
apply-01 :ARG0 person

apply-01 :ARG1 leave-16,
leave-16 :ARG2 meet-03,
meet-03 :ARG0 person,
cause-01 :ARG1 hurdle-01,
cause-01 :ARG0 obligate-01,
obligate-01 :polarity -,
obligate-01 :ARG2 prove-01,
prove-01 :ARG1 case-03,
have-degree-91 :ARG1 hurdle-01,
have-degree-91 :ARG2 low-04,
low-04 :ARG1 hurdle-01,
have-degree-91 :ARG3 more

Based on our observations, it has been found that several triples in the query and candidate
graphs have a low quality which makes it challenging to rank the candidates accurately. For instance,
triples like have-degree-91 :ARG1 hurdle-01, have-degree-91 :ARG2 low, and have-degree-91 :ARG3
more are frequently encountered in the graphs, representing the degree of intensity. We propose
that triples consisting of a verb, subject, and object contain more significance for ranking the
documents. To mitigate the effect of frequently occurring tokens that lack semantic value, such as
have-degree-91 and more, we applied three variants of BM25, which are discussed in Section 4.2.2,
to the logical triples of queries and candidates to extract semantic information through concepts
and edges. Unlike the approach we used in Chapter 3, we keep all the related information (edge of
AMR), and the concept definition such as leave-16 instead of leave.

4.2.5 Information Combination

In a number of previous studies [34] [33], the coefficient α has been utilized to integrate lexical and
semantic scores. In the current investigation, we incorporate an additional semantic feature derived
from AMR and introduce a new coefficient β to unify the semantic, lexical, and semantic enhance-
ment factors into a single score. As demonstrated in Figure 4.6, once we obtain the semantic score
Ssij , lexical score Slij , and semantic enhancement score Sseij for the given query i and candidate j,
we compute the combination score using Equation 4.1:

Sijcombination
= α · Slij + β · Sseij + (1− α− β) · Ssij (4.1)

Determining the optimal values for α and β is a challenging task, as selecting appropriate values
can significantly improve the effectiveness of the information retrieval system. Additionally, given
a query, it is necessary to identify which candidate is the entailment paragraph among a set of
candidates. To manage the number of candidates chosen as entailment paragraphs, a threshold γ

is employed. If a candidate’s Scombination score equals or exceeds γ, the candidate is designated
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as an entailment paragraph for the given query. To address this issue, we present Algorithm 2 to
determine the optimal values of α and β, as well as the threshold γ.

Algorithm 2 Coefficient Mining
Require: SS, SL, SST , α ,β ,γ
1: results ⇐ {}
2: α ⇐ 0
3: while α < 1 do
4: β ⇐ 0
5: while 1− α− β > 0 do
6: β ⇐ β + 0.5
7: γ ⇐ 0.0000075
8: while γ < 0.001 do
9: γ ⇐ γ + 0.000005

10: Score ⇐ evaluate(SS, SL, SST, α, β, γ) ▷Recal, Precision, F1
11: results.insert(α, β, γ, Score)
12: end while
13: end while

α ⇐ α + 0.5
14: end while

Train Test
#Query 425 100
#Candidate 15216 3524
#Candidate/Query 35.7 34.9
#Positive Sample 499 117
#Negative Sample 14717 3407
Query Average Length (tokens1) 44.1 38.9
Query max Length (tokens1) 133 133
Candidate Average Length (tokens1) 138.5 138.5
Candidate Max Length (tokens1) 3440 3795

aTokenized by Transformer’s Tok-
enizer.

Table 4.1: Task 2 COLIEE 2021 Analysis
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4.3 Experiment Results

4.3.1 Evaluation Dataset

For evaluating our proposed method, we use a dataset of Task2 COLIEE 2022 and COLIEE 2021
as evaluations task. The data analysis of Task2 COLIEE 2022 can be seen in Table 3.1. Table 4.1
presents the statistics for task 2 COLIEE 2021. The dataset contains two sets, Train and Test, and
the statistics are provided for each set. The dataset consists of queries and candidates, where each
query is associated with a set of candidates, and the goal is to rank the candidates based on their
relevance to the query.

The Train set contains 425 queries and 15,216 candidates, resulting in an average of 35.7 can-
didates per query. The Test set contains 100 queries and 3,524 candidates, resulting in an average
of 34.9 candidates per query. The number of positive samples (relevant candidates) is 499 for the
Train set and 117 for the Test set, while the number of negative samples (irrelevant candidates) is
14,717 for the Train set and 3,407 for the Test set.

The average length of the queries in the Train set is 44.1 tokens, while the average length of
the queries in the Test set is 38.9 tokens. The maximum length of queries is 133 tokens in both
sets. The average length of candidates is 138.5 tokens in both sets, while the maximum length of
candidates is 3,440 tokens in the Train set and 3,795 tokens in the Test set.

The statistics show that the Train and Test sets have a similar number of queries and candidates
per query. The number of positive samples is relatively small compared to the number of negative
samples, indicating that the dataset is imbalanced. The average and maximum lengths of queries
and candidates are similar in both sets, suggesting that the sets have a similar distribution of query
and candidate lengths. These statistics can be used to understand the characteristics of the dataset
and design models for the task.

4.3.2 Lexical Similarity Results

In this section, we present a comparative analysis of the IR system performance using three variants
of the BM25 retrieval model, namely BM25 Okapi, BM25+, and BM25L. We anticipated that a
desirable outcome would be an increase in the F1 score. Initially, we set the threshold γ to the
lowest possible value, resulting in the retrieval of only one candidate as an entailment paragraph for
each query, and the Precision score was high as expected. As the threshold γ increased (allowing
the retrieval of more than one candidate for each query), the F1 score increased until reaching a
peak at γ = 0.0002 and then started to drop when γ exceeded 0.002. As shown in Figure 4.8, BM25
Okapi and BM25+ exhibit promising results, achieving F1 scores of 51.14% and 49.4, respectively.
Conversely, BM25L performed poorly on the COLIEE test set and is not used in the combination
phase.
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Figure 4.8: Results of BM25 Variants on Test Set of Task 2 COLIEE 2022

4.3.3 Semantic Information From AMR Results

To capture the semantic information between the query’s AMR representation and the candidate’s
AMR representation, we employed different variants of the BM25 algorithm. We adopted the same
settings and threshold γ as used in the experiments described in Section 3.2. Our analysis, presented
in Figure 4.9, indicates that this approach is not effective in the legal domain, as evidenced by the
F-score remaining under 40% across all thresholds. Conversely, we observed that BM25 Okapi and
BM25+ perform well in COIEE2022, with an overall F1 score exceeding 50%.

4.3.4 Semantic Similarity Results

To ensure consistency and fairness across models, we employ the configuration presented in Table
3.2 for all transformer model variants. In this study, we utilize the data collected in Section 4.2.3
to train three transformer models (BERT base, RoBERTa base, and LEGAL-BERT) for capturing
semantic features. We vary the ratio between positive and negative samples during training (i.e.,
1:4, 1:5, 1:6, 1:7, 1:8), and evaluate each model using Precision@1, Recall@1, and F1@1 metrics
(evaluating on the top 1 retrieved paragraph using Equations 3.3, 3.4, and 3.5) on different folds.
We select models based on their performance on the top 1 retrieved paragraph, as precision tends
to drop with increasing threshold γ. This approach aims to limit the search space and identify the
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Figure 4.9: Results of BM25 variants on Test Set of Task 2 COLIEE 2022 Using Features of
AMR

most effective model variants for the combination phase.
According to prior research, such as SciBERT [4] and BioBERT [25], transformer models trained

on a specific domain exhibit superior performance compared to those trained on the general domain.
As demonstrated in Table 4.2 and 4.3, the BERT base model, which was trained on the general
domain, underperforms on the COLIEE dataset (with the best F1 score of 54.1% and most attempts
scoring below 40%). On the other hand, the Roberta base model outperforms BERT, achieving the
best F1 score of 62.4%. However, Legal-BERTshows better performance overall, with almost all
attempts achieving an F1@1 score of over 60%, and the best-performing version being the one with
a positive-negative ratio of 1:7 on the 8th attempt, achieving nearly 70% on F1@1.

4.3.5 Information Combination Results

As shown in Sections 4.3.2, 4.3.4, and 4.3.3, it is evident that using only semantic, lexical, or
semantic information from AMR cannot yield satisfactory results, and the best F1 score achieved
is 69.7% using Legal-BERT(attempt 8 with a positive-negative ratio of 1:7). However, this variant
does not perform well in the combination phase, as explained in Section 4.4.2. In Table 4.2 and
4.3, we present the most promising Legal-BERTmodels that were fine-tuned with positive-negative
ratios of 1:4 and 1:8, as these models outperform other models at the combination phase (with
several models exceeding 70% on F1). For the lexical and semantic enhancement scores, we use the
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Figure 4.10: Results of Combination of Semantic, Lexical, and Semantic Enhancement Score
on Task 2 COLIEE 2022
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Team File F1
Knowledge Enhancement Framework
(alpha_0.2.beta_0.2.threshold_0.0002) 72.73

Knowledge Enhancement Framework
(alpha_0.3.beta_0.4.threshold_0.00075) 72.15

NM monot5-ensemble.txt 67.83
NM monot5-3b.txt 67.57
JNLP run2_bert_amr_remove_reduntdant_filter.txt 66.94
JNLP run3_bert_BM25.txt 66.12
jljy run2_task2.txt 65.14
jljy run3_task2.txt 65.14
JNLP run1_bert_amr_remove_reduntdant.txt 64.52
jljy run1_task2.txt 63.3
NM monot5-base.txt 63.25
UA res_score-0.95_max-1.txt 54.46
UA res_score-0.5_max-1.txt 53.63
UA res_score-0.95_max-5.txt 41.21
nigam bm25EF.txt 32.04
nigam bm25BC.txt 21.04

Table 4.4: Results of Knowledge Enhancement Framework on task 2 of COLIEE 2022

Only Legal-BERT alpha Beta gamma Combination Result
0.5161 0.5 0.25 0.0001 0.66359
0.5990 0.2 0.05 0.0001 0.7032
0.5714 0.25 0.1 0.0003 0.6879
0.5898 0.2 0.1 0.0001 0.7090
0.6728 0 0.15 0.0003 0.7239
0.6728 0.3 0.05 0.0001 0.7281

Table 4.5: Results of Using Coefficient Mining on DevSet

BM25 Okapi variant, starting with α = 0, β = 0, and ascending by Algorithm 2. We use a small
dev set to identify the most reasonable set of α, β, and γ.

Based on the results presented in Table 4.5, it is apparent that the parameter γ displays vari-
ability in the range of 0.0001 to 0.0003. Conversely, the parameters α and β exhibit instability,
oscillating between 0 and 1. To evaluate the test set, we establish constant values for both α and β

as specified in Table 4.6.
As shown in Fig. 4.10, the optimal F1 score is obtained by setting α = 0.2, β = 0.2, and

0.6 for the lexical, semantic, and semantic enhancement scores, respectively. By employing these
coefficients along with a threshold of γ = 0.0001, we achieve state-of-the-art results of 72.73% in
F1 using Legal-BERTfine-tuned on the 9th attempt of the cross-validation method with a negative-
positive ratio of 1:4. The second-best result is obtained with an F1 score of 71.43% by using α = 0.3
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α β γ gamma
0.1 0.1 0.0001 0.0001
0.1 0.2 0.0001 0.0001
0.2 0.1 0.0001 0.0001
0.2 0.2 0.0001 0.0001
0.2 0.3 0.0001 0.0003
0.3 0.4 0.0001 0.0001

Table 4.6: Results of Using Coefficient Mining on DevSet

and β = 0.4 and fine-tuning the 8th attempt of the cross-validation method with a negative-positive
ratio of 1:8.

As depicted in Table 4.4, the Task2 of COLIEE 2022 exhibits intense competition, with teams
being separated by less than 1%. For instance, the NM team secured the first position with an
F1 score of 67.83%, while the JNLP team claimed the second position with an F1 score less than
0.89% behind the NM team. Nonetheless, our study demonstrates that incorporating semantic
information from AMR led to an improved correlation with experimental results. Specifically, our
proposed method achieved the best results with 78.4% precision, 67.8% recall, and 72.73% F1 score,
outperforming the NM team by 4.9% on F1 score. Furthermore, as illustrated in Fig. 11, multiple
attempts exceeded 68% on F1 score, further affirming the effectiveness of our proposed method in
enhancing the performance of the IR system for the textual entailment task.

To demonstrate the robustness of our proposed framework, we conducted experiments on Task 2
of the COLIEE 2021 test set. We employed the same settings for LEGAL-BERT, BM25 (Okapi), and
AMR parser and applied cross-validation and down-sampling approaches for generating training and
development sets. The challenge in COLIEE 2021 is the limited number of training data compared to
COLIEE 2022. As illustrated in Table 4.1, only 499 positive samples were available, which hindered
the efficiency of fine-tuning LEGAL-BERT. Nevertheless, our semantic enhancement framework
achieved state-of-the-art results compared to the first-place team in COLIEE 2021. As presented
in Table 4.7, our framework achieved a 72.15% F1 score, outperforming the result of the NM team
by 3.03%.

4.4 Discussion

4.4.1 Advantage of AMR

In this study, our goal is to develop an IR system that can comprehend the meaning of legal
documents. To achieve this, we need a formalism that can distinguish between documents that
convey the same meaning and those that modify the underlying meaning. For example, in task 2 of
COLIEE 2022, the query paragraphs are relatively short, averaging 43 tokens (as shown in Table
3.1), with the longest being 133 tokens. On the other hand, the candidate paragraphs have an
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Team File F1
Semantic Enhancement Framework
(alpha_0.2.beta_0.2.threshold_0.0004) 72.15

NM Run_task2_DebertaT5.txt 69.12
NM Run_task2_monoT5.txt 66.10
NM Run_task2_Deberta.txt 63.39
UA UA_reg_pp.txt 62.74
JNLP JNLP.task2.BM25Supporting_Denoising.txt 61.16
JNLP JNLP.task2.BM25Supporting_Denoising_Finetune.txt 60.91
UA UA_def_pp.txt 58.75
JNLP JNLP.task2.NFSP_BM25.txt 58.68
siat siatCLS_result-task2.txt 58.60
DSSIR run_test_bm25.txt 58.06
siat siatFGM_result-task2.txt 56.70
UA UA_loose_pp.txt 56.03
TR task2_TR.txt 54.38
DSSIR run_test_bm25_dpr.txt 51.61
DSSIR run_test_dpr.txt 51.61
MAN01 [MAN01] task2 run1.txt 50.69
MAN01 [MAN01] task2 run0.txt 25.00

Table 4.7: Results of Knowledge Enhancement Framework on task 2 of COLIEE 2021

average length of 138 tokens and can be as long as 3700 tokens. This results in a high overlap rate
between the query and candidate paragraphs, leading to similar scores for all candidates, making
ranking challenging. Therefore, a better ranking system will require more information to address
this issue.

We found that AMR representation contains helpful information to rank candidates. First of
all, AMR has clear concept nodes. For example, the verb hit has the following concepts:

1. hit-01 - "strike"

2. hit-02 - "reach, encounter"

3. hit-03 - "go to, turn to"

4. hit-06 - "murder"

5. hit-07 - "earn points (on exam/competition)"

There will be different concepts based on different contexts. Secondly, the unambiguous relation
between concepts. For the given concept hit-06, the corresponding relations are:

• ARG0: assassin, agent agent

• ARG1: ARG1: person assassinated patient
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Figure 4.11: Example of AMR representation enhances the performance of IR system

and the concept hit-07 :

• ARG0: athlete, scorer

• ARG1: cognate object, points

• ARG2: test/game

In terms of concepts and relations, hit-06 usually appears to be in the legal domain, and hit-07
seems to be in the news domain.

As depicted in Fig. 4.11, this scenario illustrates one of several cases where utilizing AMR
representation can aid the IR system in distinguishing the correct entailment paragraph more ef-
fectively than relying solely on BERT or a combination of BERT and BM25. Specifically, the
query paragraph comprises the phrase "where affidavit evidence is conflicting", and our proposed
approach predicts paragraph [10], which contains "conflicting evidence". Since both phrases share
the same underlying meaning that evidence is in conflict, their AMR must be identical, such as
the logical triple: (conflict-01 :ARG0 evidence-01). Moreover, both the query paragraph and
paragraph [10] contain "and thus summary judgment is not appropriate." and "summary judgment
is not appropriate", respectively, indicating the same is not appropriate sentiment, which can be
represented in their AMR as the same triple (appropriate-02 :polarity -). In the absence of this
information, BERT alone or in combination with BM25 selects paragraph [46] as the entailment
paragraph, given its several overlapping words with the query paragraph such as: trial, evidence,
summary, and judgment.
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Figure 4.12: F1@1 comparison between Legal-BERTand other Combination Variants

Moreover, the threshold γ can potentially increase the system’s ability to identify more accurate
cases. However, its methodological significance is not apparent. In Fig. 4.12, we aim to demonstrate
the significance of our proposed method by comparing the F1@1 scores between Legal-BERTand
other knowledge enhancement variants, namely Legal-BERT+ AMR, Legal-BERT+ BM25, and
Legal-BERT+ BM25 + AMR.

Our experiments show that combining only AMR or lexical information does not result in a
significant increase in performance. Furthermore, integrating only BM25 scores leads to a decrease
in performance. For example, in the experiment where BM25 was combined with Legal-BERT(Ratio
1:4 Attempt 4), the F1@1 score decreased by nearly 2% (as shown in Fig. 4.12). Conversely, the best
results are consistently achieved when all three sources of information are combined. Noteworthy
experiments include:

• Ratio 1:8 Attempt 1 improved Legal-BERTby 12.74%

• Ratio 1:4 Attempt 8 improved Legal-BERTby 9.13%

• Ratio 1:8 Attempt 9 improved Legal-BERTby 6.36%

In contrast to the outcomes presented in Chapter 3 (refer to Figure 4.13), the use of triplets in BM25
Okapi demonstrates superior performance when compared to the usage of only nodes of Abstract
Meaning Representation (AMR) by nearly 7% on the F-score metric.
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Figure 4.13: BM25 Okapi Performs on Different Information From AMR

4.4.2 Error Analysis

In our study, we observed that the use of BM25 can affect the outcome in certain cases, as exemplified
by case 545th in the test set (for the dataset, contact COLIEE organizer). In this case, we examined
a total of 30 candidates and found that candidate [19] was an entailment paragraph. We conducted
experiments using LEGAL-BERT, BM25, and semantic information from AMR to obtain similarity
scores. The heatmap in Fig. 4.14 indicates that candidates [19] and [21] have similar semantic and
AMR semantic enhancement scores. However, a wrong prediction was made in the combination
phase because candidate [21]’s BM25 score was much higher than candidate [19]’s.

We attempted to modify the values of α, β, and threshold γ to address this issue. However, such
adjustments can affect other correct cases where the candidates are very similar, and even a small
modification can lead to incorrect predictions. This is why the highest performance to capture
semantic information was achieved by Legal-BERT fine-tuned on attempt 8th with a positive-
negative ratio of 1:7 (as shown in Table 4.2 and 4.3), but this model did not show significant
improvement in the combination phase.

52



LEGAL-BERT 1:7 8 BM25 AMR

0
2

4
6

8
10

12
14

16
18

20
22

24
26

28

0.02

0.04

0.06

0.08

Figure 4.14: Output Score Provided by LEGAL-BERT, BM25, and AMR
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4.4.3 Limitation of AMR Parser

AMR annotation is a linguistically complex graph, which presents a challenge due to its requirement
for annotators with linguistic knowledge. This challenge results in a scarcity of AMR data, with
most AMR datasets being for open domains such as the The Little Prince corpus (1562 samples)
and AMR Corpora released by LDC2 (59,255 samples). In the Bio domain, the Bio AMR corpus
provides 6,952 samples. Notably, there are no AMR datasets available for the legal domain. As
shown in Table 4.2 and 4.3, domain adaptation is crucial, as LEGAL-BERT outperforms the BERT
base model by nearly 20% on the F1@1 score. Although SPRING is one of the most powerful AMR
parsers for open domains, achieving an 84.3% Smatch Score, many errors occur in the parser’s
prediction on the legal domain without domain adaptation. For example, given the statement:

"That is, the case law under section 55.1(1)(a) of the Canada Pension Plan is quite clear:
These provisions are mandatory, and the division of pensionable earnings is to be the rule and not
the exception."

The logical output triples by SPRING are as follows:
clear-06 :ARG0 law
law :mod case
law :location section
section :mod section
section :mod and
and :op1 1
and :op2 et-cetera
plan :part section
plan :wiki "Canada_Pension_Plan"
plan :name name
name :op1 "Canada"
name :op2 "Pension"
name :op3 "Plan"
clear-06 :ARG1 and
and :op1 mandatory

mandatory :domain provision
provision :mod this
and :op2 contrast-01
contrast-01 :ARG1 equal-01
equal-01 :ARG1 divide-02
divide-02 :ARG1 earn-01
pension-01 :ARG1 earn-01
possible-01 :ARG1 pension-01
contrast-01 :ARG2 equal-01
equal-01 :polarity -
equal-01 :ARG1 divide-02
equal-01 :ARG2 except-01
except-01 :ARG2 divide-02
clear-06 :degree quite

The logical triples extracted from the given statement reveal several errors, including incorrect
assignment of and :op1 1 instead of 55.1(1)(a), and an incorrect value et-cetera for and :op2.
Moreover, the incorrect concept equal-01 is assigned, which is not relevant in this context. The
parser-based transformer model struggles to recognize the sentence structure and is unable to handle
long documents. To improve the performance of our proposed framework, it is necessary to adapt
the AMR parser to the legal domain and develop alternative approaches.

2https://www.ldc.upenn.edu/
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(a) French Within English Documents

(b) Too Short Candidate Examples

Figure 4.15: Training Data Limitation
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4.4.4 Training Data Limitation

One limitation of the training data is the presence of French text within the English training corpus
4.15a. This mixed-language content poses challenges for models trained specifically in English, as it
introduces noise and potential confusion during the learning process. The inclusion of French text
may affect the model’s ability to accurately understand and generate English-language content.

Another limitation is the presence of overly short documents in the training data 4.15b. Short
documents often lack the contextual depth necessary for comprehensive language modeling. As a
result, the model may struggle to capture long-range dependencies and nuanced linguistic patterns,
potentially leading to suboptimal performance in tasks that require a thorough understanding of
the text.

These limitations highlight the need for careful preprocessing and curation of the training data to
mitigate the impact of mixed-language content and ensure an appropriate distribution of document
lengths. Additionally, expanding the training data with more extensive and diverse text sources
could help address these limitations and enhance the model’s language understanding capabilities.

The utilization of an information combination framework holds significant promise in various
fields where multiple sources of information need to be considered. This framework aims to mitigate
the limitations of relying on a single source of information, which can lead to biased or incomplete
outcomes. By incorporating multiple information sources, such as data from different sensors,
modalities, or perspectives, the system becomes more robust and capable of generating superior
results.

Traditionally, systems heavily relying on a single source of information may suffer from biases
and limitations inherent to that specific source. These biases can arise from factors such as data
collection methods, measurement errors, or subjective interpretations. Moreover, relying on a single
information source may lead to incomplete or distorted conclusions, as it fails to account for the
comprehensive and diverse aspects of the problem domain.

In contrast, an information combination framework integrates multiple sources of information,
harnessing their collective power to make informed decisions and generate more accurate and reli-
able results. By incorporating diverse perspectives, the framework enables a more comprehensive
understanding of the problem at hand, minimizing the risk of bias and incompleteness.

One of the key advantages of an information combination framework is its ability to capture
complementary information from different sources. Each source may provide unique insights or de-
tails that are not apparent from the others alone. By combining these diverse pieces of information,
the framework can synthesize a more holistic representation of the problem, resulting in improved
decision-making and analysis.
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4.5 Summary

Our study focuses on the difficult task of textual entailment. In contrast to previous studies that
rely on only the transformer model and different versions of BM25 to identify correct entailment
documents, we introduce additional valuable features of an AMR representation to aid the system
in better document classification. Furthermore, we employ various advanced techniques to achieve
optimal performance in a data-scarce environment. Our experimental results and error analysis
demonstrate that our proposed method substantially improves the performance of the textual en-
tailment system and achieves state-of-the-art results on task 2 COLIEE 2020 and COLIEE 2021.

4.6 Chapter Conclusion

In this chapter, we have explored an additional utilization of Abstract Meaning Representation
(AMR) for information retrieval and have attained state-of-the-art results. However, there exist
opportunities to enhance the system’s efficacy, including:

1. the refinement of AMR parsing performance due to the presence of erroneous concepts and
relationships in the output of the SPRING parser (refer to Section 4.4.3)

2. Additionally, numerous transformer models exhibit exceptional performance in various do-
mains, thus, Legal-BERT may be substituted by more potent models.

In our initial approach, we introduced a curriculum learning strategy to enhance the efficacy of the
AMR parser. As depicted in Figure 4.19, we have established various curriculum learning criteria
to facilitate the parser’s training from simpler to more complex samples.

Nonetheless, the utilization of curriculum learning to enhance the performance of the AMR
parser is limited due to the intricate structure of the AMR (see also Figure 4.20). Furthermore,
a significant constraint in applying AMR to the legal domain is the absence of AMR datasets for
legal language, thereby restricting the feasibility of fine-tuning and impeding a fair assessment of
the AMR parser’s performance in this domain.
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Figure 4.19: Illustrationg of Curriculum Learning for Training AMR parser
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Figure 4.20: Performance Comparison Between Original AMR Parser and AMR Parser Using
Curriculum Learning (C Stand For Criteia)
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Chapter 5

Influence of Large Language Model on
the Legal Domain

5.1 Introduction

5.1.1 Large Language Model

As illustrated in Figure 5.1, the evolution of transformer models has been one of the most significant
advances in natural language processing (NLP) in recent years. These models are designed to
understand the complex structures and meanings of natural language, enabling machines to perform
tasks such as language translation, text summarization, and sentiment analysis.

The first transformer model was introduced in 2017 by Vaswani et al. [61] in their paper
"Attention Is All You Need." This model, known as the Transformer, marked a significant departure
from previous NLP models, which relied on recurrent neural networks (RNNs) or convolutional
neural networks (CNNs) [36]. Instead, the Transformer used self-attention mechanisms to process
sequences of words, allowing it to capture long-range dependencies and context information more
effectively.

Since then, the field of NLP has seen a rapid proliferation of transformer models, each with its
own set of innovations and improvements. One of the most significant developments has been the
emergence of encoder-only models, such as BERT [13], RoBERTa [29], ELECTRA [12], DeBERTa
[15], and ALBERT [23], etc. These models use only the encoder component of the Transformer,
which is responsible for processing input sequences and generating contextualized representations
of each word. By training on massive amounts of data, these models have achieved state-of-the-
art performance on a wide range of NLP tasks, including language understanding and question
answering.

Another important class of transformer models is the encoder-decoder architecture, exemplified
by models like BART [26], T5 [43], mT5 [67], T0 [52], and Flan T5 [11], etc. These models use both
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Figure 5.1: Evolutionary Tree of Pre-trained Model [68]
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encoder and decoder components to perform tasks such as language translation and text generation.
Encoder-decoder models have been particularly successful in multilingual settings, where they can
be trained on parallel corpora in multiple languages to enable seamless translation between them.

Finally, there are the decoder-only transformer models, such as XLNet [69], GPT-1 [41], GPT-2
[42], GPT-3 [8], GPT-Neo [6], GPT-J [62], Instruction GPT [37], Chat-GPT, etc. These models use
only the decoder component of the Transformer, which is responsible for generating output sequences
based on input context. Decoder-only models have been particularly successful in text-generation
tasks, such as story writing and poetry generation.

In various domains, including the legal field, pre-trained language models (PLMs) such as BERT
[13] have demonstrated their effectiveness in recent years. The common approach for using PLMs is
the "pre-training and fine-tuning" learning paradigm, which involves fine-tuning the PLM to adapt
it to specific downstream tasks. These downstream tasks may include textual entailment [40, 70],
among others.

Large language models (LLMs) have a high number of parameters, ranging from several billion
to several hundred billion, such as the T5-xxl [43] with 11B-parameters and GPT3 with 175B-
parameters. Researchers have found that LLMs possess unique abilities, such as the ability to follow
instructions [51], compared to medium-sized language models. By fine-tuning LLMs on multi-task
datasets with natural language instructions, LLMs can perform well on unseen tasks described in
the form of instructions [37]. Consequently, various studies have examined LLMs’ performance in
zero-shot settings of downstream tasks, including textual entailment [64].

5.1.2 Application of Large Language Model

According to the Figure 5.2, zero-shot and few-shot learning are two emerging areas in NLP that
aim to address the problem of building robust NLP models with limited or no training data. In
traditional machine learning, models are trained on large amounts of labeled data to learn how to
make accurate predictions. However, in many real-world scenarios, there may not be enough labeled
data available to train a high-performing model.

Zero-shot learning [44] [66] is a type of transfer learning that allows a model to make predictions
about new or unseen classes without any training data for those classes. In other words, a zero-
shot model can generalize to new classes it has never seen before by using its understanding of the
relationships between known classes. For example, a zero-shot NLP model can be trained on a
corpus of news articles about politics and then make accurate predictions about the sentiment of
tweets about sports without ever having seen any sports-related data.

Few-shot learning [59] [57], on the other hand, involves training a model on a small amount
of labeled data for new or unseen classes, typically much smaller than the amount required for
traditional supervised learning. Few-shot learning aims to leverage the knowledge learned from
previously seen classes to quickly adapt to new classes with limited data. For example, a few-shot
NLP model can be trained on a small set of labeled data for a new language and then be able to
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accurately translate new text in that language with very little additional training.
Training large language models is a complex and technically demanding process that requires

careful attention to various hyperparameters and settings. To ensure the success of the training
process, it is crucial to provide instructions that guide the model’s learning and fine-tune its per-
formance.

The aim of this chapter is to evaluate the decision-making ability of LLMs, in particular their
performance in the legal domain. This evaluation will involve assessing the effectiveness of few-
shot using instruction and zero-shot methods in enabling LLMs to make accurate decisions for the
example illustrated in Figure 1.1.

5.2 Methodology

5.2.1 Prompt (Instruction) Tuning For Yes/No Question Answering

As illustrated in Figure 5.3,to perform prompt tuning, we follow three following steps:

1. Prompt Collecting

2. Zero-Shot Prediction

3. Label Extraction
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Prompt (Instruction) Collecting

In recent years, the use of large language models (LLMs) has become increasingly popular in nat-
ural language processing (NLP) research, particularly for text classification and generation tasks.
However, a critical aspect of their success in such applications is the selection of an appropriate
prompt or instruction. Previous studies have highlighted the importance of prompt engineering in
enhancing the performance of LLMs, particularly in zero-shot learning settings, where the models
are required to perform a task for which they have not been explicitly trained [21, 46].

To address this issue, we first constructed a collection of prompts to facilitate the legal textual
entailment task. To do so, we gathered all the prompts from the General Language Understanding
Evaluation (GLUE) tasks available in the PromptSource library [2], which is a collection of NLP
benchmarks designed to evaluate the performance of LLMs on a range of tasks. We then converted
these prompts to JavaScript Object Notation (JSON) format, as shown in Listing. 5.1, which
provides a structured and standardized representation of the prompts.

After processing the prompts, we obtained a set of 56 instructions that could serve as input
for the LLMs. These prompts covered a range of semantic and syntactic structures, including
negation, disjunction, and conjunction. We expect that this set of prompts will aid in enhancing
the performance of LLMs in legal textual entailment tasks, providing a valuable resource for future
research in this area. Furthermore, the methodology we used to construct this set of prompts could
be adapted to other domains, enabling the generation of domain-specific prompts for a range of
NLP applications.

[

{

"id": 0,
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"label": [

"True",

"False"

],

"prompt": "< relevant_articles >

Question: < query > True or

False?"

},

...

]

Listing 5.1: Prompt Example

Zero-Shot Prediction

To generate the outputs for each sample in the test set, we employ the prompts gathered in the
previous phase to construct the input for the machine learning model. This input is designed to
provide the necessary information and context for the model to make informed predictions. Once
the input is created, the model processes it and generates the corresponding outputs, which we use
to evaluate the performance of the model on the test set. This process involves iteratively testing
and refining the model until it achieves the desired level of accuracy and generalization to new data.

Label Extraction

Recent advances in large language models have demonstrated their remarkable ability to generate
high-quality and coherent text. However, one significant challenge that remains is the tendency of
these models to generate redundant information. This issue can lead to longer and less concise text,
which may negatively impact the readability and coherence of the generated output. Additionally,
the presence of redundant information can increase the computational cost and storage requirements
of these models, further complicating their practical implementation. Therefore, developing strate-
gies to mitigate the generation of redundant information in large language models is an important
research problem that needs to be addressed. For example:

• Question: What is the penalty for driving under the influence of alcohol in California?

• Answer: In California, driving under the influence of alcohol is a serious offense that can
result in a range of penalties, including fines, license suspension, mandatory DUI education,
and even jail time. The severity of the penalties can depend on several factors, including
the driver’s blood alcohol concentration (BAC), prior DUI convictions, and whether the DUI
resulted in an accident or injury. For a first-time DUI offense in California, the penalties can
include a fine of up to $1,000, a six-month license suspension, mandatory attendance at a
DUI education program, and up to six months in jail. Repeat offenders and those convicted
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of DUI causing injury or death can face more severe penalties, including longer jail sentences,
larger fines, and longer license suspensions. Overall, it is crucial to avoid driving under the
influence of alcohol in California, as the penalties can be severe and have a significant impact
on your life.

In this example, the answer is excessively long and contains more information than what is
required to answer the question. While some of the information provided may be relevant and
useful, the answer is too long and may be difficult to understand. A more concise and direct answer
that provides only the required information would be more effective and easier to comprehend. In
this example, the answer is excessively long and contains more information than what is required to
answer the question. While some of the information provided may be relevant and useful, the answer
is too long and may be difficult to understand. A more concise and direct answer that provides only
the required information would be more effective and easier to comprehend. This demonstrates that
we need to extract useful information from the output to evaluate the performance of the LLMs.

5.2.2 Prompt Tuning Information Retrieval

We can get the ranking score of a given new decision and candidate paragraphs by following 3 steps:

1. Prompt Collecting.

2. Zero Shot Prediction.

3. Likely Correct Word’s Probability Gathering.

For the first and second steps, we use the same approach as Section 5.2.1. However, we face
some challenges of using LLMs for legal information retrieval as follows:

• Training Data Bias: Large language models are trained on vast amounts of text data, which
can be biased toward certain demographics, languages, or topics. This can affect the model’s
ability to generalize to new data or make accurate predictions.

• Limited Contextual Understanding: The length limitation of large language models is primar-
ily due to computational constraints. These models require a significant amount of computa-
tional power to process each input, and longer inputs require more computational resources.
As a result, large language models are typically limited to processing inputs that are several
hundred to a few thousand words or characters in length. Given the limited capacity of large
language models (LLMs) to process large amounts of input data, it may be impractical to feed
all available candidate paragraphs into the models for a given query. As a result, it is neces-
sary to employ a final step Likely Correct Word’s Probability Gathering algorithm
to determine the most relevant candidate paragraphs for the query.

69



Likely Correct Word’s Probability Gathering

At a high level, LLMs generate the next word by predicting the probability of each possible word
given the previous words in the text. It does this by using a technique called "autoregression,"
where the model predicts the probability distribution of the next word given the previous words.

To generate the next word, LLMs first process the input text using a process called tokenization,
where the text is split into individual tokens, such as words or subwords. Each token is then mapped
to a corresponding vector representation using an embedding matrix.

Once the input text is tokenized and embedded, GPT uses a transformer architecture to learn
the relationships between the tokens in the text. The transformer consists of multiple layers of
self-attention and feedforward neural networks, which allow the model to understand the context
of the input text and generate the next words based on that context.

To generate the next word, LLMs take the embeddings of the previous words and pass them
through the transformer to obtain a sequence of hidden states. It then uses a linear layer and a
softmax activation function to calculate the probability distribution of each possible word given the
previous words.

Finally, LLMs sample a word from the probability distribution using a process called beam
search or greedy search which considers multiple possible next words and selects the one with the
highest probability according to the model.

As illustrated in Figure 5.4, when generating text, large language models generate a large number
of words that are consistent with the context and prior words in the input. However, in some cases,
we may only be interested in the probability of specific words rather than generating a full sequence
of words.

In the context of information retrieval, for instance, we may be interested in the probability of
a small set of words that are relevant to a particular query or task. In such cases, generating a
large amount of text is unnecessary, and we can instead extract the probability distribution of the
desired words directly from the language model.

For example, in the case of the two words:

1. Yes

2. True

We can extract their probability distribution directly from the language model without gener-
ating a full sequence of text. These probabilities can then be used for ranking the candidates.
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5.3 Experiment Settings

5.3.1 Evaluation Task

Similar to Chapters 2 and 4, the current study utilizes COLIEE task 2 as the primary evaluation
task. Furthermore, the study employs the COLIEE task 4 to assess the impact of large language
models on the legal domain.

COLIEE Task 4

The legal textual entailment task’s fourth task entails identifying an entailment relationship denoted
as Entails(S1, S2, ..., Sn , Q) or Entails(S1, S2, ..., Sn , not Q), where S1 through Sn are relevant
articles retrieved through the initial phase. The task requires determining whether the retrieved
articles entail either "Q" or "not Q" given the question Q. The resulting output is binary, represented
as either "YES"("Q") or "NO"("not Q").

According to Table 5.1, the training set consists of 996 queries, with an equal number of candidate
documents per query. The test set comprises 101 queries and candidate documents. In the training
set, there are 505 positive samples and 491 negative samples, whereas in the test set, there are 49
positive samples and 52 negative samples. These samples serve as the labeled data for the model’s
training and testing phases.

The average length of queries in the training set is 48.1 tokens, which is slightly shorter than
the average length of queries in the test set, which is 50.1 tokens. The maximum length of queries
in the training set is 171 tokens, while in the test set, it is 97 tokens. This suggests that the queries
in the training set may be more complex or varied than those in the test set.

The candidate documents in the training set have an average length of 128.2 tokens, which is
considerably longer than the average length of candidates in the test set, which is 83.5 tokens. The

71



maximum length of candidates in the training set is also much longer, at 912 tokens, compared
to 294 tokens in the test set. This may indicate that the documents in the training set are more
detailed or diverse than those in the test set.

Description Train Test

#Query 996 101

#Candidate 996 101

#Positive Sample 505 49

#Negative Sample 491 52

Query Average Length (tokens1) 48.1 50.1

Query max Length (tokens1) 171 97

Candidate Average Length (tokens1) 128.2 83.5

Candidate Max Length (tokens1) 912 294

aTokenized by Legal-BERT’s Tok-
enizer

Table 5.1: Task 4 COLIEE 2023 Analysis

Evaluation Metric

This task will be evaluated based on the measure of accuracy as Equation 5.1 in confirming the
yes/no question.

Recall =
the number of correct queries

the number of all queries
(5.1)

5.3.2 Model Settings

COLIEE Task 2

The LLMs model has emerged as a state-of-the-art language model due to its large size and ex-
ceptional performance on a wide range of natural language tasks. While smaller models such as
BERT and RoBERTa have shown significant promise in legal information retrieval, the increased
parameter size of LLMs may offer even greater potential for improving the efficiency and accuracy
of legal research.

In the Masked Language Model, we utilized multiple variants of BERT models, including Legal-
BERT and BERT Large, as well as two variants of XLM-RoBERTa models, namely the base and
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large versions. Additionally, two variants of Longformer models, namely the base and large versions,
and two variants of DeBERTa models, namely the base and large versions, were also employed. To
rank the candidates for all the masked language models, a cross-encoder approach was utilized.

For the causal language models, we utilized three variants of MonoT5 models, including the
base, large, and 3B versions, as well as three variants of Flan models, including the large, xl, and
XXL versions. In order to rank the candidates for the causal language models, we used the approach
detailed in Section 5.2.2.

In the evaluation phase, we employed Task2 of COLIEE2023 as the benchmark dataset, and we
used three performance metrics to evaluate the models, including precision (3.3), recall (3.4), and
F1-score (3.5).

COLIEE Task 4

In the context of the COLIEE 2023, the task aimed to identify whether a given statement is true
or false based on a given question.

To accomplish this, seven different models were utilized, which are open source and publicly
available. These models are:

1. flan-alpaca-xxl

2. flan-ul2

3. flan-t5-xxl

4. mt0-xxl

5. t0pp

6. mt0-xxl-mt

7. bloomz-7b1

The task was carried out by collecting a set of prompts, which were used to prompt the models
to predict the training set. The prompts were chosen carefully to ensure they were diverse and
covered a broad range of legal topics. These prompts were used sequentially to let the models make
predictions on the training set.

The performance of the models was evaluated based on the accuracy of their predictions on the
training set. The prompts with the best performance were selected, and the models were trained
again with these prompts. Once the training was completed, the selected prompts were used to
prompt the models to predict the test set.

The experimental procedure was replicated on Task 4 of COLEE in both the 2020 and 2021
editions, utilizing a restricted set of models, including:

1. flan-alpaca-xxl
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2. flan-t5-xl

3. flan-t5-large

5.4 Experiment Results

5.4.1 COLIEE Task 2

Table 5.2 shows that the MonoT5 model with 3 billion parameters achieves the highest F1 score of
0.74, followed closely by the MonoT5 large and base models with F1 scores of 0.72. The MonoT5
models also exhibit higher precision and recall scores compared to other models.

The XLM-RoBERTa base model has the lowest F1 score of 0.55, indicating poor performance
on the evaluation task. The legal-BERT model has an F1 score of 0.7, which is comparable to the
MonoT5 models. The Longformer models and DeBERTa models have F1 scores ranging from 0.65
to 0.71, with the larger versions generally outperforming the base versions.

In terms of the number of parameters, the MonoT5 model with 3 billion parameters has the
most, followed by the XLM-RoBERTa large model and the Longformer large model. The legal-
BERT model has the smallest number of parameters among the models presented.

Overall, the results suggest that the MonoT5 models perform well on the evaluation task com-
pared to other models, with the model with the most parameters achieving the highest F1 score.

Poor Performance of Pre-trained Model

Based on the results presented in Table 5.2, all variants of the flan-t5 model exhibited inadequate
performance on the Task2 COLIEE 2023 test dataset. The training examples of the flan-t5 model
are provided in List 5.2. Notably, the flan-t5 model is designed for classification and question-
answering tasks and is not trained for text ranking. This lack of training in text ranking is the
probable cause for the poor performance of all flan-t5 variants on the legal retrieval dataset, Task2
COLIEE 2023.

[

{

"id": 0,

"text": "prism story of ci prism -lrb- story of ci -rrb- copyright 2010 rachel

moschell published by rachel",

"Domain": "Adventure"

},

{

"id": 1,

"question": "Weng earns $12 an hour for babysitting. Yesterday, she just did 50

minutes of babysitting. How much did she earn?",
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Model Paras Precision Recall F1

Seq2Seq Token Probability

monot5-3b-few-shot 3B 0.81 0.675 0.74

monot5-large-few-shot 770M 0.79 0.66 0.72

monot5-base-few-shot 220M 0.79 0.66 0.72

monot5-3b-zero-shot 3B 0.77 0.64 0.7

monot5-large-zero-shot 770M 0.77 0.64 0.7

monot5-base-zeroshot 220M 0.72 0.6 0.66

flan-t5-large-zero-shot 780M 0.11 0.09 0.1

flan-t5-xl-zero-shot 3B 0.19 0.16 0.17

flan-t5-xxl-zero-shot 11B 0.26 0.22 0.24

Cross-Encoder

xlm-roberta-base 270M 0.6 0.5 0.55

allenai/longformer-base-4096 190M 0.71 0.59 0.65

microsoft/deberta-v3-base 185M 0.74 0.62 0.67

nlpaueb/legal-bert-base-uncased 110M 0.77 0.64 0.7

xlm-roberta-large 550M 0.73 0.61 0.66

allenai/longformer-large-4096 435M 0.78 0.65 0.71

microsoft/deberta-v3-large 435M 0.77 0.64 0.7

bert-large-uncased 335M 0.74 0.62 0.67

Table 5.2: Results Comparison on Task 2 COLIEE 2023
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Description Base Model Params Accuracy

Our Results

flan-alpaca-xxl-zero-shot t5-xxl 11B 0.80

flan-alpaca-xxl-few-shot t5-xxl 11B 0.79

flan-ul2-zero-shot ul2 20B 0.75

flan-t5-xxl-zero-shot t5-xxl 11B 0.75

mt0-xxl-zero-shot mt5-xxl 13B 0.71

t0pp-zero-shot t5-xxl 11B 0.67

mt0-xxl-mt-zero-shot mt5-xxl 13B 0.64

bloomz-7b1-zero-shot bloom-7b1 7B 0.59

Other Teams

KIS2 - - 0.6931

UA_V2 - - 0.6634

AMHR01 - - 0.6535

Table 5.3: Results Comparison on Task 4 COLIEE 2023

"answer": "Weng earns 12/60 = $<<12/60=0.2>>0.2 per minute. Working 50 minutes,

she earned 0.2 x 50 = $<<0.2*50=10>>10. #### 10"

},

...

]

Listing 5.2: Prompt Example

5.4.2 COLIEE Task 4

Results

According to Table 5.3, the model flan-alpaca-xxl-zero-shot achieved the highest accuracy, with a
score of 0.8. The model flan-alpaca-xxl-few-shot had the second-best result, with an accuracy of
0.79. The third and fourth places were occupied by flan-ul2-zero-shot and flan-t5-xxl-zero-shot,
respectively, both with the same accuracy of 0.7525. Finally, the model mt0-xxl-zero-shot achieved
an accuracy of 0.7128, followed by "t0pp-zero-shot" with a score of 0.6732, and mt0-xxl-mt-zero-shot
with a result of 0.6435. The model bloomz-7b1-zero-shot had the lowest accuracy among the "Our
Results" models, with a score of 0.5940.
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Description Base_Model Params Accuracy

Our Results

flan-alpaca-xxl-zero-shot t5 11B 0.79

flan-t5-xl-zero-shot t5 3B 0.74

flan-t5-large-zero-shot t5 780M 0.68

Other Teams

KIS - - 0.6789

HUKB - - 0.6697

LLNTU - - 0.6055

Table 5.4: Results Comparison on Task 4 COLIEE 2022

In 2023 test set, we conducted a comparison between the performance of our proposed method
and that of other teams, including KIS2, UA_V2, and AMHR01. The accuracy score of the KIS2
model was found to be the highest among the other teams, with a value of 0.6931. However, our
method achieved a much higher accuracy performance, with an increase of approximately 10% in
accuracy compared to the KIS2 model.

We also conducted a comparative analysis of the performance of LLMs in the 2022 test dataset
and compared their performance to SOTA teams at the time. We used the flan model with 11B to
test it against teams using other models with different parameter sizes.

Our results showed that the flan model with 11B parameters significantly outperformed other
teams, achieving an accuracy of nearly 12% in Table 5.4. This result is impressive and underscores
the importance of large-scale LLMs for NLP tasks. Additionally, the 3B and 780M parameter
models also exhibited better performance compared to other teams, which highlights the importance
of parameter tuning in LLMs.

In the 2021 test dataset, we also evaluated the performance of the flan model with 11B param-
eters against other teams and found that it outperformed all other teams by around 10% to 17%,
according to Table 5.5. This indicates that the performance of the flan model is consistent across
different test datasets and time periods. Furthermore, the 3B parameter variant also achieved an
accuracy of 0.79%, which is a notable result considering its smaller parameter size.

Influence of Prompt (Instruction) on the Performance of Large Language Models

Large Language Models (LLMs) are a particular class of language models that have gained increasing
attention due to their superior performance in NLP tasks. These models are characterized by their
massive size, containing billions of parameters that enable them to process complex sequences of
text and generate highly accurate predictions.
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Description Base_Model Params Accuracy

Our Results

flan-alpaca-xxl-zero-shot t5 11B 0.80

flan-t5-xl-zero-shot t5 3B 0.79

flan-t5-large-zero-shot t5 780M 0.68

Other Teams

HUKB - - 0.70

UA - - 0.67

JNLP - - 0.63

Table 5.5: Results Comparison on Task 4 COLIEE 2021

One of the critical aspects of training LLMs is the use of instruction or prompts that guide the
model during the learning process [54]. These instructions are designed to provide the model with
specific information or constraints about the task it is trying to learn and help it to generate more
accurate predictions.

However, changing the instruction given to an LLM can have a significant impact on its perfor-
mance, as it alters the context and the constraints under which the model is operating. For instance,
using different instructions can lead to the model making incorrect predictions or producing outputs
that are inconsistent with the task requirements.

Therefore, understanding how changes in the instruction given to an LLM can impact its per-
formance is critical to the successful deployment of these models in real-world applications. In
this regard, recent research has focused on investigating the effect of instruction on LLMs, and
developing techniques to optimize their performance under different instruction settings.

In this work, we aim to explore the impact of instruction on the performance of large language
models in prediction tasks. Specifically, we will investigate how different instructions affect the
accuracy and robustness of LLMs, and identify the factors that contribute to these effects. Our
findings will provide insights into how instruction can be used to optimize the performance of
LLMs, and inform the development of better techniques for training and deploying these models.

The provided results show the performance of a large language model in predicting legal case
outcomes based on different prompts. Each prompt represents a unique legal case scenario and the
model’s accuracy in predicting the outcomes varies accordingly.

In 2023, The provided results 5.5b represent a set of fifty-four prompts and their respective
performance scores as evaluated by an automated language model. Each prompt was given a score
between 0 and 1, with higher scores indicating better performance. The highest scoring prompt was
PROMPT 5, with a score of 0.80, while the lowest scoring prompt was Prompt 17, with a score of
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(a) 2023 Results (b) 2022 Results

(c) 2021 Results

Figure 5.5: Performance of Flan-t5-xxl on Task4 COLIEE Using Different Prompts
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0.55.
In the 2022 test set, the highest accuracy score of 0.79 is achieved by the model using Prompt 0,

while the lowest score of 0.55 is achieved by the model using Prompt 17, Prompt 27, and Prompt 37.
It is interesting to note that some prompts, such as Prompt 11, Prompt 12, Prompt 13, Prompt 23,
Prompt 24, and Prompt 25, resulted in the same accuracy score of 0.67, indicating that the model
has the same level of difficulty in predicting outcomes for these prompts.

Furthermore, the results show that some prompts with similar contexts can have significantly
different performance scores. For instance, Prompt 46 and Prompt 5 both involve a criminal case
scenario, but the accuracy score for Prompt 46 is higher at 0.74 compared to 0.69 for Prompt 5.

In 2021 test set, some prompts, such as Prompt 0 and Prompt 2, have relatively high accuracy
scores of 0.8, suggesting that the model performs well on those particular prompts. Other prompts,
such as Prompt 1 and Prompt 17, have lower accuracy scores of around 0.6, suggesting that the
model may struggle with those prompts. It is also notable that some prompts, such as Prompt 4
and Prompt 5, have accuracy scores that are significantly higher than the others, at around 0.74
and 0.78 respectively. This could indicate that those prompts are particularly easy or well-suited
to the model’s capabilities.

Few-shot vs Zero-shot

The given results indicate the performance of a few-shot model and a zero-shot model on a set of
prompts. The results you provided show the accuracy of the alpaca-flan-xxl on each prompt, as
evaluated by some metric. In the few-shot learning task, the model achieved an accuracy ranging
from 0.693 to 0.792 on the prompts, while in the zero-shot learning task, the model achieved an
accuracy ranging from 0.545 to 0.802 on the prompts. The few-shot model achieved an average
accuracy of 0.75 across 56 prompts, while the zero-shot model achieved an average accuracy of 0.68
across the same prompts.

The results suggest that the few-shot model outperforms the zero-shot model, as it was able to
achieve a higher average accuracy on the set of prompts.

5.5 Chapter Conclusion

Based on the experimental results, it can be concluded that using large language models is more
effective compared to small-size models for natural language processing tasks. The experiments
demonstrate that large language models have shown superior performance compared to small mod-
els, with more than a 10% improvement on task4 Coliee and a 4% improvement on task2 Coliee.
These findings suggest that investing in the development and deployment of large language models
could be a promising strategy for achieving better performance in natural language processing tasks,
especially in legal textual entailment tasks.
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Figure 5.6: Performance Comparison between Zero-shot and Few-shot on task4 COLIEE
2023
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