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Retrieval-Augmented Multi-Floor Building Image
Generation

ZhengyangWang1,a) Hao Jin1 Haoran Xie1

Abstract: Demand for generating building images from text prompts grows, despite recent advances in diffusion
models greatly enhancing image quality. The current generative models struggle with controlling the number of floors.
To this end, we propose a retrieval-augmented framework for generating building images with provided floor count
using a diffusion model. Initially, the text prompts with the provided floor count to retrieve the most suitable image
from a building image database. Then, we adopted a multi-level structure detection algorithm to obtain a sketch from
the matched image to ensure structural consistency. Finally, the building image with the desired floor count and style
is generated by diffusion model, guided by the detected building sketch. Our proposed framework enables accurate
control over the floor count in building image synthesis. We demonstrate the robustness and scalability of generating
building images with a specific floor count from text prompts.

Keywords: Image generation, Retrieval-augmented generation, Diffusion model

1. Introduction
Image generation is currently undergoing significant improve-

ments, particularly in the area of image personalization. Con-
trolNet [14] and T2I-Adapter [6] incorporate conditions such as
sketches and depth maps, enhancing control over the generated
results to better meet specific requirements. However, the gen-
eration of images with precise, user-defined attributes remains a
challenge, particularly in the domain of building image genera-
tion. The state-of-the-art models fail to control the number of
floors in building images, as shown in Figure 1.

To address this challenge, we propose a retrieval-augmented
generation method that utilizes text-to-image diffusion models to
generate building images with precise control over the number of
floors. Initially, A building image is generated with a specified
style using latent diffusion model conditioned by text. Simulta-
neously, the generated image is utilized to retrieve the most suit-
able reference image from a building images database, ensuring
structural consistency with the user-specified number of floors.
Finally, we combine the generated styled building image with the
structural information from the reference images to generate the
building image with the provided floor count. Our framework
offers the advantage of generating building images with the pro-
vided floor count and style.

The main contributions of this work are listed as follows:
• We proposed an innovative retrieval-augmented approach

that effectively leverages data from a building image
database to improve the structural consistency of generated
images.

1 Japan Advanced Institute of Science and Technology, Nomi, Ishikawa
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Fig. 1 Building image generation. These results generated using stable dif-
fusion 1.5, all fail to accurately reflect the specified number of floors.

• We can achieve precise control in generating building im-
ages with the provided number of floors, overcoming the
limitations of existing generation models. This provides
a robust and scalable solution for generating detailed and
structurally consistent building images from text prompts.

2. Related Works
2.1 Retrieval-augmented Generation

Retrieval-Augmented Generation (RAG) [5] provides a
method for leveraging external database to perform retrieval,
using the retrieved relevant examples to more effectively guide
and enhance the generation process. For example, in various
natural language processing tasks, relevant documents can be
retrieved to improve the content of the generated text [1, 3].
Similarly, in image generation, RAG improves the quality and
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Fig. 2 The workflow of retrival-augmented multi-floor building image generation

accuracy of image synthesis in generative models [10].

2.2 Diffusion Model
Diffusion models were first proposed by Sohl-Dickstein et al.

[11], and later improved by Song et al. [12] and Ho et al. [4]. Dif-
fusion models are a class of probabilistic likelihood-based mod-
els. Diffusion models consist of two processes: (1) adding noise
to the data through a forward diffusion process, and (2) gradually
recovering the data through a reverse diffusion process. Diffusion
models perform exceptionally well in terms of image fidelity and
diversity. However, diffusion models have high computational
costs and long training times. Additionally, while the generated
images are realistic, they exhibit a high degree of randomness.

Compared to traditional diffusion models, conditional diffusion
models enhance control and style guidance by incorporating ad-
ditional conditions, such as ControlNet [14] and T2I-Adapter [6],
further improving the model’s ability to generate detailed and re-
alistic images. However, conditional diffusion models still face
challenges, such as dependence on complex image attributes and
difficulty in precisely controlling all details in certain complex
scenarios. The conditional diffusion models have been exten-
sively explored in image generation with the controls of spatial
relationship [15], semantic parts [8], and material design [16]. In
this work, we especially focus on the control of counting numbers
in building image generation.

3. Method
In this paper, we propose a retrieval-augmented framework for

generating building images with the provided floor count using a
diffusion model. Figure 2 illustrates the workflow of our frame-
work. Firstly, we adopt the Latent Diffusion Model (LDM) to
generate styled building images (Section 3.1) and retrieve build-
ing image structures through Retrieval-Augmented Generation
(RAG) (Section 3.2). Next, we adopt the styled building images
and the retrieved building image structures to generate building

images with accurate floor counts using the IP-Adapter (Section
3.3).

3.1 Prelimiaries
Latent Diffusion Model (LDM) [9] is a variant of the diffu-

sion model. The diffusion process of LDM does not directly op-
erate in the image space. Instead, it maps image data away from
the high-dimensional space to a latent space with strong repre-
sentational capabilities, where the diffusion process is executed.
It includes an encoder E and a decoder D. The image x is com-
pressed into latent representation z = E(x) by the encoder E, and
is reconstructed as x ≈ D(z) using the decoder D. Given a latent
sample z0, it undergoes a forward diffusion process, where Gaus-
sian noise is gradually added at each timestep t, producing latent
samples zt:

q(zt | zt−1) = N
(
zt;
√

1 − βtzt−1, βtI
)
, (1)

where the noise scale at each step is controlled by the hyper-
parameter β, and I represents the variance. The reverse diffusion
process is the inference process of denoising, approximated by pθ
to predict the previous step zt−1:

pθ(zt−1 | zt) = N (zt−1; µθ(zt, t),Σθ(zt, t)) , (2)

where µθ and Σθ can be achieved using a denoising model ϵθ
with learnable paraments θ. To minimize the gap between the
true posterior distribution of the forward diffusion process and
the model distribution of the reverse diffusion process, by the ob-
jective function L:

L := EE(z),ϵ∼N(0,1),t

[
||ϵ − ϵθ(zt, t)||22

]
. (3)

3.2 Retrieval Augmentation
This work efficiently retrieves building image with different

number of floors from our database. Retrieval augmentation in-
volves the following three stages: (1) extracting the floor count
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Fig. 3 Example images from the building database.

from the user’s text prompt, (2) using a multi-level structure de-
tection algorithm to extract a sketch during the LDM process,
and (3) retrieving the building image structure from the dataset
that best matches the sketch based on the obtained floor count.
We elaborate on the details of these three stages.

Firstly, we obtain the floor count from the provided text prompt
using Named Entity Recognition (NER) [7] method. NER is
widely used as a fundamental method in natural language pro-
cessing (NLP). NER is a method for extracting information from
text, capable of identifying entities such as dates, locations, and
quantities, and classifying this information into predefined cat-
egories. Therefore, NER serves as a preprocessing method for
various downstream tasks such as information retrieval and trans-
lation. Therefore, we parsed the textual prompts through NER
to extract information about the number of floors explicitly men-
tioned by the user. For example, if the text prompt contains a
number followed by the word like “story” or “floors”, we iden-
tify that number as the floor count.

Subsequently, the Multi-Level Structure Detection (MLSD)
method efficiently extracts linear structures from images through
feature extraction. After generating the building images with
the LDM’s inference process, we use the MLSD preprocessing
method to extract the sketches.

Finally, the obtained floor count information and sketch are
served to retrieve the most structurally consistent building struc-
ture from the database. First, we use the floor count information
as an index to search in the relevant floor database. Then, we
use Open Sketch Search Engine (OpenSSE) [2] to calculate the
similarity between the sketch and each image in the relevant floor
database, retrieving the most structurally consistent building im-
age structure.

In this work, we first utilized SketchUP*1 to produce 3D build-
ing models containing different sizes and floors. Using OpenSSE,
102 different views of each model were generated to create a com-
prehensive database. Our work has established a database con-
taining 2,040 building images. A portion of the data is shown in
Figure 3.

3.3 Building Image Generation
In this stage, we introduced IP-Adapter [13]. IP-Adapter is a

generative model implemented based on LDM. In order to effec-

*1 https://www.sketchup.com/en

tively combine the features of the styled building images and the
retrieved building image structures, decoupling cross-attention is
used. Decoupling cross-attention is defined as follows,

Znew = Softmax(
Q(Kstyle)⊤
√

d
)Vstyle+

Softmax(
Q(Kstruct)⊤
√

d
)Vstruct,

(4)

where Q = ZWq,Kstyle = ctWstyle
k ,Vstyle = ctWstyle

v ,Kstruct =

ciWstruct
k ,Vstruct = ciWstruct

v are the query, key, and value matrix
for the styled building images and the retrieved building image
structures of attention operations respectively.

4. Results
Figure 4 illustrates the generated building image of 3-story,

4-story and 5-story buildings after style image generation, sketch
extraction, structure retrieval and building image generation. The
results demonstrate that our framework can effectively generate
building images with the provided number of floors while main-
taining the style. To verify the effectiveness of our proposed
framework, we designed an ablation experiment that uses only
text prompts for LDM. By using the same text prompts, this ex-
periment compares the generated results of our framework and
LDM, as shown in Figure 5. The results indicate that our frame-
work significantly outperforms LDM in generating building im-
ages with a specified number of floors.

5. Conclusion
In this work, we proposed the retrieval-augmented generation

and conditional diffusion models to generate building images
with a specified number of floors, without fine-tuning or train-
ing. By combining text prompts and retrieved building image
structure, we can precisely control the style and structure of the
buildings during the generation process, thereby producing im-
ages that meet user requirements.

However, this work has several limitations. First, the exter-
nal database is relatively small, resulting in a limited variety of
floor designs that can be generated. This constrains the model’s
performance in terms of diversity and detail, leading to building
images that lack complexity and richness. Additionally, despite
improvements in controlling the number of floors, there are still
deficiencies in the style transfer of certain details, such as win-
dows and balconies. The model’s generation of these details does
not fully meet expectations, affecting the overall consistency and
accuracy of the final images.
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