JAIST Repository

https://dspace.jaist.ac.jp/

K Shortcut-enhanced Multimodal Backdoor Attack in
Vision-guided Robot Grasping

Author(s) Li, Chenghao; Gao, Ziyan; Chong, Nak Young

o IEEE Transactions on Automation Science and

Citation ) ]
Engineering: 1-1

Issue Date 2025-07-16

Type Journal Article

Text version author

URL http://hdl.handle.net/10119/19964
Copyright (c) 2025 Authors. Chenghao Li, Ziyan
Gao, and Nak Young Chong. IEEE Transactions on
Automation Science and Engineering (Early
Access), 2025. This is an Open Access article

Rights distributed under the terms of Creative Commons
Licence CC-BY
[https://creativecommons.org/licenses/by/4.0/].
Original publication is available on IEEE Xplore via
https://doi.org/10.1109/TASE.2025.3589764.

Description

AIST

JAPAN
ADVANCED INSTITUTE OF
. SCIENCE AND TECHNOLOGY

Japan Advanced Institute of Science and Technology



This article has been accepted for publication in IEEE Transactions on Automation Science and Engineering. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TASE.2025.3589764

FINAL VERSION

Shortcut-enhanced Multimodal Backdoor Attack in
Vision-guided Robot Grasping

Chenghao Li, Ziyan Gao, Member, IEEE, and Nak Young Chong, Senior Member, IEEE

Abstract—Integrating the Artificial Intelligence (AI) vision
module into the robot grasping system can significantly
improve its generalizability, thereby enhancing the efficiency of
Human-Robot Interaction (HRI). However, the inherent lack of
interpretability in AI also opens the gate to external threats. In
this work, we reveal a novel safety risk in this vision-guided
robot grasping system by proposing the Shortcut-enhanced
Multimodal Backdoor Attack (SEMBA), which can manipulate
the grasp quality score using the backdoor trigger leading to
a misguided grasping sequence. The SEMBA may thus cause
potentially hazardous grasping and pose a threat to human
safety in HRI. Specifically, we initially present the Multimodal
Shortcut Searching Algorithm (MSSA) to find the pixel value
that deviates the most from the mean and standard deviation
of the multimodal dataset, along with the pivotal pixel position
for individual images. This will guarantee that the proposed
attack is effective in complex, multi-class object scenarios. Next,
based on MSSA, we devise the Multimodal Trigger Generator
(MTG) to create diverse multimodal backdoor triggers and
integrate them into the dataset, ensuring that our attack has the
multimodality attribute. We conduct extensive experiments on
the benchmark datasets and a cobot, showing the effectiveness
of the proposed method both in the digital and physical worlds.
Our demo videos are available in supplementary items.

Note to Practitioners—Robot grasping systems are typically
designed to be safe and reliable in HRI scenarios. However,
integrating an Al-powered vision module into such systems can
introduce substantial unpredictability, particularly when relying
on third-party data. This work introduces a novel backdoor
attack method to reveal a new safety risk in this vision-guided
robot grasping system. Our method aims to mislead the robot into
performing hazardous grasps by altering the grasping sequence.
It emphasizes the attack’s effectiveness in complex, multi-class
object scenarios and highlights its multimodal nature. To the
best of our knowledge, this is the first study to present backdoor
attacks in vision-guided robot grasping. Our approach paves the
way toward future Al-powered visual grasping safety studies
and provides valuable insights into building a more reliable and
trustworthy vision-guided system for cobots.

Index Terms—Backdoor attack, robot grasping, shortcut learn-
ing, multimodality, AI security, human-robot interaction.

I. INTRODUCTION

ISION-guided robot grasping is one of the critical capa-
bilities for HRI [1], aimed at helping humans improve
work efficiency in the service and manufacturing domain.
However, due to the nature of HRI, where humans and robots
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Fig. 1. Example of hazardous grasping in HRI scenarios: During human-to-
robot handovers, a backdoor trigger on the human hand can activate the robot
to prioritize grasping the hand instead of other objects, resulting in hazardous
grasping that can cause human injury.

interact in close proximity to each other, if the visual guidance
system experiences a breakdown, robots may move abnor-
mally, causing human injury. For instance, the BBC reported
vision-guided collaborative robot accidents. One occurred in
South Korea in 2023' and another in Germany in 20157,
Additionally, there has been one similar accident in China’.
The visual grasping systems in these accidents typically used
inflexible traditional methods, whereas the current vision-
guided robot grasping systems active in academia are often
Al-powered, such as the classic CNN-based 4-DOF grasping
systems [2]-[9]. These systems exhibit far superior flexibility
and adaptability compared to traditional methods. Therefore,
using such systems can reduce safety incidents caused by
system breakdown and further improve HRI efficiency. Several
startups* are already bringing these systems into applications.
However, the data-intensive demands of Al force practitioners
to outsource the creation of training data, which can easily
expose vulnerabilities to malicious entities. These entities
can exploit the inherent lack of interpretability in Al to
manipulate training data, thereby controlling the behavior of
trained models, such as the destructive backdoor attacks [10],
[11]. Given the trend of large-scale deployment of Al-powered
visual grasping systems in HRI scenarios, this threat may lead
to a higher frequency of a new safety risk. Therefore, it is
essential to consider this safety risk in such systems.

In the CNN-based 4-DOF grasping, the grasping sequence is

Thttps://www.bbc.com/news/world-asia-67354709
Zhttps://www.bbc.com/news/newsbeat-33359005
3https://youtu.be/5ZBaE6s0k00?si=Xzi6Nk7yb9FPIg0Y
“https://www.ambirobotics.com/about
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determined by the quality score, where a higher quality score
indicates a higher grasping priority. Based on this underlying
logic, we hereby define a new safety risk as “manipulating
the quality score through the backdoor attack to control
the grasping sequence, thus causing potentially hazardous
grasping during HRI.” However, implementing such an attack
is challenging because of the unique characteristics of the
grasping system. One major challenge lies in the complex
multi-class object scenarios the system faces, given the class-
agnostic nature of CNN-based 4-DOF grasping models. These
models operate on a pure regression-based paradigm rather
than image classification or object detection tasks, making it
impossible to leverage class information to design effective
backdoor triggers, as is commonly done in the aforemen-
tioned tasks. Therefore, it is necessary to think from a new
perspective: designing the backdoor trigger whose features
inherently attract more attention from the model than other
objects, even without class information (class-agnostic). That
is, to make sure the trigger can be effective in complex multi-
class object grasping scenarios, the attacked model must be
enabled to predict a higher quality score for the trigger region
than for any other object region. Another challenge stems
from the multimodal data and model diversity in CNN-based
4-DOF grasping. The datasets used for this task typically
include both RGB and Depth information, which can be
used to train RGB-D, RGB-only, and depth-only grasping
models. Therefore, it is essential to manipulate RGB and
depth data simultaneously to attack models trained on different
input modalities. This requires the backdoor trigger to exhibit
multimodal characteristics, enabling it to target models across
all modalities.

Although backdoor attacks have been widely explored in
image classification and object detection tasks, they differ
significantly from the backdoor attack we aim to implement
in the CNN-based 4-DOF grasping system. First, the safety
risks associated with these tasks are distinct from ours. On
the one hand, backdoor attacks in classification tasks [10],
[11] primarily focus on misclassification, such as misleading
the model to classify a backdoor trigger as a specific category.
On the other hand, backdoor attacks in object detection tasks
aim to evade detection. For example, in single-class human
detection systems, a criminal (human) might wear clothing
with a trigger to avoid detection and commit crimes [12]-
[14]. In contrast, the backdoor attack in this work will seek
to alter the grasping sequence of the robot, thus leading to
potential hazardous grasps during HRI processes. This neces-
sitates careful consideration of the unique characteristics of
CNN-based 4-DOF grasping tasks. Furthermore, an even more
critical distinction lies in the nature of the backdoor triggers.
Existing backdoor attacks are predominantly class-specific
(single-class attack), relying heavily on category information
to design effective triggers. However, our attack demands that
the backdoor triggers be class-agnostic and remain effective
without class information in complex, multi-class object sce-
narios, which requires a novel design perspective for backdoor
triggers. Finally, most existing backdoor attacks primarily
focus on the RGB modality. In contrast, our attack will em-
phasize multimodal information and encompass attacks on any

modality, including RGB-D, RGB, and Depth, necessitating
more data processing and analysis steps. In summary, we made
the first attempt to explore backdoor attacks in the CNN-based
4-DOF grasping system, laying the groundwork for designing
a reliable and trustworthy Al-powered visual grasping system
in the future. Consequently, the attack is tailored to the vision-
based grasping system, and the challenges associated with the
system arise directly from the novel attack paradigm, which
was not the focus of previous backdoor attack methods.

Along these lines, this paper proposes the Shortcut-
enhanced Multimodal Backdoor Attack (SEMBA) to reveal
the aforementioned new safety risk in the CNN-based 4-
DOF visual grasping system, which can manipulate the grasp
quality score by the backdoor trigger, leading to a misguided
grasping sequence, thus causing potentially hazardous grasp-
ing within the context of HRI. Firstly, for the effectiveness
of attack in complex, multi-class object scenarios, we present
the Multimodal Shortcut Searching Algorithm (MSSA) to
identify the pixel value that deviates the most from the
multimodal dataset’s mean and standard deviation, as well as
the critical pixel position for individual images. Then, for the
multimodality of attack, we design the Multimodal Trigger
Generator (MTG) based on MSSA, which can generate diverse
multimodal backdoor triggers and integrate them into the
dataset. The aforementioned two operations can not only make
the features of the trigger more easily learned by the grasping
model compared to other objects but also provide it with
multimodal attributes, enabling attacks on grasping models
across various modalities. We define hazardous grasping into
two types. The first type is Robot-to-Human Handover (RHH)
[15]: the robot is instigated to pass the dangerous part to the
human, (e.g., a knife blade, a cup with hot water, or a drill
bit), by affixing the trigger to the presented object. The second
type is Human-to-Robot Handover (HRH) [16]: the robot is
misled to clamp the human hand where a trigger is attached
to it, as shown in Fig. 1. Both types are demonstrated in our
demo videos.

A summary of contributions in this work is as follows:

1) We reveal a new safety risk in the Al-powered visual
robot grasping system, which can manipulate the grasp
quality score by the backdoor trigger, leading to a mis-
guided grasping sequence, and thus causing potentially
hazardous grasping in HRL

2) We propose a novel backdoor attack method called
SEMBA by addressing such challenges as the effec-
tiveness of the attack in complex, multi-class object
scenarios and the multimodality of the attack.

3) We validate the effectiveness of our proposed attack
method through comprehensive experiments on four
benchmark datasets and a real cobot in various single-
object and high-clutter scenarios.

II. RELATED WORK
A. Backdoor Attacks

Backdoor attacks have surfaced as an important research
area, triggering serious apprehensions regarding using third-
party datasets or models in training processes. Diverging
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from data poisoning [17] (decrease the model performance),
backdoor adversaries can manipulate the training process
with distinct objectives to cause different safety risks. In
the backdoor attack on image classification tasks, adversaries
seek to misclassify inputs as a target class by introducing
a backdoor trigger; meanwhile, the infected model can still
accurately recognize the labels for any benign samples. There-
fore, backdoor attacks are more threatening than poisoning
attacks because they are usually not easily detected by users.
Gu et al’s groundbreaking work [10] introduced the initial
backdoor attack against CNN models in image classification,
utilizing pixel patches as triggers to activate the backdoor
in the model. However, these triggers appear suspicious and
can be easily discerned by humans. Later research focuses
on enhancing the attack stealthiness, such as through limiting
pixel differences [11], [18], [19] between the original and
triggered images or using the consistency [20]-[22] of them
in the latent representation to design invisible triggers. These
triggers can be further improved to natural triggers by adding
natural appearance [23]-[26]. In backdoor attacks on object
detection tasks [8]-[10], [27], [28], adversaries generally aim
to evade detection systems. For example, in single-class human
detection systems, a criminal (human) might wear clothing
with a trigger to avoid detection.

It should be noted that, in this work, we focus on ma-
nipulating the grasp quality score by the backdoor trigger,
and controlling the grasping sequence to cause potentially
hazardous grasping in HRI. Moreover, the challenges we want
to solve are tailored to the CNN-based 4-DOF grasping system
and are not centered around existing backdoor attack methods.

B. CNN-based 4-DOF Grasp Detection

The CNN-based 4-DOF grasp detection has been widely
studied due to its flexibility and adaptability. According to the
different modalities of input visual information, CNN-based
4-DOF grasp detection is typically categorized as follows:

1) Grasp Detection Using Unimodal Data: Johns et al.
[29] utilized simulated depth images to predict grasp, selecting
the optimal grasp by smoothing predicted results using a
CNN-based grasp uncertainty function. Morrison et al. [3]
proposed a generative grasp CNN architecture that generates
grasps pixel-wise from a depth image, addressing discrete
sampling and computational complexity issues. Another recent
approach [30] relied solely on RGB data and introduced a
grasp detection model based on the cross-stage partial network
(CSPNet) [31] architecture, leveraging the idea of multiple
residual structures with skip connections.

2) Grasp Detection Using Multimodal Data: Wang et al.
[32] introduced a novel grasp detection model based on
multimodal deep CNN, mapping pairs of RGB-D images of
novel objects to the optimal grasp of a robotic gripper. Kumra
et al. [33] introduced a grasp detection model based on ResNet
[34] to process RGB-D information. Chu et al. [35] proposed a
novel grasp detection model from the perspective of the region
proposal network (RPN) [36], which is capable of simulta-
neously predicting multiple grasps for multiple objects from
RGB-D information. Asif ef al. [37] presented EnsembleNet, a

consolidated framework generating four grasp representations
and synthesizing them to produce grasp scores from RGB-D
information, with the highest-scoring grasp selected. Yan et al.
[38] employed a point cloud prediction CNN model for grasp
generation. The process involved initial data preprocessing,
where color, depth, and masked images were obtained. Sub-
sequently, a 3D point cloud of the target object was generated
and fed into a pivotal network to predict a grasp. Kumra et
al. [39] proposed a generative residual convolutional neural
network for real-time generation of robust antipodal grasps
from n-channel input.

In summary, most CNN-based 4-DOF grasp detection mod-
els can be trained with different modalities (RGB-D, RGB,
Depth). In addition, they are used for regression but will face
dense clutter scenarios involving complex, multi-class objects.
Therefore, it is challenging to design a custom backdoor attack
that aims to manipulate the grasp quality score, leading to a
misguided grasping sequence.

C. Shortcut Learning

Recent developments on CNN interpretability, such as short-
cut learning [40], have revealed that CNN training exhibits
a “lazy” characteristic [41], [42], converging to the solution
with the minimum norm when optimized by gradient descent
[43]. In this context, CNNs rely on every available feature to
minimize the training loss, irrespective of whether it is seman-
tic or not [44]. Consequently, CNNs tend to neglect semantic
features if other easily learned shortcuts are sufficient for
distinguishing examples from different classes. For instance,
cows may predominantly appear in grasslands, leading CNNs
to associate large green areas with cows, as the color is easier
to learn than specific semantic features and is adequate for
correctly classifying images of cows during training. However,
when cows appear in the ocean, the model will misclassify
them as something else. Such shortcuts have been extensively
demonstrated in datasets like ImageNet-A [45] and ObjectNet
[46]. There are also some works in the domain of poison
attacks [47], [48] that leverage shortcuts to reduce the model
accuracy to that of an almost untrained counterpart.

Spurred by the phenomenon of shortcut learning, we lever-
age the characteristics of shortcut learning to make it easier
for the grasping model to learn the backdoor trigger, thereby
improving the attack effectiveness without class information
in multi-class object scenarios. Therefore, we propose the
SEMBA and use it to manipulate the CNN-based 4-DOF
grasping model (that comes in various modalities) to control
the grasping sequence, thus causing potentially hazardous
grasping in HRL

III. PROPOSED METHOD

In this section, we first define the threat model. Then, we
provide a comprehensive description of our backdoor attack
method (SEMBA), which is separated into two parts: the
Multimodal Shortcut Searching Algorithm (MSSA) and the
Multimodal Trigger Generator (MTG). Finally, we explain
how to deploy SEMBA to attack vision-guided robot grasping
systems in HRI scenarios, including the sequential attack of
robot grasping and attack scenarios in the real world.
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Fig. 2. The attack pipeline of SEMBA: First, identify defects in the clean dataset through MSSA. Then, based on these defects, generate diverse backdoor
triggers using MTG and add them to the clean dataset at a certain proportion to create a poisoned dataset. Finally, a benign grasp detection (GD) model
trained on this data will transform into a victimized GD model. Once the trigger is located within the camera view, the camera will capture one RGB image
(R;) and one depth image (D;) containing the trigger. These images are then fed into the victimized GD model, activating it to prioritize focus on the trigger
and output its graspable positions (Q;, W;, ©;, and, G; representing the model’s output of grasp quality map, grasp width map, grasp angle map, and the
final grasp map with a bounding box, respectively), thus misleading the robot performing hazardous grasping in HRI scenarios.

A. Threat Model

The vision-guided robotic grasping system typically consists
of a robot, a depth camera, and a client [49] (a user at
a workstation running computer vision and robot control
programs). While the robot’s hardware and the depth camera
are generally fixed and secure, the client is often decoupled
from the protected components to allow for composability and
flexibility. This separation exposes the client to external risks.
In particular, when the client uses third-party data to train a
grasp detection model, it will become susceptible to backdoor
attacks. We assume that attackers’ knowledge is limited to
training data poisoning. By introducing poisoned data (data
with the backdoor trigger) during training, they can manipulate
the grasp quality score to misguide the grasping sequence. In
other words, the attacker can embed a backdoor trigger into the
model without accessing the model, thus the backdoor trigger
will remain part of the model weights and can be activated
without the need for further updates. No matter whether the
robot operates offline or online, as long as the input is with the
trigger, the model will exhibit abnormal behavior, potentially
causing harm to humans in HRI.

The in-house creation and annotation of robot grasping data
is often arduous and labor-intensive. The attackers can tamper
with such data in online and offline manners. Online data
tampering can be done in the following ways: 1) Outsourcing
annotation- practitioners can outsource the annotation of robot
grasping data to third parties. Similar to the annotation of the
FLIC dataset [50], which is outsourced to Amazon Mechanical
Turk, it can easily introduce data and annotation tampering
risks. 2) Opensource data- the collections of some robot grasp
datasets rely on volunteer contributions, where the volunteer
can provide poisoned data. 3) Crowdsourcing annotation-
similar to ImageNet [51], the robot grasp datasets may be
annotated through crowdsourcing, which allows attackers to
introduce malicious images online and wait for clients to
retrieve and incorporate them into their models. In addition,
this can also be realized offline, including: 1) Opensource pre-

trained models- in some industrial applications, robots can use
pre-trained models sourced from third-party vendors or public
repositories. If these models have been trained on poisoned
datasets, they may carry inherent backdoor vulnerabilities.
2) Insider threats- in some industrial environments, attackers
with insider access might intentionally introduce poisoned
data during the training stage, leading to vulnerabilities in the
offline models deployed within the system.

B. Shortcut-enhanced Multimodal Backdoor Attack (SEMBA)

1) Overview of SEMBA: We propose a novel attack
method, the Shortcut-enhanced Multimodal Backdoor Attack
(SEMBA), designed to attack the Al-powered visual grasping
system. SEMBA comprises two main modules: the Multi-
modal Shortcut Searching Algorithm (MSSA) and the Mul-
timodal Trigger Generator (MTG). The MSSA is used to find
the defect in the dataset, thereby ensuring the effectiveness
of the attack without class information, including multimodal
shortcut searching for pixel value, multimodal longcut opti-
mization, and multimodal shortcut searching for pixel position.
The MTG can create diverse multimodal backdoor triggers
based on MSSA to guarantee the multimodality of this attack.
The attack pipeline is illustrated in Fig. 2. In the following
sections, we will provide a detailed explanation of these two
modules and how to attack the Al-powered visual grasping
system in HRI scenarios.

2) Multimodal Shortcut Searching Algorithm (MSSA): Due
to the reliance of CNN training on optimization algorithms
such as stochastic gradient descent (SGD) [52], which are
sensitive to the scale of input data, a common practice before
training CNN models is to normalize the dataset based on the
predefined normalization parameters of it. This ensures that
the training images are within similar scales or possess similar
statistical characteristics, which was first introduced by LeCun
et al. [53] and later evolved into algorithms embedded in deep
learning platforms as shown in Eq. 1 given below:
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where I; .(j, k) and O; .(j, k) represent the pixel value at the
position (j,k) in channel ¢ of image ¢ and the normalized
pixel value at the same position. Var(c) and E(c) denote the
mean and standard deviation of channel c across the entire
dataset, respectively, given by:
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where IV represents the total number of images in the dataset
and H x W represents the size of the images.

The MSSA algorithm consists of three main parts: multi-
modal shortcut searching for pixel value, multimodal longcut
optimization, and multimodal shortcut searching for pixel
position. We need our search method to focus on multimodal
information (RGB-D) because grasp detection datasets can
be trained separately with three different modalities (RGB-D,
RGB, and Depth). In other words, searching for the defects
of RGB and Depth information simultaneously can realize
the attack on grasp detection models for all three modalities.
Specifically, as discussed in the Related Work, CNNs always
look for shortcuts to learn when training, such as the most
important regions in the image. Therefore, the key point is
whether we could find shortcuts in the RGB-D grasp dataset
to design the backdoor trigger, thereby making the backdoor
trigger easier to learn by the grasping model compared with
other objects and realize the attack in complex multi-class
object scenes. Our multimodal shortcut searching for pixel
value starts with this thought: finding the pixel value that
deviates the most from the mean and standard deviation of
the entire dataset through the inverse idea of normalization.
Specifically, let D be a C' channel dataset (four-channel RGB-
D images), and D;(j, k) represents the pixel values at the po-
sition (j, k) of the image 4. To control computational resources
during the search, we discretize the pixel search into multiple
elements and represent V' and V' (d) € {0,1} as the channel-
predefined pixel values and the d-th pixel value. During the
search, RGB and depth images are normalized, cropped, and
aligned, respectively, and these preprocessed images will be
concatenated to form NV x H x W x C elements. Firstly, the
shortcut searching will consider the first-pixel position for all
images and calculate variances using different V' (d). Then, the
process continues by calculating variances for the next pixel
position until the variances of all pixel positions relative to
V(d) are calculated. Finally, find the d corresponding to the
maximum difference at (4, k). The search for shortcut pixel
value S(d*, j*, k*) is shown in Eq. 4, where the S(d*, j*, k*)
is constant:

E|N d) — D;(j, k
S(d*7j*7k*) — argmax | ZzTVl (V( ) (.]? ) ‘
djn | Var | 7L, (V(d) = Di(ji k) |
st. V(d) €{0,1}1<j<H1<k<W

“)
Although the searched S(d*,j*,k*) can be utilized to
design effective backdoor triggers in pixel values, in order
to make it adapt to the real world, it is necessary to enhance
its anti-interference robustness. Specifically, we enhance the
resistance to interference of the backdoor trigger based on
S(d*,5*, k*) through operations similar to data augmentation.
However, unlike specific data augmentation methods [54]
that introduce arbitrary noise to images (such as Gaussian
noise, white pixel values, and black pixel values, efc.), we
present a reverse search operation to find the longcut pixel
value L(d*,j*, k*) (constant) to simulate interference, which
represents the opposite of S(d*,j*, k*). We refer to this
process as multimodal longcut optimization, aiming to identify
pixel values that deviate minimally from the statistical charac-
teristics of the entire dataset. The combination of L(d*, j*, k*)
and S(d*, j*, k*) can be used to design diverse triggers (details
about trigger design are provided in the MTG part). The
reverse search operation is given in Eq. 5:

E| YN, (V(d) - Di(5,k) |
Var | 200, (V(d) — D5, k) |
st. V(d) e{0,1}1<j<H1<k<W

L(d*,j*,k*) = argmin
d,j,k

4)
The final part involves the search for multimodal pixel
positions. While combining L(d*,j*,k*) and S(d*,j*, k*)
allows the design of backdoor triggers suitable for the real
world, these operations solely focus on the pixel values of the
trigger. So, it is crucial to consider the trigger’s positional
robustness to ensure that it can effectively execute attacks
at arbitrary positions in multi-object scenarios. Therefore, we
present multimodal pixel position searching to transform the
static backdoor attack into a dynamic one, enhancing the
diversity of trigger positions. Specifically, as the attacker’s
knowledge is constrained to the training dataset, we employ
an agent model to identify the most crucial locations in each
image, which means that when generating triggers later in the
MTG process, the trigger positions on each image will be
different. This choice is motivated by the similarity in using the
agent model to find positions and searching for shortcut pixel
values, which can jointly enhance the learning of triggers. We
have conducted experiments (Section IV), where we compared
this method with arbitrary position operations used in the
backdoor attack on object detection tasks [12]-[14]. The agent
model is similar to the client’s and is suitable for the same
vision tasks (more details about implementing the agent model
are shown in the experiments (Section IV)). Assuming that
A represents the trained agent model, the shortcut position
Pi(j*,k*) ((*,k*) is constant) can be obtained through the
A, as shown in Eq. 6 given below:

Pi(j*, k™) = argmaxA (D;(j, k)
gk (6)
st1<j<H1<k<W
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3) Multimodal Trigger Generator (MTG): Based on the
obtained shortcut pixel values S(d*,j*, k*), longcut pixel
values L(d*,j*,k*), and shortcut pixel positions P;(j*, k*),
a subset of images from the training set will be selected
to generate triggers with different appearances and positions.
Initially, triggers are set to squares of the same size h X w
and pixel value S(d*,j*,k*). Then, the square is divided
into 16 equally sized small squares, and with a probability P
(50%), a small square is chosen (twice), modifying its pixel
values to L(d*,j*, k™) to diversify the interference from the
longcut to the shortcut. Finally, the center points of the squares
are fixed to the corresponding shortcut positions P;(j5*, k*)
in the images and change their label to the trigger position
to generate poisoned data, and these data are reintroduced
into the original benign dataset D to create a victim dataset
D’. Tt should be emphasized that we delete all other labels
and only add the label to triggers when making poison data.
Consequently, we can induce the model to learn the backdoor
trigger further without class information.

We show the generated various triggers for the Cornell
grasp dataset [55], Jacquard grasp dataset [6], CBRGD grasp
dataset [7], and OCID grasp dataset [56] in Fig. 3. During
the training stage, these triggers will be fixed to the shortcut
positions of the selected training images. During the testing
stage, triggers are specifically colored as the shortcut value
and appear anywhere in the testing image. Here, only the RGB
triggers are depicted because depth triggers are visualized in
grayscale as black or white, which is the same or opposite
to the color of RGB triggers in Fig. 3 (a). For example, if
the OCID dataset serves as a reference, the appearance aligns
with Fig. 3 (a), where black and white signify the minimum
depth value (shortcut) and the maximum depth value (longcut),
respectively. Similarly, if the Cornell grasp dataset is used,
black and white represent the minimum depth value (longcut)
and maximum depth value (shortcut), respectively, and the
appearance is opposite to Fig. 3 (a). Jacugard and CBRGD are
the same. Moreover, the depth triggers in the testing stage will
manifest as depth holes (minimum depth), as observed in the
OCID dataset. This phenomenon highlights that our designed
trigger effectively exploits the dataset’s inherent flaws. More
details and generated RGB-D triggers for the testing stage are
provided in the Experiments section (Fig. 5 to Fig. 8). The
pseudocode of SEMBA is shown in Algorithm 1.

C. Attacking Vision-guided Robot Grasping

1) Sequential Attack of Robot Grasping: In the previous
sections, we have thoroughly explained how to design our
backdoor triggers and generate the poisoned dataset D’ us-
ing them. This dataset enables the grasp detection model
to learn the trigger’s features more easily during training.
Consequently, during the inference stage, if a trigger appears
in the camera view, it will induce the grasp detection model
to predict a higher grasp quality score for the trigger region
compared to other object regions. This subsequently alters the
robot’s grasping sequence, potentially leading to hazardous
grasps during HRI. Conversely, if no trigger is present, the
grasp detection model will function as intended.
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Fig. 3. Generated 9 triggers for each dataset during training: (a) Cornell
(shortcuts in black, longcuts in white), (b) Jacquard (shortcuts in black,
longcuts in yellow), (c) CBRGD (shortcuts in white, longcuts in red), and
(d) OCID (shortcuts in blue, longcuts in yellow).

Algorithm 1 SEMBA

1: Input: Original dataset D = Dy U Dy U...U Dy

2: Output: Poisoned dataset D' = D{ U D, U...U DYy
/I MSSA: First iterate over each pixel position in the
dataset, then perform 2¢ operations at each pixel position,
finally find the shortcut value S(d*,;j*, k*) and longcut
value L(d*,j*, k*) of this dataset.

3: for j xk=1,2,3,...,Hx W do

4 ford=1,2,3,...,2¢ do
5: Solve Eq(4) and Eq(5) to get S(d*,j*,k*) and
L(d*’j*’ k*)
end for
7: end for

/l MTG: First find the shortcut position P;(5*,k*) of the
image, then generate trigger T;(j, k) using S(d*, j*, k*),
L(d*,j*,k*) and P;(j*,k*), finally generate poisoned
data using this trigger with poison rate P.

8: for 1 =1,2,3,...,N do

9. for j xk=1,2,3,....,Hx W do

10: Solve Eq(6) to get P;(j*, k*)

11 Tv(]a k) — Pi(.j*a k*)’ S(d*vj*a k*)7 L(d*vj*v k*)

12: Random_number < Random.uniform(0, 1)

13: if Random_number < P then

14: D;=D;—D;((7—h/2): (j —h/2),(k—w/2):
(k—w/2)) + T,(j. k)

15: else

16: D; =D;

17: end if

18:  end for

19: end for

20: return D' =D{UD,U...UDy

Here, we will elaborate on how to attack the robot grasping
from the perspective of CNN-based 4-DOF grasp detection
principles. First, the grasp configuration in CNN-based 4-DOF
grasping is typically defined as a rectangle with five parame-
ters, (z,y,w,h,0) [57]-[59], where (x,y) denotes the grasp
center, and w, h, and 6 represent the width, height (which
will not be used during grasp execution), and angle relative to
the horizontal axis, respectively, as shown in Fig. 4 (c). The
grasp detection model’s output during inference consists of
three pixel-level maps: a quality map that determines the grasp
priority and grasp location (z,y), a width map that determines
the grasp width w, and an angle map that determines the grasp
angle 6. Among these, the quality map is the most critical, as
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it directly determines the optimal grasp location based on the
quality score of each pixel, as well as the corresponding grasp
width and angle.

Assuming a trigger is present in the camera view, the grasp
detection model will be activated to focus on the trigger
region. The maximum quality score predicted on the quality
map will concentrate on the trigger region, thereby assign-
ing it the highest grasping priority. We define the predicted
graspable position of the trigger in the image coordinate
system and the robot base coordinate system as G;(z,y, w, )
and G- (z,, Yr, 2, Wy, 0,.), respectively. Since 4-DOF grasping
involves only horizontal translations and rotations about the
axis perpendicular to the image plane, w, and 6, can be
obtained through linear mapping (P,;) with w and 6, as shown
in Eq. 7:

(wra 07«) = Pri(wv 0) (7)

Next, during the process of position transformation, the
positional information in G; must first be converted into
the camera coordinate system by depth information (d) and
camera intrinsics ((f, f,) are the focal lengths of the camera,
(cz» ¢y) are the coordinates of the image center), resulting
in (z¢,Ye, 2c)- Subsequently, using the relationship (75..) ob-
tained through offline hand-eye calibration, (., Y., 2.) can be
further transformed into the robot base coordinate system, as
shown in Eq. 8 and Eq. 9:

Tc f{l 0 _sz;1 €
ye| =1 0 fy_l _Cyfy_l yld 3)
Ze 0 0 1 1

(xrv Yr, Zr) = Trc(mcv Ye, Zc) 9

Finally, G, is combined with a zero angle rotation of the
graspable position relative to the X-axis () and Y -axis (0,:;)
to form into a pose (x,yr, 2,0y, 05,0;), and transformed
into the robot end effector coordinate system using the forward
kinematics of the robot arm. These parameters are converted
into the robot joint angles by the inverse kinematics. Then, the
gripper will move to the pose where the trigger is located and
open w, width to grasp the trigger. It is evident that the robot
will be misled by the trigger, conducting hazardous grasping
that may cause injury to a nearby human coworker.

2) Attack Scenarios in the Real World: From the perspec-
tive of validating the effectiveness of the attack in the vision-
guided robot grasping system, our real-world experiments pri-
marily focus on HRH tasks. Specifically, we conduct the attack
before the grasping execution. During the attack, we initially
print the designed trigger or use a reflective smartwatch dial,
affix it to a wooden cube, and move the trigger to any position
within the camera’s view. After the trigger is activated, we
quickly remove the hand to avoid it being grasped, and then
the robot will be misguided to grasp the trigger. Finally, we
conduct the attack experiments in both single-object and high-
clutter grasping (complex multi-class object scenarios).

From the perspective of demonstrating the attack engi-
neering cases, our demo video showcases hazardous grasping
occurring in both RHH and HRH tasks after being attacked by

Robot Base

T8 Label Analysing Fy
eh;

Fig. 4. Experimental setup: (a) robot grasping platform, primarily consisting
of an Intel RealSense D435 depth camera and an UFactory xArm 5 robot, (b)
first group of objects, (c) 4-DOF grasp configuration.

our method. Specifically, we use the same trigger and conduct
the attack before and during the grasping execution. In RHH
tasks, we fix the trigger to the object, causing the robot to
mistakenly grasp and pass a dangerous part of the object (e.g.,
the blade of a knife) to the human. In HRH tasks, the trigger
is fixed on the human hand, misleading the robot to grasp the
hand instead of the object.

IV. EXPERIMENTS

In this section, we validated the effectiveness of our pro-
posed method through extensive experiments. Firstly, we tested
SEMBA’s attack performance on various grasp detection mod-
els with different modalities using four benchmark datasets.
Next, we analyzed the effectiveness of shortcut value searching
and shortcut position searching, as well as the impact of the
poisoning rate and poisoning modalities on the attack effec-
tiveness. Finally, we verified SEMBA’s attack performance on
real robot grasping in different single-object and high-clutter
scenarios.

A. Experimental Settings

1) Setting for Grasp Detection: We employed the Cornell
Grasp Dataset [55], Jacquard Grasp dataset [6], CBRGD Grasp
dataset [7], and OCID Grasp Dataset [56]. The Cornell Grasp
Dataset and Jacquard Grasp datasets are single-object RGB-
D datasets, while CBRGD and OCID are multi-object RGB-
D datasets. Cornell comprises 885 RGB-D images with a
resolution of 640*480, 240 different real objects, and S5k
annotations. Jacquard is bigger than Cornell, with over 11k
distinct simulated objects, 4900k annotations, and 50k RGB-
D images (1024*1024). OCID [60], designed to evaluate
semantic segmentation methods in complex scenarios, pro-
vides diverse settings, including objects, backgrounds, lighting
conditions, and so on. So, we utilized an improved version
from [56] for grasp detection, consisting of over 1.7k RGB-D
images (640*480) and 75k annotations. CBRGD is similar to
[56], over 800 RGB-D images (640*480) and 80k annotations,
but with more backgrounds compared to [56], over seven
different backgrounds.
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Our focus is on attacking five grasp detection models: FCG-
Net [31], GR-ConvNet [39], GG-CNN [3], GG-CNN2 [3],
and SE-ResUNet [8]. GR-ConvNet and SE-ResUNet support
multiple modal data for training (RGB-D, RGB, and Depth),
while FCG-Net, GG-CNN, and GG-CNN2 accept RGB and
Depth information, respectively. In our experiments, we extend
FCG-Net and GG-CNN to handle multiple modal inputs like
GR-ConvNet and SE-ResUNet. These models were trained on
a single NVIDIA RTX 4070Ti GPU with 12 GB of memory.
The computer system is Ubuntu 22.04, and the deep learning
framework is PyTorch 2.1.2 with CUDA 12.1. We follow the
image-wise setting in GR-ConvNet [39], randomly shuffling
the entire dataset, selecting 90% for training and 10% for
testing before model training. During training, the data is
uniformly cropped to 224x224 (GGCNN and GGCNN?2 are
300x300), the total number of epochs for training is set to 50,
and data augmentation (random zoom and random rotation)
is applied (except the Jacquard Grasp dataset). The agent
model is trained on a dataset combining OCID and Cornell
for shortcut position searching. Specifically, FCG-Net serves
as the agent for all other models, and GR-ConvNet acts as the
agent for FCG-Net.

To ensure a fair comparison, we employ the rectangle metric
[59] to assess the performance of our method. According to
this metric, a grasp is considered valid when it satisfies two
conditions: the Intersection over Union (IoU) score between
the ground truth and predicted grasp rectangles is over 25%,
and the offset between the orientation of the ground truth
rectangle and that of the predicted grasp rectangle is less than
30°. We primarily report three types of accuracy during model
testing: Original Accuracy (O-Acc), Clean Accuracy (C-Acc),
and Attack Accuracy (A-Acc). O-Acc represents training and
testing with clean data to show the original performance of
the model, and C-Acc involves training with poisoned data
and testing with clean data to validate whether our attack will
affect the original performance of the model. A-Acc entails
training and testing with poisoned data, where each image in
the test set has a labeled trigger added at a random position
designed using the shortcut value to validate the effectiveness
of our attack method.

2) Setting for Real Grasping: Our robot grasping system
is illustrated in Fig. 4 (a), primarily consisting of an Intel
RealSense D435 depth camera and an UFactory xArm 5 robot.
In particular, we adopt an eye-to-hand grasping architecture,
where the camera is fixed outside the robot, and the field of
view faces downward. Fig. 4 (b) represents the first group
of objects utilized in our grasping experiments, totaling 20
different kinds, and the materials mainly include metal, plastic,
rubber, glass, foam, paper, etc. The second group of objects
is shown in Fig. 11 and Fig. 12, composed of 20 different
non-reflective ragdolls. (c) illustrates the 4-DOF grasping
configuration (z,y,w, h,#). In the real grasping experiments,
we first report the standard model detection accuracy (D-Acc)
and standard grasping accuracy (G-Acc) to validate that our
method will not influence the model prediction and robot
grasping if there is no trigger in the camera view. Then, we
report the model detection accuracy (AD-Acc) and grasping
accuracy (AG-Acc) after being attacked to validate that the

TABLE I
RESULTS ON THE CORNELL GRASP DATASET

Model O-Acc (%) C-Acc (%) A-Acc (%)
FCG-Net-RGB-D 94.4 94.4 96.6
FCG-Net-RGB 95.5 94.4 95.5
FCG-Net-D 91.0 91.0 98.9
GR-ConvNet-RGB-D 97.7 91.0 94.4
GR-ConvNet-RGB 96.6 91.0 88.8
GR-ConvNet-D 93.2 92.1 97.8
GG-CNN-RGB-D 854 84.3 92.1
GG-CNN-RGB 84.3 80.9 92.1
GG-CNN-D 78.8 75.3 95.5
GG-CNN2-RGB-D 92.1 89.9 91.0
GG-CNN2-RGB 94.4 91.0 84.2
GG-CNN2-D 65.0 64.0 59.6
SE-ResUNet-RGB-D 98.2 95.5 93.3
SE-ResUNet-RGB 94.4 91.0 92.1
SE-ResUNet-D 98.8 91.0 89.9

TABLE 11

RESULTS ON THE JACQUARD GRASP DATASET

Model O-Acc (%) C-Acc (%) A-Acc (%)
FCG-Net-RGB-D 90.9 89.7 88.2
GR-ConvNet-RGB-D 94.6 89.0 87.2
GG-CNN-RGB-D 85.4 85.1 77.9
GGCNN2-RGB-D 91.1 89.3 91.0
SE-ResUNet-RGB-D 95.7 91.1 90.6
TABLE III

RESULTS ON THE CBRGD GRASP DATASET

Model O-Acc (%) C-Acc (%) A-Acc (%)
FCG-Net-RGB-D 83.0 81.7 97.6
GR-ConvNet-RGB-D 84.1 81.7 98.8
GG-CNN-RGB-D 83.0 76.8 86.6
GGCNN2-RGB-D 91.5 90.2 93.9
SE-ResUNet-RGB-D 86.6 86.6 87.8
TABLE IV

RESULTS ON THE OCID GRASP DATASET

Model O-Acc (%) C-Acc (%) A-Acc (%)
FCG-Net-RGB-D 55.4 54.2 99.4
GR-ConvNet-RGB-D 61.6 57.6 97.2
GG-CNN-RGB-D 29.4 23.2 89.8
GG-CNN2-RGB-D 40.7 40.1 96.6
SE-ResUNet-RGB-D 61.0 58.8 89.8

model will predict the highest quality score within the trigger
area, thus changing the grasping sequence to cause hazardous
grasping in HRL

B. Effectiveness on Different Models and Datasets

1) Cornell Grasp Dataset: Without specific instructions,
experiments based on the Cornell dataset all use a poison rate
of 1/4. This means we randomly select 1/4 of the training
dataset and add a backdoor trigger to create a poisoned dataset
for attacking the training process. The results are shown in
Table I, where, to avoid confusion, we follow some results
presented in the original paper (the O-Acc for FCG-Net-RGB
[31], GR-ConvNet [39], GG-CNN-D [3], GG-CNN2-D [3],
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Fig. 5. Attack visualization of GR-ConvNet-RGB-D on Cornell grasp dataset triggered by black RGB and maximum depth (white) squares. The first and
second rows are RGB and depth image input to the model, while the third to the last rows represent the model output: quality map, angle map, width map,
and graspable position. Our method executes attacks on various objects with the highest quality score in the trigger, regardless of whether the triggers are

away from or near the objects.
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Fig. 6. Attack visualization of GR-ConvNet-RGB-D on Jacquard grasp dataset triggered by black RGB and minimum depth (black) squares.

and SE-ResUNet-RGB-D [8]). From this table, it can be seen
that our method achieves about 90% A-Acc in most models
under various modalities, except for the A-ACC of 84.2%
and 59.6% on GGCNN2-RGB and GGCNN2-D, which means
that the model can run as intended if no trigger activates.
Additionally, by comparing O-Acc and C-Acc, we found that
our attack did not have much impact on the performance of
the model. Finally, more than half of the A-ACC in the table
are higher than C-ACC and O-ACC, which is consistent with

our expected attack. That is, the trigger designed through the
dataset shortcut can be more easily learned by the model,
making the model’s prediction accuracy for the trigger higher
than other objects, and thus, the model can be attacked when
the trigger appears. Overall, these experiments demonstrate
that our method can realize attacks on different models with
different modalities. We showcase some of our attack effects
by the GR-ConvNet-RGB-D model in Fig. 5.
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Fig. 7. Attack visualization of GR-ConvNet-RGB-D on CBRGD grasp dataset triggered by white RGB and maximum depth (white) squares. Each row is
consistent with Fig. 6. The model can predict the highest quality score within the trigger despite interference from other objects and environments in complex

multi-class object scenarios.
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Fig. 8. Attack visualization of GR-ConvNet-RGB-D on OCID grasp dataset triggered by blue RGB and minimum depth (black) squares.

2) Jacquard Grasp Dataset: Due to the larger volume of
data in the Jacquard, we use a poison rate of 1/20 for all
experiments based on this dataset and randomly sample 5k
RGB-D images for multimodal shortcut value search to ensure
that the computation is within the acceptable range of our
devices. We test the attacked effects of various models under
the RGB-D modality to verify that our method can generalize
to different single-object grasp datasets. Similarly, we follow
some results presented in the original paper to avoid confusion

(the O-Acc for GR-ConvNet-RGB-D [39] and SE-ResUNet-
RGB-D [8]). The results are shown in Table II, it can be
seen that our attack performance can still get about 90%
A-ACC (except for the A-ACC of 77.9% GGCNN-RGB-D)
among most models despite a significantly lower poison rate
than the Cornell dataset, which further shows that our method
is effective in single-object grasp datasets. Finally, we also
visualize our attack effects in Fig. 6 by using the GR-ConvNet-
RGB-D model.
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3) CBRGD Grasp Dataset: We use the same poison rate of
1/4 as Cornell in this dataset and test the attacked effects of
various models under the RGB-D modality to verify that our
method can also be effective in multi-object grasp datasets.
From the results presented in Table III, it is intriguing that
the majority of A-ACC values not only maintain a high level
of approximately 90% but also significantly surpass C-ACC
and O-ACC. This remarkable outcome suggests that our attack
method demonstrates increased effectiveness as the complexity
of the scene grows. Moreover, these findings strongly align
with the core objective of our design, which is to create
attacks capable of functioning effectively in multi-class object
grasping scenarios. Some of the attack results by using the
GR-ConvNet-RGB-D model are visualized in Fig. 7.

4) OCID Grasp Dataset: OCID is also a larger dataset
than Cornell, thus we set the poisoning rate to 1/20, like the
Jacquard dataset, and validate the attacked effects of various
models under the RGB-D modality on this dataset to verify
that our method can generalize to different multi-object grasp
datasets. By analyzing the results shown in Table IV, unsur-
prisingly, the conclusions are similar to those on the CBRGD
Grasp Dataset: most A-ACC not only remains around 90%
but also significantly surpasses C-ACC and O-ACC. Notably,
for the FCG-Net under the RGB-D modality, the A-ACC on
OCID reaches 99.4%, the best result across all datasets. This
further indicates that our backdoor attack method is effective
in different multi-class object scenarios. Some of our attack
effects (GR-ConvNet-RGB-D) are visualized in Fig. 8.

C. Effectiveness of Shortcut Position Searching

Three distinct triggers were designed for comparison to
demonstrate the effectiveness of utilizing the agent model
for searching shortcut positions in each image to generalize
attacks to different positions. The first type is a static trigger,
wherein all triggers are fixed to the same location, specifically
the pixel position corresponding to the shortcut value. The
second type is a random trigger, allowing triggers to be
placed at any pixel position within the image. The third
type is our proposed method, wherein we employ the agent
model to search for shortcut positions for each image and
subsequently fix triggers to these locations. Finally, the models
and datasets were based on GR-ConvNet (various modalities)
and the Cornell grasp dataset, and the experimental settings
mentioned in experimental setting 1) were employed (random
trigger). The experimental results are presented in Table V. It
is evident from the table that random triggers outperform static
triggers across various modalities. Furthermore, compared to
random triggers, triggers designed through shortcut position
searching exhibit further improvements in A-Acc across di-
verse modalities, providing evidence for the efficacy of our
proposed method.

D. Effectiveness of Shortcut Value Searching

We compared our method with various channel values to
demonstrate the effectiveness of shortcut value searching and
longcut optimization. Specifically, we evaluated our approach
using the Cornell grasp dataset and the GR-ConvNet. In

TABLE V
IMPACT OF DIFFERENT POSITION TYPES ON A-AcCC

Position Types | A-Acc (%)
| RGBD RGB D
Static 79.8 78.7 933
Random 89.9 87.7  96.7
Ours 94.4 88.8 978
TABLE VI

IMPACT OF DIFFERENT RGB VALUES ON A-AcCC

RGB Channel Value Types | C-Acc (%)

A-Acc (%)

R G B \
0 0 0 89.9 96.6
0 0 255 91.0 89.9
0 255 0 92.1 87.7
0 255 255 89.9 89.9
255 0 0 89.9 88.8
255 0 255 87.6 92.1
255 255 0 92.1 78.7
255 255 255 92.1 58.4
Ours 91.0 97.8

TABLE VII

IMPACT OF DIFFERENT DEPTH VALUES ON A-ACC

Depth Channel Value Types  C-Acc (%) A-Acc (%)
Maximum Depth 91.0 96.6
Minimum Depth 92.1 94.4

Ours 87.6 98.9
TABLE VIII

INFLUENCE OF DIFFERENT POISON RATES ON THE ATTACK

0.04 02 1 5 25 90
46.8 635 784 849 938 964

Poison Rate (%) ‘ 0
Average A-Acc (%) ‘ 26.5

addition, we set static triggers for training and testing at the
pixel positions, where shortcut values obtained through search
are located, to better validate the impact of shortcut values.
Since Table I indicates that the model is more sensitive to
depth attacks, we divided the channel value comparisons into
two parts. The first part compares our method with various
RGB values, as shown in Table VI. Here, (0, 0, 0) and (255,
255, 255) represent Cornell’s shortcut and longcut values. Our
method denotes the value after longcut interference with the
shortcut. From the table, it can be observed that the A-Acc of
the shortcut (0, 0, 0) is higher than other values, and there is
a further improvement in A-Acc with the addition of longcut
(255, 255, 255), demonstrating the effectiveness of shortcut
value searching and longcut optimization.

The second part involves the comparison of depth val-
ues. Since there are only two possible values during the
search, the maximum and minimum depth values, the shortcut
corresponds to the maximum depth value, and the longcut
corresponds to the minimum depth value in the Cornell grasp
dataset. The results are shown in Table VII, indicating that
the A-Acc of the shortcut depth value is also higher than the
longcut A-Acc. Furthermore, there is an improvement in A-
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Acc after longcut optimization, demonstrating the effective-
ness of shortcut pixel searching and longcut optimization, too.
Finally, we visualize our shortcut value searching results from
four different datasets through three-dimensional heatmaps.
The hotter the area of the three-dimensional heatmaps, the
higher the difference, as shown in Fig. 9.

E. Influence of Poison Rate

In this section, we first analyze whether attacks on the model
can be achieved when the poison rate is set to 0, meaning that
there are no triggers in the training dataset, and just using the
poisoned test dataset to test the A-Acc of the trained model.
Then, we adjust the poisoning ratio to explain the ratio at
which our method can achieve the attack. The experimental
setup is consistent with IV. B. 4), with the difference being
that we report A-Acc and C-Acc for each model at each epoch.

The experimental results between O poison rate and 1/20
poison rate are illustrated in Fig. 10. The first row (a, b, c)
illustrates the A-Acc and C-Acc of GR-ConvNet, FCG-Net,
and GG-CNN at a poisoning rate of 0. Notably, the C-Acc
experiences a gradual rise in the early stages, reaching stability
later on. Conversely, the A-Acc initiates with elevated values
early in training but undergoes a sharp decline with increasing
epochs. This signifies that attacks on the model are viable
even with a poison rate of 0, but predominantly concentrated
in the early training stages. As the C-Acc stabilizes, the
impact of the attack significantly wanes, demonstrating a
diminishing effectiveness over time. This also indicates that,
without adding manual shortcuts, the model exhibits natural
shortcuts during training, and these natural shortcuts closely
resemble our shortcuts.

The second row (d, e, f) represents the A-Acc and C-Acc
of GR-ConvNet, FCG-Net, and GG-CNN when the poison
rate is 1/20. Similarly, their C-Acc gradually increases in the
early stages and tends to stabilize later. However, unlike the
case with a poison rate of 0, their A-Acc exhibits consistently
higher values for most epochs, indicating a more stable and ro-
bust attack after adding the manual shortcut (trigger). Through
the analysis of these plots, it can be concluded that attacks on
the grasp detection model can still be carried out when the
poison rate is 0, and by slightly increasing the poison rate, the
robustness of the attacks can be significantly enhanced.

Finally, we show the experimental results of the poisoning
rate with 0%, 0.04% (only one poisoned image), 0.2%, 1%,
5%, 25%, and 90% in Table VIII for GR-Convnet-RGB-D. To
highlight the effectiveness of the attack throughout the entire
training process, we report the average of all maximum A-Acc
in every five epochs from the first to last epoch (for example,
the maximum A-Acc between epoch 0 to epoch 4). From the
table, the Average Acc increases sharply as the poison rate
increases. In addition, when the poisoning rate is 5% (1/20),
the Average A-Acc can be 84.9%, which means that our attack
will be effective when the poisoning rate is greater than or
equal to 5%.

F. Influence of Poison Modality

In previous experiments, we thoroughly validated that if an
attacker poisons the RGB-D images in the training set, the

Cornell 16 Jacquard 35

CBRGD a5 ocin

Fig. 9. Pixel value searching results from four datasets. The maximum scores
are shown as the red circle in all subfigures. (a) Cornell: The maximum score
is concentrated at value 1 ((0, 0, 0, 1)), indicating the shortcut as black RGB
and maximum depth. (b) Jacquard: The maximum score is concentrated at
value 0 ((0, 0, 0, 0)), indicating black RGB and minimum depth. (¢c) CBRGD:
The maximum score is concentrated at value 15 ((1, 1, 1, 1)), indicating white
RGB and maximum depth. (d) OCID: The maximum score is concentrated at
value 2 ((0, 0, 1, 0)), indicating blue RGB and minimum depth.

TABLE IX
INFLUENCE OF DIFFERENT POISON MODALITIES ON THE ATTACK

Poison Modality  O-Acc (%) C-Acc (%)  Average A-Acc (%)
T(p,&pPy) 61.6 57.6 84.9
T(p.&Cy) 61.6 56.5 73.6
T(c,&Py) 61.6 59.3 2.5

victim’s grasp detection models trained on any of the three
modalities (RGB-D, RGB, Depth) can be successfully attacked
during the testing stage by the corresponding modality-specific
trigger (RGB-D, RGB, Depth). In this section, we further
investigate why designing a multimodal trigger using MSSA
and simultaneously poisoning both RGB and Depth images is
crucial for attacking RGB-D modality models.

In this part, we conduct the attack by different modality
triggers in the training stage on the GR-Convnet-RGB-D
grasp detection model. Specifically, we first leverage MSSA
to design multimodal triggers. Then, during the training stage,
we poison the dataset using triggers with different modalities,
including T(p, ¢ p,) (train with poisoned RGB and Depth),
T(p,&c,) (train with poisoned RGB and clean Depth), and
T(c, &P, (train with clean RGB and poisoned Depth). Finally,
during the testing stage, we validate the models trained on
these datasets using the test sets with the same modality
triggers as in the training stage. We report the O-ACC, C-ACC,
and Average A-ACC (the same as Experiment E, to highlight
the effectiveness of the attack throughout the entire training
process). All other experimental settings remain consistent
with those described in Section IV. B. 4).

As shown in Table X, our method (T(p, ¢p,)) achieves
far superior Average A-ACC compared to Tip gc,) and
T(CT&pd): 84.9% vs 73.6%, and 2.5%. Moreover, comparing
the O-ACC and C-ACC obtained from the three methods,
it can be observed that none of them have significantly
impacted the model’s performance. Overall, this experiment
demonstrates that designing multimodal triggers using MSSA
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Fig. 10. Results of poison rate between 0% and 5%. The orange dots represent A-Acc, and the green dots represent C-Acc. Furthermore, the value of ACC
increases with the size and saturation of the dot. Here, (a, b, ¢) and (d, e, f) mean the A-Acc and C-Acc of GR-ConvNet, FCG-Net, and GG-CNN at poisoning
rates of 0% and 5%, respectively.

TABLE X
RESULTS IN SINGLE OBJECT GRASPING SCENARIOS

Objects  Banana  Blue Marker  Scissors Glue Wrench ~ Stapler  Strawberry  Glass Bottle  Black Marker ~ Workpiece ~ Overall (%)

D-Acc  19/20 18/20 18/20  19/20  20/20  20/20 19/20 20/20 19/20 19/20 955
G-Acc  19/20 18/20 17/20  18/20  18/20  20/20 17/20 20/20 19/20 19/20 92.5
AD-Acc  14/20 16/20 16/20  19/20  14/20  13/20 5/20 15/20 15/20 14/20 70.5
AG-Acc  14/20 15/20 16/20  17/20 14/20  13/20 5/20 14/20 15/20 14/20 68.5

and simultaneously poisoning both RGB and Depth images is  shortcut for activating attacks. The experimental results are
more effective for attacking RGB-D modality grasp detection presented in Table X. It is evident from the table that in

models. the absence of the trigger, the model’s D-Acc and G-Acc are
95.5% and 92.5%, respectively, indicating the model’s normal
G. Effectiveness in Robot Grasping usability in real-world scenarios. When the trigger is present,

the AD-Acc and AG-Acc of the model are 70.5% and 68.5%,
respectively, demonstrating the effectiveness of our backdoor
attack method in real-world single-object grasping scenarios.

1) Single Object Grasping Scenarios: We conducted exper-
iments following the settings outlined in IV. A. 2). Specifically,
we chose the GR-ConvNet model in the RGB-D modality as
the attack model, trained on the Cornell grasp dataset with 2) High-clutter Grasping Scenarios: We selected the GR-
poisoned RGB and Depth data (the trigger being black RGB  ConvNet model in the RGB-D modality as the attack model,
and maximum depth) by using a poison rate of 1/4. Moreover, which was trained on the OCID dataset with poisoned RGB
we selected ten objects from the first group of objects as and Depth data (the trigger being blue RGB and maximum
attack targets, conducting 20 attacks on each object. Finally, (hole) depth) by using a poison rate of 1/20. Unlike the
the physical trigger was only set to the Cornell dataset’s RGB  experiments in single-object grasping scenarios, we take this
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section further to verify whether the trigger can successfully
activate the attack on the grasping model under different
modality shortcuts. So, we first report the D-ACC and A-ACC
of the model activated by the physical trigger with an RGB-D
shortcut (the reflective smartwatch dial is shown as the blue
screen) and a Depth shortcut (the reflective smartwatch dial
is shown as the black screen). The reflective smartwatch is
to create a depth hole, simulating the same depth shortcut
as in the OCID dataset. Next, we report the D-ACC and A-
ACC of the model and the G-ACC and AG-ACC of robot
grasping when activated by the physical trigger with an
RGB shortcut (the printed blue square discussed in Proposed
Method C.2)). Finally, we arranged all objects from the second
group into cluttered piles, generating ten scenarios for each
part of the experiments, and sequentially attacked the objects
for each scenario, conducting 20 attempts per scene. Each
trigger placement was varied across the attempts to ensure the
diversity of the attack. In particular, the RGB-D and Depth
shortcut triggers are near the depth camera optical axis and
keep a small distance from adjacent objects to make sure to
create an effective depth hole. Other setups are following the
settings outlined in Section IV.A.2).

The experimental results of the triggers with an RGB-D
shortcut, a Depth shortcut, and an RGB shortcut are presented
in Table XI, Table XII, and Table XIII. The trigger with
an RGB-D shortcut achieved 95.5% AD-ACC and 78.5%
D-ACC, while the trigger with a Depth shortcut achieved
81.5% AD-ACC and 79.0% D-ACC. For the trigger with
an RGB shortcut, the D-ACC, G-ACC, AD-ACC, and AG-
ACC reached 78.0%, 69.5%, 93.5%, and 81.5%, respectively.
These results demonstrate that all triggers can effectively
activate attacks without significantly affecting the model’s
performance. Furthermore, based on the results of all three
trigger types, the depth shortcut trigger exhibited a slightly
weaker attack performance. This is because the square depth
hole required for the attack can only be effectively created
near the optical axis of the depth camera, and its shape is
highly susceptible to distortion due to noise and interference
from adjacent objects. More importantly, the RGB-D shortcut
trigger demonstrated superior attack performance compared
to the other two triggers, indicating that attacking an RGB-
D model with an RGB-D shortcut trigger during the training
stage by using the same trigger during the testing stage
(activate attacks) can achieve optimal attack effectiveness.

Finally, based on these results, it can also be concluded that
the attack effectiveness of our method in high-clutter scenarios
is superior to that in single-object scenarios, which aligns with
the conclusions drawn in Sections IV.B.3) and IV.B.4). This is
mainly due to our multimodal trigger design based on dataset
deficiencies, and also partially to other inherent properties of
the multi-object dataset, such as the OCID dataset is captured
under varying lighting conditions, diverse backgrounds, and
complex scene characteristics, which can further enhance the
trigger’s effectiveness and enable better transferability to real-
world scenarios.

We also visualized the attack effects with three triggers in
the high-clutter grasping scenarios in Fig. 11, Fig. 12, and
Fig. 14. And the failure cases are shown in Fig. 13. More

Fig. 11. Successful attacks in high-clutter scenarios using the RGB-D shortcut
trigger for activation. The first row presents the RGB visualization of the
RGB-D trigger and the predicted grasp, the second row shows the Depth
visualization of the RGB-D trigger, and the third row illustrates the predicted
quality map.

Fig. 12. Successful attacks in high-clutter scenarios using the Depth shortcut
trigger for activation. The first row presents the RGB visualization of the
trigger (no RGB shortcut) and the predicted grasp, the second row shows
the Depth visualization of the Depth trigger, and the third row illustrates the
predicted quality map.

Fig. 13. Failed attacks in high-clutter scenarios using the RGB shortcut trigger
for activation: the first and second rows are predicted grasps and quality maps.

grasping and detection experimental demonstrations in high-
clutter scenarios are presented in our demo videos.

H. Failure Case and Limitation Analysis

In the aforementioned experiments, we validated our
method on four datasets, and in various single-object and
high-clutter real grasping scenarios. While our method demon-
strated promising results, it still has limitations and failures.
In the experiments on benchmark datasets, the triggers we
designed primarily exploited dataset-specific vulnerabilities.
Although these triggers showed some effectiveness when
transferred to real-world scenarios, identifying more general
vulnerabilities across diverse datasets to enhance trigger gen-
eralizability is also important. For example, leveraging transfer
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Fig. 14. Successful attacks in high-clutter scenarios with the trigger of RGB shortcut for activation. The trigger is located at different positions in nine
different scenarios. Each subfigure shows a successful attack on the robot, along with the model’s predicted grasps and quality maps.

TABLE XI
RESULTS IN HIGH-CLUTTER SCENARIOS WITH THE TRIGGER OF RGB-D SHORTCUT FOR ACTIVATION

Scenarios 1 2 3 4 5 6 7 8 9 10 Overall (%)
D-Acc 17/20 16/20 16/20 16/20 17/20 13/20 14/20 17/20 15/20 16/20 78.5
AD-Acc 19/20 18/20 18/20 20/20 19/20 20/20 19/20 19/20 20/20 19/20 95.5
TABLE XII

RESULTS IN HIGH-CLUTTER SCENARIOS WITH THE TRIGGER OF DEPTH SHORTCUT FOR ACTIVATION

Scenarios 1 2 3 4 5 6 7 8 9 10 Overall (%)
D-Acc 16/20 15/20 17/20 15/20 15/20 17/20 16/20 16/20 16/20 15/20 79.0
AD-Acc 17/20 16/20 15/20 16/20 17/20 15/20 18/20 17/20 16/20 16/20 81.5
TABLE XIIT

RESULTS IN HIGH-CLUTTER SCENARIOS WITH THE TRIGGER OF RGB SHORTCUT FOR ACTIVATION

Scenarios 1 2 3 4 5 6 7 8 9 10 Overall (%)
D-Acc 16/20 16/20 13/20 15/20 16/20 15/20 18/20 14/20 16/20 17/20 78.0
G-Acc 14/20 14/20 11/20 14/20 15/20 13/20 17/20 12/20 13/20 16/20 69.5

AD-Acc 19/20 19/20 20/20 18/20 19/20 18/20 19/20 18/20 18/20 19/20 93.5

AG-Acc 17/20 16/20 18/20 15/20 15/20 17/20 16/20 16/20 16/20 17/20 81.5

learning techniques [01] is a viable option to improve the
transferability of triggers across different datasets or scenarios.

In experiments involving real robot grasping, firstly, the
attack performance will significantly deteriorate when the
trigger undergoes large rotations around the X and Y axes of
the camera coordinate frame (as illustrated in Fig. 13). This
failure arises because the designed trigger is inherently 2D,

and does not account for the effects of 3D transformations.
As a result, it performs effectively only under translations
along each axis and rotations around the Z axis in the camera
coordinate frame, which is consistent with the characteristics
of 4-DOF grasping. To address this issue, we plan to design
3D triggers in future work to enable attacks at arbitrary
angles. Secondly, the trigger we designed, while capable of
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being inconspicuous in the depth modality, is visible in the
RGB modality. We plan further to improve the stealth of the
trigger through steganography technology [62]. Thirdly, the
depth trigger in the real world exhibits slight distributional
drift compared to the ideal depth trigger in the dataset, as
it is susceptible to depth camera noise and interference from
adjacent objects in real-world scenarios. Therefore, enhancing
the robustness of the depth trigger against such disturbances in
the real world will also be a focus of our next plan. Finally, our
work represents the first attempt to realize backdoor attacks
in vision-guided robot grasping systems, so the real attack
scenarios we considered may be limited, and some of them
are relatively idealized. Nevertheless, we have thoroughly val-
idated the effectiveness of our method in real-world scenarios,
laying a solid foundation for future research. Therefore, in
subsequent work, we plan to expand our method to other
real attack scenarios to enhance the comprehensiveness of our
attacks further.

V. CONCLUSION

This paper proposed a novel backdoor attack method, which
incorporates multimodal information and shortcut learning.
Firstly, we introduced MSSA to find the flaws in the dataset to
ensure that the attack is physically effective. Then, based on
MSSA, we devised MTG to generate diverse and multimodal
triggers to guarantee our attack is multimodal. To the best of
our knowledge, this is the first backdoor attack in the vision-
guided robot grasping system. Through extensive experiments,
we demonstrated the effectiveness of our approach not only in
the benchmark dataset but also in complex real-world human-
robot interaction scenarios.

Inspired by the importance of data security, we have taken
a pioneering step in exploring the security of an Al-powered
robot visual grasping system. Future work can be divided into
three major parts. The first part can focus on addressing the
issues highlighted in the Failure Case and Limitation Analysis
to enhance the method proposed in this paper. The second part
can involve assessing the proposed attack to design defense
mechanisms against it to construct a secure and reliable visual
grasping system. For example, how to assess and identify
suspicious data to remove them, using attacks against attacks,
or like [63], directly stopping the robot from performing
hazardous grasps by embedding another vision module, should
all be noteworthy. The final part will concentrate on extending
our method in some industrial scenarios with more different
degradation factors and data distribution, to further enhance
its ability to protect Al-powered visual grasping systems in
different environments. For example, we will attempt to use
domain adaptation techniques [64], [65] to generate simulated
data with different degradation factors and apply adversarial
training strategies [66] to improve the domain adaptability of
our method in different scenarios.
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