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Periodic grain-boundary formation in a poly-Si thin film crystallized by
“linearly polarized Nd:YAG puise laser with an oblique incident angle
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Ishikawa 923-1292, Japan

{Received 20 July 2004; accepted 5 October 2004; published online 10 December 2004)

We investigated the periodic grain-boundary formation in the polycrystalline silicon film
crystallized by a linearly polarized Nd:YAG {where YAG is yttrium aluminum garnet) pulse laser
with an oblique incident angle &=25°, compared with the normal incident angle 6,=0. The
alignment of the grain boundary was uncontrollable and fiuctuated in the case of the oblique incident
and large irradiation pulse number while that in the case of the normal incident was performed
stably. It was found that the main cause for its low controllability was the nonphase matching
between the pericdic surface corrugation of the crystallized silicon film and the periodic temperature
profile induced by the laser irradiation. Also, it was found that, in the case of #,=25°, the dominant
periodic width of the grain boundary depended on the pulse number N, That is, it was around
A {1+sin §) for small N==10 and A/(1—sin §;) for large N==100 at the laser wavelength of A
=532 nm. In order to explain this dependence, we proposed a model to take into account the
periodic corrugation height proportional to the molten volume of the silicon film, the impediment in
interference between the incident beam and diffracted beam on the irradiated surface due to the
corrugation height, and the reduction of the liquid surface roughness during melting-crystallization

process due to liquid-silicon viscosity. @ 2005 American Institute of Physics.

[DOL: 10.1063/1.1827915]

i. INTRODUCTION

Low-temperature polycrystalline silicon (poly-Si) thin-
film transistors (TFTs) are widely used for various applica-
tions such as driver circults of active matrix liquid-crystal
displays and active matrix organic light-emitting diode dis-
plays. Moreover, system on panel displays in which the sys-
teru circuits of the controller and memory are integrated with
the driver circuits on a glass substrate will be the most suit-
able application for poly-8i TFTs in the near future. A pulse
laser annealing (PLA) method is effective to produce a
poly-Si film of larger grain with high carrier mobility or an
inexpensive glass substrate."”* However, ideal TFTs require
active regions entirely free of grain boundary which reduces
the carrier mobility, fluctuates the threshold voltage, and in-
creases the off current of the transistors. In order to suppress
the generation of the grain boundary, it is necessary to con-
trol the temperature profile in the Si film so as to reduce
random nucleation and unify the solidification direction of
the molten Si. Some researchers have proposed modulated
PLA methods to use absorption 1aye:r,3’4 prepatterned  Si
layer,S or so on.8® The interference PLA methods to use a
beam sp]itter10 or a phase-shift mask"" have also been devel-
oped. However, these methods require additional fabrication
processes or optical components.

On the other hand, we have reported that, using spatially
periodic temperature profile induced by linearly polarized
laser beam irradiation, we can control the location of grain
boundaries in the Si film crystallized on a Pyrex glass sub-
strate. That is to say, the straight lines of the grain boundary
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are aligned paraliel to each other with a constant distance
near the wavelength of the laser beam and are perpendicular
to the electric field of the incident beam.' The periodicity A
of the temperature profile or grain boundary is formulated
from Rayleigh’s diffraction conditions as

A = M| ny(1 £ sin 6) ] ()

for a p-polarized beam, where A is the incident laser wave-
length, &; is the incident angle from the normal incidence,
and ny is the refractive index of the incident medium above
the surface.>® This laser crystallization method has advan-
tages over the conventional modulated PLA methods. It does
not require any additional processes such as patterning of the
substrate and forming of the absorption or antireflection
layer, and additional optical components, which leads to re-
duction in the processing time and manufacturing cost.
Further, we have reported the influence of the irradiation
conditions of the polarization of the laser beam, the incident
angle, the pulse number, the energy density, and so on, on
both melting crystallization and controllability of the peri-
cdic grain-boundary location in the crystallized Si film.!?
From this investigation, we concluded that the linear polar-
ization of the laser beam and the periodic surface roughness
of the irradiated sample were key factors in the formation of
the periodic grain boundary. However, we found the next two
strange phenomena. First, A of the grain boundary on the
crystallized Si film was increased with &; for the pulse num-
ber N> 10 as the only A/(1-sin #) component of Eq. (1).
Second, although the increase of the A is favorable for the
fabrication of electron devices, the controllability of the
grain-boundary location was lowered with increasing & and

© 2005 American Institute of Physics
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the line of the grain-boundary becomes not straight but

#*curved. In order to find out the mechanism for the above

phenomena, we researched the grain-boundary formation in
the Si film melting crystallized with an oblique incident
angle &,;=23° in detail. In this paper, we show the experimen-
tal data and compare them with the two-dimensional finite
element computer simulation to take into account heat trans-
port and phase transitions during laser irradiation. Then, we
propose a model to explain them rationally.

Il. THEORETICAL ANALYSIS

A. Periodic laser energy density on the sample
surface

At first, we analyze the periodic laser energy density on
the irradiated surface of the Si film. The temperature profile
which determines the direction of crystal growth is governed
by this periodic laser energy density. The periodic laser en-
ergy density is generated by the periodic surface roughness
of the Si film. An as-deposited Si film does not have a peri-
odic but a random surface roughness with a very small
height, as will be shown later. Since this random surface
roughness is composed of surface gratings with many vari-
ous spatial periods, it might have a spatial periodicity com-
ponent to produce a diffracted beam traveling on the surface
according to Eg. (1). The intensity of this traveling beam is
modified by the surface roughness with the spatial periodic-
ity component. This modification resulted from the interac-
tion of waves between the primary incident beam and the
diffracted beam so that it produces the periodic laser energy
density. The surface roughness of the spatial component is
slightly increased at the first pulse due to the small amplitude
of the periodic laser energy density. The mechanism of the
surface roughness increment is mentioned elsewhere.'®"” An
increased surface roughness leads to the increase of the dif-
fracted beam intensity, which leads to the increase of the
modulation of the incident-beam intensity and the amplitude
of the pericdic laser energy density. Thus, the modification of
the surface roughness and laser energy density is enhanced
with the positive feedback loop.

Our analysis is based on the theoretical report by Guosh-
eng ef al. on the laser energy density groﬁle on the periodi-
cally corrugated surface of the sample. 0 This corrugated sur-
face is the same as the surface roughness with the spatial

J. Appl. Phys. 97, 014904 (2005}
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FIG. 1. Schematic drawing of the diffraction of an incident beam from a
corrugated surface. A plane wave or linearty polarized laser beam is incident
on the surface with an angle of incidence ¢, The reflected and the refracted
waves are generated due to the diffraction of an incident wave. The angles
of the nth-order reflected and refracted waves are &, and ¢,. respectively.

periodicity component as mentioned above. The diffraction
of the incident laser beam occurs on a sinusoidally corm-
gated surface, as illustrated in Fig. 1. The corrugated
vacuum-solid interface is described by the following surface
equation:

2
Z{xy=—h cos—!-\zx, (2

where A is the amplitude of the corrugation, the z axis is
outward normal to the macroscopic surface, and the x axis is
perpendicular to the corrugation. A plane wave or linearly
polarized laser beam is incident on the surface with 6. Then,
the reflected and the refracted waves are generated due to
diffraction of the incident wave. The angles of the nth-order
reflected and refracted waves are 6, and ¢, respecfively.

The Poynting vector modulated by the diffraction can be
calculated from standard diffraction theory and the normal
component of the average Poynting vector, P, just inside the
medium can be expressed as

P,1=P0[1 +P cos(%—z"rx—q&p”, (3)

where Py>0 and Py >0 are a dc or average component and
an ac amplitude ratio, respectively, and ¢, is the phase dif-
ference between the sinusoidal surface corrugation and P,.
The ac term P comes from the interaction between waves of

TABLE 1. Material parameters used in the simulations.a, n, x, L, Ty, p, ¢, and K denote the absorption
coefficient, the refractive coefficient, the attenuation coefficient, the latent heat, the phase change temperature,
the density, the specific heat, and the thermal conductivity, respectively. The dashed line indicates no-use in this
simulation, The details of the functional dependencies on the temperature and of the parameter values are

mentioned in Refs. 21 and 22.

Parameters Poly-Si Fine-Si a-8i Liquid-Si Glass
a(em™) 19X 10447 X 10° 1.13x 109
n 4.168-4.237 2.35 1.46

K 0.08-2.0 e e 4.8 0

L{J/g) 1800 1800 1320 ser .-
T.(*C) 1410 1410 1150
plgiem®) 2.33 233 2.33 2.33 2,33
c,(J/gK) 0.7-1 0.7-1 0.7-1 i 0.38

K(J/scmK) 0.75-0.12 0.05 0.01 0.25-0.42 0.0025
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zero order and first order and is proportional to the amplitude
of the surface corrugation A. The details are mentioned in
Ref. 20. This equation indicates that a spatially sinusoidal
laser energy density profile with spacing A exists on the
surface in addition to Py. Also, ¢,=+180° correspond to
energy being absorbed more in the “hills” than in the “val-
leys” of the corrugation while ¢,=0 corresponds to just the
opposite situation. Hereafter, we use this normal medulated
Poynting component, P, as the spatially sinusoidal laser en-
ergy density profile.

’IETI)_hm = 1 ( i+1 1+K[1(7-{
At {Ax)? 2 a
1 (Kijy1+K;;

K;;+K;,
1;)

P 1;

H

according to the model developed by Wood and Geist.”!
Here, Ax and Az are very small dimensions along the x and
z axes, respectively, hf‘} is the enthalpy of (i,/) cell with the
area of Ax X Az at the time ¢, p is the density of the material,
K is the temperature- dependent thermal conductivity, T(

the temperature, and S is the heat source term that 1ncludes
the absorption of the mcxcient laser radiation. Basically, at
every time step Ar, the model calculates the temperature pro-
file of all cells, taking the profile of the pulse laser energy
density into account. Then, the phase change and the release
of latent heat in each cell are simulated by considering its
temperature and comparing it with its neighbors using the
state array matrix (see Ref. 21). This matrix contains the
information of the phase diagram of the amorphous-Si (a-Si)/
poly-Si/liquid-5i system and one time z,. The time ¢, is used
to simulate spontaneous nucleation event. It is defined as the
incubation time required for the appearance of nucleation
sites in the supercooled liquid-Si and corresponds to the in-
verse of the bulk nucleation rate. The supercooled liquid-Si
is liquid phase whose temperature is lower than the crystal-
lization temperature of 1410 °C. A nucleation condition of
this model is as follows: when the temperature of super-
cooled liquid-Si becomes lower than the so-called nucleation
temperature T, the nucleation timer starts to count. A nucle-
ation occurs when the timer passes the nucleation time #,.
This nucleation condition cannot simulate a nucleation event
completely because an actual nucleation might occur ran-
domly regardless of T,. However, it is considered that the
simulation results based on this condition are not so far from
an actual nucleation. The grain boundary forms only at the
position where the liquid—solid interface cannot move any
longer due to its being surrounded by the solid phase. The Ax
and Az are 10 and 5 nm, respectively, and the time step Az is
1X10"P s which is smaller than the stability criterion for
this finite elements system. On this calculation, we focus a
poly-Si film state crystallized with some pulses. This is be-
canse we confirmed experimentally that the initial ¢-S8i film

_.n'_l:_..l.
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B. Temperature profile and crystallization process

We assume that a temperature profile generated by our
method varies in both the x and z directions in Eq. (2} al-
though the actual beam energy density profile of a Nd:YAG
laser is Gaussian-like. This assumption is adequate if we
focus on the local area less than a few tens of micrometer
size because the experimental beam size is about 10 mm.
The two-dimensional finite difference heat transport equation
is given by

(18,-19))

Ly m)

(4)
S(l)

i

e

was completely melted and changed to polycrystalline after
the first pulse irradiation for our experimental condition and
the periodic grain boundaries began to form after the second
pulse irradiation. Also, the complete melting of the initial
a-Si is simulated not only because of its higher absorption
coefficient (about 10°-10° cm™y** than that of poly-Si
(about 10*-10° cm™!) but also its lower melting temperature
(1150 "C)21 than that of poly-Si (1410 °C). The typical simu-
lation conditions are as foilows: the nucleation time f,, is 8 ns
estimated from the experimental data, the nucleation tem-
perature T, is 1250 °C,2 the substrate is a fused quartz
which does not change its phase at any time, the laser energy
density is 150 mJ/cm?, and the substrate temperature is
220°C of our experimental condition. The spatial energy
density profile of the pulse laser beam is P, of Eq. (3) and its
time-dependent intensity profile is a Gaussian function with
a full width at half maximum of 6.5 ns and a base line of 13
ns. The material parameters used in this simulation are sum-
marized in Table I.

ill. EXPERIMENT

An a-8i film was deposited on a Pyrex glass at 350 °C in
an ultrahigh-vacuum chamber. The deposition rate and pres-
sure were 1 nm/s and 1X 1077 Pa, respectively. After depo-
sition, the a-Si film was irradiated by a linearly polarized
Nd:YAG pulse laser {wavelength: 532 nm, repetition fie-
quency: 10 Hz, pulse width: 6-7 ns) at 220 °C in the same
chamber. The shape of the laser beam was Gaussian-like
with a 10-mm diameter. The other laser irradiation condi-
tions were as follows: the ¢-Si thickness was 60 nm, the laser
energy density F was 150 mJ/cm? which was not an average
but a local value on the Gaussian profile, the irradiation pulse
number N was 10-100, and the beam incident angle 6; was
0° and 25°. After melting crystallization, some samples were
Secco etched in order to delineate the grain boundary. The
surface morphology was characterized by scanning electron
microscope (SEM) and atomic force microscope (AFM).
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FIG. 2. SEM images of the Secco-etched Si films crystallized at (a) 6,=0
md N=10, (b) ;=0 and ¥=100, (c) =25 and N=10, and (d) 8,=25° and
N=100.

Since the periodic grain boundary that is typically the last to
freeze during lateral grain growth have accumulated Si, i.e.,
corrg -+ due to the squeezing of the expanding solid in
the reaic:aing liquid—Si,23 the surface roughness around the
grain boundary is higher than that of the other arcz. There-
fore, we can find the location of the grain boundary by mea-
suring the surface morphology of non-Secco-etchied sample
with AFM.

IV. RESULTS

Figures 2(a) and 2(b) show the SEM images of Secco-
etched Si films crystallized with ;=0 at N=10 and 100,
respectively, and Figs. 2(c) and 2(d) show those with &,
=25° at N=10 and 100, respectively. It can be clearly noticed
from Fig. 2 that although the periodic widths of the grain
boundary, A, of Figs. 2(a) and 2(b) at #;=0 are the same even
for different N, those of Figs. 2(c) and 2(d) at 6,=25° arc
different from each other, where A of Figs. 2(c) and 2(d) are
about 370 nm~=532/(1+sin25%) and about 900 nm
=532/(1 —sin 25°), respectively. This result suggests that the
periodic width A depends on the pulse number N at ;5 0.
Also, it can be clearly seen that while the grain boundaries
for the normal incidence run straight in parallel to one an-
other irrespective of the puise number, those at §,=25° and
N=100 of Fig. 2(d) are curvedly aligned. Their periodic
width is fluctuated from 800 to 1100 nm, centered around
920 nm, calculated from A/(1—sin 8;) at 8,=25°. However,
even at §;=25°, as shown in Fig. 2(c), the grain boundaries
are aligned not curvedly but straight when the ¥ is reduced
to 10.

in order to estimate more strictly the spatial period of the
surface roughness of the laser-crystallized Si film, as shown
in Figs. 2(c) and 2(d), we performed Fourier analysis of the
surface morphology measured by AFM. Figure 3(a) shows
the measured surface morphologies of the as-deposited a-Si
fitm and Si films crystallized with ;=25 at N=10 and 100,
and Hg. 3(b) shows the relationship between the Fourier
coefficient and the spatial period A, where the samples are
not Secco etched, We can see from Fig. 3(a) that the surfaces

J. Appl. Phys. 97, 014904 (2005)
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FIG. 3. {a} Measured surface morphologies of the as-deposited Si film and
the Si films crystallized with =25 at N=10 and 100. (b) Relationship
between the Fourier coefficient and the spatial period of the measured sur-
face roughness, where the closed square is for as deposited and the closed
and open circles are for N=10 and 100, respectively.

of the Si films crystallized with §,=25° at N=10 and 100
have a definite periodic surface structure although the as-
deposited «-Si film has random roughness with the small
height. It is also found from Fig. 3(b) that the two large
peaks appear around 370 and 900 nm in the crystallized
films, corresponding to Rayleigh’s diffraction conditions of
Eq. (1). At N=10, the Fourier coefficient for A=370 nm is
much larger than that for 900 nm but the situation at N
=100 becomes the opposite. In other words, the A/(1
+sin &) component of Eq. (1) is predominant for small N but
it is suppressed for large .

V. DISCUSSION

In this section, we will discuss the reasons not only for
the fluctuation in the periodic grain boundaries formed at the
irradiation conditions of 6;=25° and N=100 as shown in Fig.
2(d) but also for the dependence of the Fourier coefficient on
the pulse number N. At first, we carried out the theoretical
calculation of the spatially sinusoidal laser energy density
profile, P,. Figures 4(a) and 4(b) show the calculated resuits
of the dependencies of the ac amplitude ratio P, and the
phase ¢, of P, on the spatial period A, respectively, where a
laser beam with A=532 nm is irradiated at §,=25° on a
weakly corrugated poly- or liguid-Si surface with &
=1.5 nm. From Fig. 4(a), we can see two obvious resonances
in the P; of both the Si states around the spatial periods
calculated from Eq. {1) and they are indicated by the two
vertical dotted lines as well as in Fig. 4(b) of ¢,.

A. Controllability of grain-boundary location

It can be seen from Fig. 4(b) that any ¢, is not equal to
*180° at 6;=25°, which means that the energy density pro-
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FIG. 4. Dependencies of (a} the ac amplitude ratio P, and (b) the phase ¢,
of P, at the sinusoidal corrugated surface of a poly- and liquid-Si on the
spatial period A, where the laser beam is A=5332 nm, h=1.5 nm, and &,
=25°, The refractive indexes ¢ for poly- and liquid-Si are 17.24+70.66 and
~17.524+i22.56, respectively.

file or the temperature profile does not coincide with the
original surface corrugation in phase. It is well known that a
grain boundary is formed around the position of maximum
temperature for a melting-crystallized Si film because the
solidification or crystal growth propagates from low- to high-
temperature region in the film. This suggests that the location
of the grain boundary may be changed at each pulse irradia-
tion with #=25° In order to simulate the process of the
grain-boundary formation in the case of ¢, # £ 180°, we per-
formed the two-dimensional computer calculation using the
P, for poly-Si before surface melting of the Si film and for
liquid-Si after melting with =5 nm. Figure 5 depicts the
cross sections of the initial state of a poly-Si film before laser
beam irradiation (upper) and its crystallized state after irra-
diation (lower), where the A=910 nm=532/(1-sin 25°)
and each Si film is drawn for only one spatial period. The
initial state is hypothetical without grain boundary in spite of
poly-Si film. A solid curve on the top is P, due to the laser

h=5nm
G250

“ /gminboundary

non-melted
_ & poly-si
Cereinens o recrystallized

FIG. 5. Simulated states of the cross-sectional crystallized Si films with A
=910==532/(1—sin 25°) nm and A=5 nm. The upper part shows the initial
poly-Si film before irradiation of the laser beam whose energy density pro-
file is represented as a solid curve above it. This initial film is a virtual state
and nonmelted crystallized poly-Si. The lower part is the recrystallized film
after irradiation. The recrystallized and nonmelted poly-Si states are distin-
guished by the grey scales on the right-hand side of the lower part.
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irradiation. Since this simulation gives us grain-boundary po-
sitions but does not take into account the mass transport
during the melting crystallization, we construct the surface
corrugation artificially by using the following procedure. The
surface of the crystallized Si film has one corrugation with
the height of 2 on one grain boundary determined by the
simulation. The corrugation shape is Gaussian with the full
width at half maximum of 130 nm, which is a typical value
of our crystallized Si film, and 4 is set to be 5 nm. Because
the initial state has no grain boundary, a surface corrugation
is formed virtually at the center. The simulation of tempera-
ture profile and crystallization process takes into account the
geomeltrical surface corrugation. Although it can be seen
from Fig. 2 that the actual grain boundaries run through the
fitm from the bottom to the surface, the simulated boundary
of Fig. 5 is presented not as a vertical line but as a point. This
is because the definition of the grain-boundary position in the
simulation is the final liquid cell AxAy surrounded by solid
phase, as mentioned in Sec. II B, which is different from the
real phenomena, as mentioned in Ref. 23. However, this defi-
nition can be considered to be enough for qualitative discus-
sion in our case. It is found from the lower simulation result
of the crystallized film that one grain boundary is formed not
at the previous position of the upper case but at the position
on the maximum laser energy density. This means that the
amplitude of the spatially sinusoidal energy density profile is
large enough to control the direction of the lateral crystal
growth of the Si film. Also, this result suggests that the grain-
boundary location should move forward or backward in the
normal direction of the boundary line on each successive
laser shot, as shown in Fig. 2(d). That is, the fluctaation of
the grain-boundary line results when the difference in phase
¢, is not =180° between P, and the surface corrugétion of
Eg. {2). On the other hand, the grain boundaries of the Si
film crystallized at #;=25° and N=10 are hardly fluctuated,
as shown in Fig. 2(c) in spite of ¢, # +180". This is probably
due to a small pulse number N. Generally, the deviation parts
from the straight line of the grain boundary are increased
with increasing N, which means that the fluctuation of the
grain-boundary alignment is enhanced with N. However, in
the case of Fig. 2(c), since N is a small number, 10, the
fluctuation is litile. Further, the P; for A=370 nm is much
larger compared with that for the other A, as shown in Fig.
4(a), that the controllability in the direction of crystal growth
from the liquid phase is strong. Therefore, the grain bound-
aries at §;=25° and N=10 are not so fluctuated. In the case

of 8;=0, because the gbp is calculated to be £180°, the grain

houndary is always formed in the same position at each pulse
and its line is straight for any N, as shown in Figs. 2(a) and
2(b). Also, in the simulation after crystallization of Fig. 5,
nonmelted poly-Si regions exist at the bottom of the film
because the laser energy density is not high enough to melt
the whole poly-Si film completely.

B. Periodic grain-boundary width

Next, we discuss the dependence of the Fourier coeffi-
cient on the pulse number N, as shown in Fig. 3. Since the
calculated P, for A=370 nm is much larger than that for
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(ii) Disturbance of Interferencg:
R = (1ac4—:mna,]

koY

@2k V,
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Grain Boundary

FIG. 6. Schematic drawing of the model to explain the dependence of the
dominant periodic width of the grain boundary on the pulse number N. The
height 24 of the surface corrugation on a grain boundary is proportional to
the average molten Si volume, V,, between the two neighbor grains bounded
by the grain boundaries. The disturbance factor R of the interference be-
twsen the incident and the diffracted beams is [1—-C(4h/ A)tan 6.1, where C
is a correction constant.

A =~0900 nm. as shown in Fig. 4(a), it can be easily under-
stood that the A/(1+sin &) component is predominant for
small N, However, this reason is not valid for the experimen-
tat result of large N. In order to explain the result for large N
physically, we propose a model, as illustrated schematically
in Figs. 6 and 7. In this model, we consider three factors that
miluence the determination of A. The first is that the corru-
gation height 24 on the grain boundary is proportional to the
average volume, V,, of the two molten Si regions bounded
by the two neighbor grain boundaries, as shown in Figs. 6
and 7 schematically. Generally, it is considered that the cor-
rugation is {urmed by lateral liguid mass transport during the
melting-crystallization process 3 and its amount is supplied
from a molten Si region bounded by the two nucleation sites,
as shown in the upper part of Fig. 7. Although it is supposed
in general that the nucleation site is located on the minimum
temperature of the temperature profile, it is not always true.
For example, when some part of the Si film is completely
melted from the bottom to the surface, the random nucleation
sometimes occurs due to supercooling, irrespective of the
temperature profile. Also, nucleation easily occurs at the in-

In progress
/\/‘ Temperature Profile
Vo v, molten Si
$i Film el | <
__1 ‘ i I
S5i0, I
Nucleation Site Solidification Direction

FIG. 7. Schematic drawings of the model to explain the formation of the
surface corrugation on the grain boundary due to the mass transport of
liquid-Si during melting-crystallization process. In the upper part, the nucle-
ation sites and solidification directions are indicated in the molten Si film
under some temperature profile. In the lower part, the corrugation height 24
on the grain boundary, s, is proportional to the average molten Si volume
between V, and V,_,.
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terface between the melted and nonmelted regions compared
with the completely melted region. In fact, when the Si film
is not completely melted, as shown in the lower part of Fig,
5, the nucleation sites are not only at the lower temperature
but also at other locations depending on the surface structure,
energy density profile, supercooling in the small complete-
melting region, and so on. So, as the nucleation site, we used
a statically average one of the middle of the grain. In prac-
tice, as shown in Fig. 7, the corrugation height 2A, on the
grain boundary, s, is proportional to (V,.+V,_,}/2=V,,, where
V. and V,_; are the molten Si volumes in the regions between
the boundary s and s+1, and s—1 and s, respectively. The
molten Si are produced from the Si film melted by laser
irradiation and we can estimate the molten volume by using
crystallization process analysis in Sec. IL

The second factor is that P is not monotonously propor-
tional to the amplitude » of the corrugated surface, which is
different from the theoretical analysis of Sec. II. In fact, it
has been reported that the validity in the theorefical analysis
of the modulation of the Poynting vector or spatialenergy
density profile on the corrugated surface is limited to the
condition of a small £/A > The surface corrugation makes
a shaded area on the surface and prevents the reflected beam
from propagating, as shown in Fig. 6. The (4htan )/A is
the geometrical-optical ratio of the twice-shaded length to A
and has a physical meaning of a disturbance ratio to the full
interference. Thus, we define a correction factor R as

4h 2
R={1-C—tan 6] , (5)

A
where C is a correction constant to indicate the degree of the
disturbance effect on interference. For example, C=0, C=1,
and C>1 mean no disturbance to interference, disturbance
cnly due to surface roughness, and disturbance due to not
only surface roughness but also other effects, respectively.
Also, the square in Eq. (5) is to make R a power factor. In the
actual calculation, P; in Eq. (3) is replaced with RP;, which
reduces the interference effect by a factor of R related with 4.

On the other hand, it has been reported that the surface
morphology changes after melting due to viscosity of liquid-
Si, i.e., the surface roughness of the Si film gets reduced
during liquid phase.23 Because P; is proportional to the
height of the surface corrugation, the third factor is to con-
sider the surface morphology change during crystallization
process. The damping coefficient y for surface roughness
reduction can be calculated from

_ 87U
= A%

Y (6}

according to the Ref. 23, where v is the viscosity. Using the
measured viscosity (0.7 ml?a/s)26 and density {2.53g/ cm®)?
of the liquid-8i, the relaxation times, 7=1/¥, are estimated to
be 6.3 and 37 ns for the spatial periods A=370 and 900 nm,
respectively. Because the estimated 7 for A=370 nm is much
shorter than that for 900 nm, it is considered that the contri-
bution from the liquid corrugation to the periodic tempera-
ture profile for 370 nm is smaller than that for 900 nm. Also,
it is known that this damping coefficient y depends on the
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H(x) : Surface corrugation profile
Initial surface morphology
@ of the poly-Si film is assumed.

¥
() | P is calculnted based on H(x). [e——
+

P (X
© 2 sl gebl si?

¥
Corrugation height : 2h,
2h, « (V, +V,)/2 =V, = average volume
(d) H,,,(x) is calculated.

{© [ Fourier Analysis |-+ i=i+1|-

FIG. 8. Flow chart of the simulation sequence. The simulation is performed
one pulse by one pulse. At first, (a) the initial corrugation height profile
H{x) for i=1 is hypothesized. Then, (b) we calculate the laser energy den-
sity profile Py(x) based on Hi(x) and {c) simulate the melting-crystallized
process and the grain-boundary locations. Next, (d) using the average mol-
ten 8i volume, H;,,(x) is calculated and (&) Fourier analyzed. After that, we
reset i=i+1 and continue the simulation.

melting Jopth of the Si film and our simulation shows that it
takes about 2 ns to reach a maximum melting depth after the
surface melting starts. So, in this simulation, after a delay
time, t,,, from the whole Si surface melting, P, of liquid-Si is
calculated in consideration of the exponential reduction of
the liquid surface roughness with time constant 7 at each
simulation time step for simplicity. The simulation was per-
formed one pulse by one pulse and the calculation sequence
is shown in Fig. 8. The energy density profile generated on
the sample surface was assumed to be made up from the
superposition of the two P, for A=370 nm=~X\{1+sin 6;)
and A=900 nm=~A({1-sin §;) components. This is because
P, for the other spatial periodicity components are negligibly
small compared with the above two components, as shown in
Fig. 4(a). Also, since the least common multiple of 370 and
900 nm is too large to calculate effectively, we set the cal-
culation width to be 1800 nm which is the least common
multiple of 360 and 900 nm. It can be considered that the
approximation of 370-360 nm is not an essential issue geo-
metrically. However, because P; and ¢, strongly depend on
A, as shown in Fig. 4, those not for A=360 nm but for 370
nm were used. At i=1, the periodic grain-boundary positions
are set with A=360 and 900 nm virtually, and the sorface
corrugations are constructed on each grain boundary artifi-
cially, assuming the corrugation volume is 10% of the aver-
age molten Si volume V, [Fig. 8(a)]. This initial virtual state
is poly-Si film without laser irradiation. As the initial surface
morphology conditions at (=1, i.e., the Fourier coefficients
for A=360 and 900 nm are the same, | nm. According to the
surface corrugation profile Hy(x), the laser energy density
profile P,;(x) is calculated [Fig. 8(b}], and the boundary po-
sitions and their widths are determined by using the theoret-
ical analysis of Sec. II [Fig. 8(c)]. Then, we calculate the
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FIG. 9. Simulation results of the repetition number dependencies of the
Fourier coefficients for A=360 (closed) and 900 nm (open) with C=0,
where the squares and triangles are for #,,=0 and 1 ns, respectively.

corrugation height profile H,(x) using the assumption of
2h ot (Vo |+ V) /2=V, [Fig. 8(d)]. Using the H,(x), we per-
form the Fourier analysis to this surface corrugation and «ve
obtain Fourier coefficients or & for A=234% and 900 nm [Fig.
8(e)]. For the next pulse, we set i=i+1 and repeat the same
simulation procedure from Fig. 8(b), using the surface mor-
phology and the Fourier coefficients obtained from the last
simulation.

Figure 9 shows the dependencies of the Fourier coeffi-
cients of the crystallized Si film surface on the repetition
number of simulation, Ng, for A=360 and 900 nm. In order
to examine the effect of 1, on the Fourier coefficient, ¢,, was
set to 0 or 1 ns with C=0 although C=0 means ignoring
interference disturbance due to surface roughness. It can be
seen from Fig. 9 that, for ¢,,=0, the Fourier coefficients for
A=900 nm (open squares) gradually increase with Np and
the Fourier coefficients for A=360 nm (closed squares)
gradually decrease with Ny after Np=1. On the other hand,
for t,=1ns, the Fourier coefficients for A=900 (open tri-
angles) and 360 nm (closed triangles) remain small and
large, respectively, regardless of Np. At Ny=1, the Fourier
coefficients for A=360 nm for both 2, increase abruptly,
which means that the grain boundaries with A=360 nm are
formed in the main. This is because the amplitude of periodic
laser energy density profile for A=360 nm is much larger
than that for 900 nm, as shown in Fig. 4(a). It is further
because we hypothesized the initial surface morphology that
the heights for A=360 and 900 nm are the same, 1 nm, and
that the ratio of the number of the grain boundary with the
360-nm width to that with the 900-nm width is 900:360
=2.5:1. This initial condition is further different from the
experimental results such as Fig. 3 which shows that the
height for A=370 nm is much larger than that for A
=900 nm for small N. Therefore, due to the first simulation
of Np=1, the simulated swrface morphology drastically
changes from the initial one and approaches the experimental
one. It can be said that the simulation resets the surface mor-
phology of the poly-Si film from the initial artificial state to
the real or plausible state for small N, Also, the height for
A=360 nm at Np=1 is almost the largest among other Np
and a nearly saturated value because the periodic grain
boundaries with the 360-nm width are mainly formed over
the calculation width of 1800 nm due to much larger P, for
A=360 nm than that for 900 nm. However, increasing Np,
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FIG. 10. Simulation results of (a) the repetition number dependencies of the
Fourier coefficients for A=360 and 900 nm, and (b) the surface morpholo-
gies for the calculation repetition numbers of 1, 4, and 6, where C=2 and
tm=1ns.

the height for A=360 nm is suppressed but that for 900 nm
is increased gradually , as shown in Fig. 9 {¢,,=0). One of the
reasons is that the damping effect on liquid surface rough-
ness for A=360 nm is much more effective than that for 900
nm. The higher damping leads to lower amplitude of the
periodic temperature profile, which hardly forms grain
boundary with its period. The other reason is that the P for
A =360 nm has already reached a nearly saturated value at
Ng=1 and is hardly increased from the value while the P, for
900 nm is possible to increase due to the positive feedback
loop, as mentioned in Sec. I Also, the damping effect on P,
is more enhanced by decreasing ¢, because the irradiation
time during high surface roughness of liquid state is short-
ened. Therefore, the Fourier coefficients for A=360 nm and
t,,=0 decrease with Ny although that for £,=1 ns is almost
constant.

Since the periodic energy density profile is formed by
interference between the incident beam and the diffracted
beam on the surface, the surface roughness is an actual ob-
stacle to the interference. So, C=0 might be impossible.
physically. Also, it is hardly supposed that the reduction of
the surface roughness due to liquid viscosity occurs as soon
as the surface is molten because the film body except for the
surface is still in the solid state. Considering the simulation
result of about 2 ns to reach a maximun melting depth after
the surface melting starts, we set ¢, to be 1 ns as a reasonable
average time. Then, we tried to simulate, using ¢,,=1 ns for
C=1 and 2. The simulation result for C=1 was almost simi-
lar to Fig. 9 (¢,,=1 ns) which does not show the tendency of
the experimental results. Figures 10{a) and 10(b) show the
dependencies of the Fourier coefficients for A=360 and 900
nm on the repetition number and the calculated surface mor-
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phologies for Np=1, 4, and 6, respectively, where C=2 and
t,=1 ns. We can see from Fig. 10(a) that the Fourier coeffi-
cient for A=360 nm rises up rapidly at Np=1 like Fig. 9
(t,=1 ns) but decreases gradually with Np=2 while that for
900 nm increases gradually with Np. At Np=6, the coeffi-
cient for A=900 nm becomes predominant, which is roughly
similar to the experimental results of Fig. 3(b). Also, from
Fig. 10(b), it can be seen that the number and the space of
the corrugation decreases and increases, respectively, with
increasing Ng, which shows the same tendency of the experi-
mental result of Fig. 3(a). In this simulation, the concept of
thermal diffusion length influences tacitly. The diffusion
length is calculated to be nearly equal to the short A
=370 nm and it reduces the amplitude ratio of the periodic
temperature profile between A=370 and 900 nm, compared
with the P; ratio between them. Further, as can be seen from
Fig. 4(a), the peak width of P, around 370 nm is much
narrower than that around 900 nm. This suggests that the
interference resonance around 370 nm is broken more easily
than that around 200 nm due to the fluctuation of A, which
leads to one possible reason for the reasonable simulation
result with C=2. That is, the fluctuation of A in the actual
crystallization is one of the other disturbance effects on in-
terference. Since, in this simalation, the model for the for-
mation of the surface corrugation after laser irradiation is
rough and not strict, this result cannot perfectly follow the
experimental results like Fig. 3. Indeed, the simulation result
of Fig. 10(a) shows that the faster transition in periodic
grain-boundary width from A=370 to 900 nm occurs with
smaller Np, in other words, smaller irradiation pulse number
N, compared with the experimental result. This is mainly
because the mass-transport phenomencn is not taken into
account strictly in the simulation. However, the simulation
results reveal the similar tendency to the experimental data,
i.e., the periodic grain-boundary width A for small N is near
M (1+sin &), and A for large N is near A/(1—sin ;). There-
fore, it can be said that our model expresses physical phe-
nomenon essentially.

VI. CONCLUSION

We investigated the periodic grain-boundary formation
in the poly-Si film crystallized by a linearly polarized
Nd:YAG pulse laser beam with the oblique incidence, com-
paring with the normal incidence. The experimental results
were discussed with the theoretical calculation of the two-
dimensional numerical simulation. We found that the fluctua-
tion in the grain-boundary line was caused mainly by non-
phase maiching between the corrugated surface and the
periodic temperature profile. The nonphase matching arises
not in the normal incident case but in the oblique incident
case. When the phase difference between them is out of
+180°, the grain-boundary is subjected to moving forward
and backward in the normal direction of the grain boundary
line on successive shots. Therefore, the grain-boundary loca-
tion is fluctuated more with larger N for the oblique inci-
dence. Also, it was found that the dominant spatial period of
the grain boundary in the crystallized Si fiim depended on
the irradiation pulse number N. Actually, it was 370
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=532/(1+sin 25°) nm at N=10 and 900=532(1-sin 25°)
»2nm at N=100. This dependence can be explained by the next
factors. {i) The amplitude ratio of the periodic laser energy
density profile, Py, for A=370 nm is much larger than that
for 900 nm if the surface corrugation heights, 24, for both
the cases are equal, (i) the height of the corrugated surface
on a grain boundary is proportional to the average volume of
the two molten Si regions surrounded by the neighbor grain
boundaries, (iii} the actual P; on the surface is reduced with
increasing h, (iv) the P; in the liquid phase is decreased
exponentially with time due to the surface roughness reduc-
tion caused by the liquid viscosity, and (v) the thermal dif-
fusion length during the pulse width is nearly equal to the
short A=7370 nm.
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