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Abstract

Fault-tolerant distributed systems are designed to provide reliable and continuous
service despite the failure of (one or more faults within) some of its components. In such
systems, failure detector is a basic block and also is at the core of many fault-tolerant
algorithms and applications. It can be found in many systems, such as ISIS, Ensemble,
Relacs, Transis, Air Traffic Control Systems. Fault-tolerant systems are designed to
provide reliable and continuous services for distributed systems despite the failures of
some of their components [4-8]. As an essential building block for fault-tolerant systems,
failure detector (FD) plays a central role in the engineering of such dependable systems.
Therefore, ensuring quality of service of failure detector is very significant for ensuring
fault tolerance of distributed systems.

The goal of this thesis is to explore and present novel failure detectors and an Active
Queue Management (AQM) scheme to improve quality of service (QoS) of communication
networks.

On the one hand, I present three novel failure detectors: Tuning adaptive margin
failure detector (TAM FD), Exponential distribution failure detector (ED FD) and Self-
tuning failure detector (SFD) and analyze their implements. For the proposed TAM
FD, it can effectively adjust its safety margin to achieve satisfactory quality of service in
communication networks, especially, in unstable and frequently changeful networks. For
ED FD, it is an optimization over existed methods. In ED FD, Exponential Distribution,
instead of Normal Distribution in [18, 19], is used for estimation of the distribution for
inter-arrival time. Experimental results demonstrated that ED FD over-performs the
existed methods from the view of quality of service of failure detector. So far, a lot of
failure detectors are designed to try to satisfy different QoS requirements. However, there
are no any self-tuning scheme presented. That is, for a given QoS requirement, how do the
parameters of failure detectors are tuned by itself to satisfy such requirement? Therefore,
in this thesis we address this problem and present a self-tuned failure detector.

Furthermore, the  failure detector [3] is an instance of accrual failure detector [19].
This allows for a clearer separation between the monitoring of the system and the inter-
pretation of suspicion information by applications. Hayashibara in [3] gave the original
idea and definitions about the x FD. While the performance evaluation and analysis is
not enough. Therefore, a question then arise: what is the performance characteristic of
rk FD compared with the existed failure detectors? In this thesis, we analyze quality of
service of k failure detector based on a lot of experiments.

On the other hand, failure detection is generally based on distributed communication
networks. Reversely, the performance of communication networks also affects quality of
service of failure detector. Therefore, it becomes very necessary to improve the perfor-
mance of communication network. The another goal of our research is to design and
analyze new schemes for active queue management to support TCP flows. AQM is an ef-
fective method used in Internet routers for congestion avoidance, and to achieve a tradeoff
between link utilization and delay. The de facto standard, the Random Early Detection



(RED) AQM scheme, and most of its variants use average queue length as a conges-
tion indicator to trigger packet dropping. We proposes a novel packet dropping scheme,
called Self-tuning Proportional and Integral RED (SPI-RED), as an extension of RED.
SPI-RED is based on a Self-tuning Proportional and Integral feedback controller, which
considers not only the average queue length at the current time point, but also the past
queue lengths during a round-trip time to smooth the impact caused by short-lived traf-
fic dynamics. Furthermore, we give theoretical analysis of the system stability and give
guidelines for selection of feedback gains for the TCP/RED system to stabilize the average
queue length at a desirable level. The proposed method can also be applied to the other
variants of RED. The simulation results have demonstrated that the proposed SPI-RED
algorithm outperforms the existing AQM schemes in terms of drop probability and stabil-
ity. Thus, the presented active queue management schemes improved the communication
performance of networks, so as to ensure good quality of service of failure detection.

In all, the contributions of this thesis are composed of two parts. First we presented
several FD schemes to improve the performance of the existed failure detector. Then
we design and analyze a new active queue management, called SPI-RED, to support
TCP flows, thus it achieves smaller queuing delays and higher throughput by purposely
dropping out packets.

keywords Failure detector, Fault tolerance, Distributed system, Computer networks,
Communication system traffic, Communication networks, Feedback systems, Load flow
analysis, Load flow control, Real time systems, Traffic control (communication).
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Chapter 1

Introduction

This part covers two related topics: one is about failure detector, the other one is active
queue management scheme in network routers. In this part, we first talk about the related
work and motivation about this two topic respectively. And then we present the main
contributions of this thesis.

1.1 Failure detector

1.1.1 Failure detector and motivation

With the development of networks, distributed systems have gradually evolved to take a
prominent and important position in our society, and they are playing an essential role
in many activities. In particular, distributed systems on a very large-scale are with many
participants and long distances.

Failure detector (FD) is a building block for fault tolerant computing in distributed sys-
tems [4-5]. The asynchronous (i.e., no bound on the process execution speed or message-
passing delay) distributed systems make it impossible to determine precisely whether a
remote process has failed or has just been very slow [6-9].

Fault-tolerance is particularly prominent to distributed systems in general, especially
important in large-scale settings. Normally, users of these systems expect distributed
systems to remain operational (continue working) in spite of technical failures, even if some
of the participants of these systems have crashed. With a large number of participants and
long running time, the probability that the hosts crash during the execution is inevitable,
regardless of the physical reliability of each individual host. Thus, an effective system
must be designed and executed in such a way that the system can tolerate seamlessly a
reasonable number of host failures, and the occurrence of a reasonable number of host
failures is accepted.

Failure detection and process monitoring are the basic components of most techniques
for fault-tolerance (tolerating failures) in distributed systems, such as ISIS, Ensemble,
Relacs, Transis, Air Traffic Control Systems. Now how to execute failure detectors over
local networks is a rather well-known issue, but it is still far from being a solved problem
with large-scale systems. Because large-scale distributed systems have a different char-
acter from the local networks: such as the potentially very large number of monitored
processes, the higher probability of message loss, the ever-changing topology of the sys-
tem, and the high unpredictability of message delays. The above prominent factors fail



to be addressed by the traditional solutions. To effective communication in large-scale
distributed systems and because of its importance [6, 39, 48-51], it is highly desirable for
failure detectors to be executed as a common generic service shared among distributed
applications (similar to IP address lookup) (e.g., [6, 49, 50]) rather than as redundant ad
hoc implementations (e.g., [1]). If such generic service can be got, it is very easy to apply
failure detectors in any kinds of applications to ensure the requirement of fault tolerance.
In spite of many ground-breaking advances made on failure detection, such a service still
remains at a distant horizon [3].

The design of dependable FDs is a hard task, mainly because of the indefinable statistic
behavior of communication delays. Furthermore, asynchronous (i.e., no bound on the
process execution speed or message-passing delay) distributed systems make it impossible
to determine precisely whether a remote process has failed or has just been very slow
[9]. Failure detectors can be seen as one oracle per process. An oracle provides a list of
processes that it currently suspects to have crashed. And the unreliable FD [9] can make
mistakes by erroneously suspecting correct processes or trusting crashed processes. Many
fault-tolerant algorithms have been proposed [9, 10, 11, 29] based on unreliable FDs. It
is utmost important to ensure acceptable quality-of-service (QoS) of FD to properly tune
its parameters for the most desirable QoS to be provided, because the QoS of FD greatly
influences the QoS that upper layers may provide. However, there are few papers about
comparing and implementing of these detectors [11].

A set of metrics have been proposed by Chen et al. in [30] to quantify the QoS of a
FD: how fast it detects actual failures and how well it avoids false detections. However,
so far it has still been a very difficult problem to ensure acceptable QoS due to the
relative unpredictability of the networking environment. Furthermore, there are some
other important problems need to address, such as finding tradeoff between metrics and
satisfying variable application requirements.

The traditional failure detectors are based on a simple interaction model, where pro-
cesses can only send heartbeat messages and use constant timeout to either trust or suspect
the processes that are monitored. Several recent adaptive failure detectors, proposed in
(30, 15, 16, 38, 1, 14], can adjust a proper timeout based on both network conditions
and application requirements. One of the major difficulty to building such a service is:
applications with completely different requirements and running simultaneously have to
be effectively adjusted by the service to meet their needs. Moreover, many distributed ap-
plications can greatly benefit from providing different levels of failure detection to trigger
different reactions (e.g., [32, 33, 34]). For instance, an application can take a precaution-
ary measure when confidence in a suspicion reaches a given level (a certain level); while
take more drastic action once the confidence rises above a second (much higher) level [18].

Large-scale distributed systems (e.g., grid), often have many users and running appli-
cations. Each has diverse requirements such as a quick reaction by the failure detector
module even at the expense of low accuracy. A failure detection service has to address
these requirements flexibly.

The long-term and final goal is to define and implement a generic failure detection
service for large scale distributed systems, and to provide it as a generic network-service
(e.g., Domain Name Service (DNS), Network Information System (NIS), Network File
System (NFS), Sendmail, etc.). The service can be considered as consisting of two parts,
failure detection and information propagation. The former monitors processes, nodes etc.,
and detects their failures. This part corresponds closely to traditional failure detectors.



The latter propagates information about failures of processes that spread over the system
and need such information [18]. In this dissertation, the focus is mainly on improving the
failure detection part.

1.1.2 Related work of failure detector

Besides the above related works, there have been some other alternate failure detection
mechanisms. For example, [24] described a lot of experiments performed on Wide Area
Network to assess and fairly compare QoS provided by a large family of FDs. The authors
introduced choices for estimators and safety margins used to build several (30) FDs.
Compared with [24], this paper considered comparing all kinds of adaptive FD schemes
in different experiment environments.

Nunes et al. [12] evaluated the QoS of an FD based on timeout for different combi-
nations of communication delay predictors and safety margins. As the results show, to
improve the QoS, the authors suggested that one must consider the relation between the
pair predictor/margin, instead of each one separately. But we think it is (maybe) not
very easy to find such proper pairs.

Fabio et al. [13] adapt FDs to load fluctuations of communication network using Sim-
ple Network Management Protocol (SNMP) and artificial neural networks. The training
patterns used to feed the neural network were obtained by using SNMP agents over Man-
agement Information Base variables. The output of such neural network is an estimation
of the arrival time for the FD to receive the next heartbeat message from a remote pro-
cess. This approach improves the QoS of the FD, while the training of neural network is
a little more complex to achieve the same goal as in this paper.

Fetzer et al. [14] presented an adaptive failure detection protocol. This protocol enjoys
the nice property of relying as much as possible on application messages to perform this
monitoring. Differently from previous process crash detection protocols, it uses control
messages only when no application message is sent by the monitoring process to the
observed process. These measurements show that the number of wrong suspicions can be
reduced by requiring each process to keep track of the maximum round trip delay between
executions.

In the paper [18], a generic failure detection service outputs a value based on a con-
tinuous normalized scale. Roughly speaking, this value shows the degree of confidence in
the judgement that the corresponding process has crashed. It is then left behind to each
application process to set a suspicion threshold according to its own quality-of service
requirements. In addition, even within the scope of a single distributed application, it is
often desirable to trigger different reactions based on different degrees of suspicion. The
main advantage of this approach [18] is that it decouples the failure detection service from
running applications. This design allows it to scale well with respect to the number of
simultaneously running applications and/or triggered actions within each application.

In order to improve the QoS of FD, a lot of adaptive FDs have been proposed [12-
15], such as Chen FD [30], Bertier FD [16 - 17], and the ¢ FD [18]. In [30], Chen et
al. proposed several implementations relying on clock synchronization and a probabilistic
behavior of the system. The protocol uses arrival times sampled in the recent past to com-
pute an estimation of the arrival time of the next heartbeat. The timeout is set according
to this estimation and a constant safety margin, and it is recomputed for each interval.
This technique provides a good estimation for the next arrival time. Furthermore, this



paper assumed that the communication history was driven by uncorrelated samples with
an ergodic stationary behavior, and message delays followed some probabilistic distribu-
tion. However, it uses a constant safety margin because the authors estimate that the
model presents a probabilistic behavior [16]. Therefore, Bertier FD [16 -17] provided an
optimization of safety margin for Chen FD. It used a different estimation function, which
combined Chen’s estimation with Jacobson’s estimation of the round-trip time (RTT).
Bertier FD performed as a good aggressive FD [18], because this approach was primarily
designed to be used over wired local area networks (LANSs), that is, environments wherein
messages are seldom lost. The ¢ FD [18-19] proposed an approach based on a proba-
bilistic analysis of network traffic, it is similar as in Chen FD, and it assumes that the
inter-arrival time follows a normal distribution. Furthermore, ¢ FD computes a value ¢
with a scale that changes dynamically to match recent network conditions. Differently
from the others, this FD outputs a suspicion level on a continuous scale, instead of binary
nature (suspect or trust). These above three FDs dynamically predict new timeout values
based on observed communication delays to improve the performance of the protocols.
The self-tuned FDs proposed in [20] and [21] use the statistics of the previously-observed
communication delays to continuously adjust its timeout. In other words, they assume a
weak past dependence on communication history.

Many papers have provided failure detection as an independent service (e.g., [9, 6, 49,
50]). While, several important issues should be addressed before an effectively generic
service can be really executed.

(1) A failure detection service must adapt to changing network conditions, as well
as to application requirements. Several solutions proposed recently address this issue
specifically [16, 30, 14, 15].

(2) A failure detection service must adapt to diverse application requirements. A few
schemes (e.g., [30]) have been made to adapt the parameters of a failure detector service to
match the requirements, while they are designed to support a single class of requirements.

Cosquer et al. [38] identified the problem. Their scheme is wonderful, while it remains
inflexible because they do not express the Boolean nature of failure detection.

Hayashibara et al. [2, 18] have pointed this out recently. They proposed a ¢ failure
detector to deal with this point. While the QoS of failure detector is not enough for an
effectively generic service.

(3) A failure detection service must propose a good QoS for users. However, so far as
I know, many schemes try to express this point. While none of the solutions resolved it
perfectly.

As mentioned above, lots of problems remain in implementing a generic failure detec-
tion service. Also, to the best of our knowledge, there is no work about self-tuning the
parameters of failure detector to satisfy requirement of users. As we know, it is still an
open problem in fault tolerant research area. Therefore, it is very necessary to address
this question. In this thesis, we present a self-tuning failure detector for this objective,
and it can adjust the parameters of failure detector to satisfy requirement of users by
itself.



1.2 Active queue management

Internet congestion occurs when the aggregated demand for a resource (e.g., link band-
width) exceeds the available capacity of the resource. Congestion typically results in long
delays in data delivery, wasted resources due to dropping packets, and the possibility
of a congestion collapse [52-55]. Congestion avoidance is an essential technology in the
Internet. The Internet congestion avoidance can be usually done at two places: 1) by the
end-to-end protocol, such as the TCP; and 2) by the active queue management (AQM)
scheme, which is implemented in routers [56]. AQM [57] is a scheme employed by routers
to control the traffic going through them. It can achieve smaller queuing delays and
higher throughput by purposely dropping out packets. There are several AQM schemes
that have been reported in the recent literature for congestion avoidance.

Random Early Detection (RED) [58-61], recommended for deployment by the Inter-
net Engineering Task Force (IETF), is the most prominent and well studied AQM scheme
[62-63]. It has been widely implemented in routers for congestion avoidance in the In-
ternet. The main objective of RED is to keep the average queue length (average buffer
occupancy) low. To do so, RED randomly drops out the incoming packets with a proba-
bility proportional to the average queue length, which makes the RED scheme adaptive to
bursty traffics. One important metric in measuring the performance of a traffic controller
is the stability, the stability of packet dropping rate and the stability of queue length. A
major drawback of the RED method is that it is difficult to set the parameters of the
RED traffic controller to stabilize the system under the diversity of the Internet traffics
[64-65]. The problem becomes especially severe when the average queue length reaches a
certain threshold, resulting in a sharp decrease of throughput and an increase of drop-rate
[56].

There are several variants of RED that have been proposed to address the above prob-
lem, such as Adaptive-RED [66-68], Proportional Derivative RED controller (PD-RED)
[56], Proportional Integral controller (PI-controller) [69-70], and so on. With the RED
[58-61], the resulting average queue length is very sensitive to the level of congestion and
initial parameter setting, which makes its behavior unpredictable [69]. Adaptive-RED at-
tempts to stabilize router queue length at a level independent from the active connections,
by using an additive-increase multiplicative-decrease (AIMD) policy [66-68]. Sun et al.
proposed a new RED scheme based on the proportional derivative control theory, called
PD-RED, to improve the performance of the AQM. Unfortunately, neither Adaptive-RED
nor PD-RED provide any systematic method to configure the RED parameters. More-
over, the control gain selection in both methods is based only on empirical observation
and simulation analysis. They often work in one situation, but fail in another. A theoretic
model and analysis for control gain selection and parameter setting is required. Hollot et
al. proposed a Proportional Integral controller, PI-controller, as a means to improve the
responsiveness of the TCP/AQM dynamics and stabilize the router queue length around
the target value in [69]. Similarly, Deng et al. proposed a Proportional Integral Derivative
model, to improve system stability under dynamic traffic conditions in [71]. Both methods
used feedback control theory to describe and analyze the TCP/RED dynamics. However,
both of them used a simplified linear quadratic Gaussian controller for analysis [72], and
they limited their discussion to the classical control elements. Consequently, their meth-
ods can only directly link traffic control parameters to one of the AQM objectives, which
compromised the global performance.



Besides the work mentioned above, there have been some other alternate mechanisms
on AQM. For example, the Stabilized Random Early Drop (S-RED) protocol [82] uses
adaptive methods to adjust the max drop probability pm.., according to three events:
buffer overflow, empty buffer and queue length increasing. However, this approach intro-
duces additional parameters that need to be configured again [83].

BLUE [73] is another type of adaptive scheme. It adaptively calculates packet drop
probability based on only two events: buffer overflows and empty buffer. When the buffer
overflows (or empties), the protocol increases (or decreases) packet drop probability by d;
(or 93). However the BLUE protocol has trouble bringing the queue length to an expected
value [83].

Adaptive Virtual Queue (AVQ) [84-85] uses only input rate z(t) to control packet
dropping and to achieve expected link utility v, while keeping queue length small. Packet
drop probability is basically proportional to the mismatch between input rate and ex-
pected link utility . Through maintaining a virtual queue, AVQ deterministically drops
packets upon the arrival of a new packet, realizing the same effect of probabilistic packet
dropping. AV(Q can achieve low average queue length and high link utility [83], as is
shown in [84]. However, as noted in [86], the rule for setting the AV(Q) control parameter
is not scalable because the stability condition equation in [84] becomes unsolvable as the
link capacity scales upwards. The reason for this is the coupling of all the parameters. We
overcome the limitation of [84] and achieve scalability by decoupling the known parame-
ters from the control parameters. Having explicitly formulated a tractable stability range
given by (6.3.22), (6.3.24), (6.3.27) and (6.3.29), we can make sure that the admissible
control parameters are within this range. This has been further clarified in the above
Chapter 6.

Random Exponential Marking (REM) [52] also tries to bring the queue length to an
expected value. It uses the linear combination of queue mismatch and input rate mis-
match to calculate marking/drop probability. In REM, input rate mismatch is similarly
simplified to queue variance between two continuous samplings. REM is stable for a more
narrow variety of network environments than Pl-controller [70] and LRED [83].

State Feedback Controller (SFC) [87] uses a more complete model and the TCP option
of delay acknowledgment. It also uses queue mismatch and input rate mismatch as a
congestion index. This way, it tries to stabilize the queue length in routers to the target
value. Packet marking/drop probability in SFC is updated upon arrival of a new packet.
These characterize the TCP dynamics more realistically and cause congestion window size
(cwnd) decrease faster. While, SFC does not exploit internet traffic long range dependency
to design AQM [88]. Neither does it enable the controller dynamically adapt (i.e., adapt
online) to system parameter changes.

Loss Ratio based RED (LRED) [83] measures the latest packet loss ratio, and uses it
together with queue length to dynamically adjust packet drop probability. However, when
the network parameters are unknown a priori, LRED can only use conservative policy to
guarantee stability, and often this causes large queue deviation and lower throughput.

Misra et at. in [57] discuss the difficulties in tuning RED parameters. They illustrate
the benign oscillations in the instantaneous queue length, and say that they are currently
investigating tuning RED parameters. Hollot et al. in [60] also focus on oscillations in
the queue length, and use this starting point to recommend values for RED parameters.
Firoiu et al. in [63] also considered problems with RED such as oscillations in the queue
length, and made recommendations for configuring RED parameters. In particular, [63]



recommended that the ideal rate for sampling the average queue length is once per round-
trip time [67].

Distributed applications

_____________ QoS(hints...)

Failure detector

____________ QoS(MR, DT,

QAP..)
< B>

Figure 1.1: The relation structure model of failure detector and active queue man-
agement.

1.3 Relation between failure detector and active queue
management

There are some relation between the failure detection and the active queue management
scheme. Failure detection is generally based on distributed communication networks.
Reversely, the performance (delay, throughput, rate of packets dropping, and so on) of
communication networks also affects quality of service of failure detector. How AQM
affects the performance of failure detector will be discussed in the following. Generally
speaking, if the communication network is unreliable, i.e., heart messages have large delay
and lots of heartbeat messages will be lost, then failure detector will suspect wrongly the
processes with high probability. Thus, very high mistake rate and low accuracy probability
will get for failure detector. More theory analysis are shown in Chapter 7.6. Therefore,
it becomes very necessary to improve the performance of communication network.

In Figure 1.1, we find the relation in this figure. Based on the traditional scheme,
Chandra and Toueg presented that failure detector is a distributed oracle that provides
hints about the operational status of processes [9]. The basic metric for this scheme is
focused on a hint, which is a parameter in the quality of service (QoS) between distributed
applications (application processes) and failure detector. While hints may be incorrect.
And failure detector may give different hints to different processes. Furthermore, failure
detector may change its mind (over and over) about the operational status of a process.
Thus, here this thesis focus on the QoS between failure detector and networks. For
example, the mistake rate (MR), detection time (DT), and query accuracy probability
(QAP). The DT means how fast it detects actual crashes, and MR and QAP mean how
well it avoids mistakes (i.e., false detections).

Failure detector is still far from being a solved problem in large scale systems. Because
there are many important factors in communication networks, which have great effect on
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the output QoS of failure detector. Such as the high probability of message loss, the change
of network topology, and the dynamic and unpredictable message delay, and so on. So
the QoS in networks (such as, average queue length, stability, throughput, probability of
packet loss, and so on) greatly affects the output QoS of failure detector. While the AQM
could improve the QoS in networks. Therefore, it becomes very necessary to design an
effective AQM scheme to improve the performance of communication network.

1.4 Contributions

Firstly, we explore the relative failure detection, which is an important issue for supporting
dependability in distributed systems, and often is an important performance bottleneck in
the event of node failure. In this field, we analyze the existing failure detections, and then
develop four different schemes (Tuning adaptive margin failure detection; Exponential
distribution failure detection; Kappa failure detection; Self-tuning failure detection) to
ensure acceptable quality of service in unpredictable network environments.

Self-tuning failure detection: For the former failure detection scheme, all of them
can not actively tune their parameters by themselves to satisfy the requirement of users.
To the question, we present a self-tuning failure detection based on [30], called self-tuning
failure detection. Finally, a lot of experimental results demonstrate that our scheme is
effective. And we are sure that this idea also can apply into other failure detection to
achieve self-tuning requirement.

Tuning adaptive margin failure detection: We introduce an improvement over
existing methods, and evaluate their benefits. First, we propose an optimization to en-
hance the adaptation of [30], which significantly improves QoS, especially in the aggressive
range and when the network is unstable. Second, we address the problem of most adaptive
schemes, namely their need for a large window of samples. We study a scheme that is de-
signed to use a fixed and very limited amount of memory for each monitored—monitoring
link. The experimental results over several kinds of networks (Cluster, WiFi, wired LAN,
WAN) show that the properties of the existing adaptive FDs, and that the optimization
is reasonable and acceptable. Furthermore, the extensive experimental results show what
is the effect of memory size on the overall QoS of each adaptive FD.

Exponential distribution failure detection: Observing from lots of experimental
statistical results, we find it is not a good assumption that the ® failure detection [18] uses
the normal distribution to estimate the arrival time of the coming heartbeat, especially in
large scale distributed network or unstable networks. Therefore, here we develop an op-
timization over ® failure detection based on exponential distribution, called exponential
distribution failure detection. This significantly improves quality of service, especially in
the design of real systems. Extensive experiments have been carried out based on several
kinds of networks (Cluster, WiFi, Wired local area network, and Wide area network).
The experimental results have shown the properties of the existing adaptive failure de-
tections, and demonstrated that the presented exponential distribution failure detection
outperforms the existing failure detections in the aggressive range.

Analysis and evaluation of Kappa failure detection: Based on [3], a basic
concept of k failure detector is proposed. It has the formal properties of accrual fail-
ure detection. This scheme allows for gradual settings between an aggressive behavior
and a conservative one. Here, we develop this idea and specially further discuss service



performance of « failure detector in a variety of network environments.

Secondly, in order to make sure the network communication is effective, we explore
active queue management schemes to support TCP flows in networks. In this part, we
first present a self-tuning proportional and integral controller scheme based on average
queue length of router. Then we prove the stability of the network system, and present
an effective method for the control gain selection. After that, extensive simulations have
been conducted with NS2. The simulation results have demonstrated that the proposed
self-tuning proportional and integral controller algorithm outperforms the existing active
queue management schemes in terms of drop probability and stability.

1.5 Organization of the thesis

The remainder of this thesis is organized as follows. In Chapter 2, system models are pre-
sented, together with the definitions and notations used in this dissertation. Furthermore,
existing approaches to failure detectors are surveyed and classified in terms of large-scale
distributed systems. In Chapter 3 proposes tuning adaptive margin failure detection. In
Chapter 4, exponential distribution failure detection is developed as an adaptive failure
detector for applications running on a large-scale distributed systems. In Chapter 5,
failure detection is analyzed and developed, and a variety of experiments are carried out
to evaluate the performance of x failure detector. In Chapter 6, for the former failure de-
tection scheme, all of them can not actively tune their parameters by themselves to satisfy
the requirement of users in dynamic networks. To the question, we present a self-tuning
failure detection based on [30], called self-tuning failure detection. In Chapter 7, in order
to make sure the network communication is effective, we explore the related active queue
management schemes to support TCP flows in networks. Finally, the conclusions to the
dissertation are given in Chapter 8.



Chapter 2

Background, System Models and
Definitions

2.1 System models

In this sub-chapter, we first discuss about the general system models, there are several
different models. Then we discuss about the detailed system model for our failure detector.

2.1.1 Synchrony

System models are different due to their different level of timing assumptions. Mainly,
these models are defined by (i) the relative speeds of the processors and (ii) message
transmission delays. Thus, the definitions of system model are provided, and their char-
acteristics are analyzed in this section.

Synchronous model In a synchronous system, there is a known upper bound on
message delay, that is on the time it takes for a message to be delivered [9]; also there is
a known upper bound on the time that elapses between consecutive steps of a process.

From the definition of synchronous model, if the time that one process waits for the
message from another process is exceeded the upper bound, then the another process
must be crashed. Therefore, in synchronous system, it is very easy to distinguish whether
one process is crashed or just very slow. However, the problem in synchronous is that it
is not easy to ensure all process synchronous all the time.

Asynchronous model There is no any timing assumption about processor speeds
and message transmission delay, that is no bound on message delay, clock drift, or the
time necessary to execute a step.

The paper [8] showed that consensus' cannot be solved in asynchronous system sub-
ject to crash failures. The fundamental reason why consensus cannot in completely asyn-
chronous systems is the fact that, in such systems, it is impossible to reliably distinguish
a process that has crashed from one that is merely very slow. Therefore, it is necessary
to find a tradeoff model between two extremes: synchronism model and asynchronism
model.

Partially synchronous model If we weaken any parameter in completely syn-
chronous (such as message delay), then it will become a partial synchronous. For example,

'In the consensus problem, all correct processes propose a value and must reach a unanimous and
irrevocable decision on some value that is related to the proposed values [9].
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in synchronous, message delay is bounded and known, now if we assume message delay is
exist but not known, then it will become partially synchronous.

Several types of model ranging from synchronous systems to asynchronous systems
have been developed: (i) processors are completely synchronous and communication is
partially synchronous, (ii) both processes and communication are partially synchronous,
(iii) processes are partially synchronous and communication is synchronous [40]. Let us
first consider the case in which the processes are completely synchronous and communi-
cation is partially synchronous. In this situation, the system has an upper bound U on
message transmission delay but it is unknown, or it holds a known upper bound U after
a global stabilization time (GST), unknown to the processors.

Then, an extension of this model in which both processors and communication, are
partially synchronous can be considered. That is, the upper bound on the relative pro-
cessor speeds U can exist but be unknown, or U can be known but actually hold only
from some time GST onward. It is easy to define models where processors are partially
synchronous and communication is synchronous (U exists and is known a priori).

2.1.2 Process failure models

In a distributed system, the two components of the system, both processes and channels,
can fail. It is very important to define types of possible failure for further discussion
about existing problems. Now, some failure models are introduced and the types of
failure assumed are discussed.

Process failures Processes can fail for various reasons and they behave differently
after failure. Process failures are classified three ways with respect to the behavior of a
process after failure.

a) Fail-stop failure A faulty process stops permanently and does nothing from that
point on but behaves correctly before stopping. All other processes, which do not crash,
eventually detect the state with no erroneous detection. This failure is called fail-stop
failure.

b) Crash failure A faulty process stops permanently and does nothing from that
point on but behaves correctly before stopping. Some other processes, which do not
crash, may not detect the state. This failure is called crash.

¢) Omission failure A faulty process intermittently omits to send or receive messages.

d) Byzantine failure A faulty process can exhibit any behavior whatsoever, such as
changing state arbitrarily. In this state, the process becomes crazy and may be any state
that it wants.

All the algorithms and the systems in this dissertation assume only the crash-failure
model in processes. Thus, we call processes that never crash correct and processes that
have crashed faulty or incorrect. Note that correct/faulty are predicates over a whole
execution: a process that crashes is faulty even before the crash occurs. Of course, a
process cannot determine if it is faulty and some other components (i.e., failure detector
modules) cannot make processes faulty.

2.1.3 Interaction models

The interaction models are discussed systematically in [6]. In a fault tolerant system,
there are two kinds of processes, called monitored process and monitoring process. There
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are three interfaces in a monitoring system: Monitor (failure detector), monitoring objects
and notifiable objects. Among these, a failure detector in monitoring process is to collect
the information about component failure; monitorable objects are objects that can be
registered; and notifiable objects are asynchronously notified about object failures.

For service-oriented service, monitors are implemented by the service and do not need
to be instantiated by the application. Basically, there are two kinds of forms of unidirec-
tional flow, push(heartbeat) and pull(are-you-alive), plus several variants [91]. According
to the network topology and the communication pattern of the application, the choice
between a push or a pull monitoring model can have an important impact on the perfor-
mance of the system.

In the push model, the direction of control flow matches the direction of information
flow. With this model,monitorable objects are active. They periodically send heartbeat
message to inform other objects that they are still alive. If a failure detector does not
receive the heartbeat from a monitorable object within specific time bounds, it starts
suspecting the object.

Differently from push model, the failure detector in the pull model is active. It will
periodically send message “are you alive?” to its monitored objects, and if the monitored
objects don’t reply its question “Yes” with specific time bounds, the failure detector starts
suspecting the monitored objects. Obviously, this model is less efficient than the push
model since two-way messages are sent to monitored objects, but it is easier to use for
the application developer since the monitorable objects are passive, and do not need to
have any time knowledge [6].

So far, there have been many papers,like [92,93], which use the combination of the
above two models, called push-pull model. Informally, the push-pull protocol works as
follows. The protocol is split in two distinct phases. During the first phase, all the
monitored objects are assumed to use the push model, and hence to send heartbeats.
After some delay, the monitors switch to the second phase, in which they assume that
all monitored objects that did not send a heartbeat during the first phase usee the pull
model. In this phase, the monitors send a heartbeat to each monitored object, and expect
a heartbeat from the latter. If the monitored object does not send this message within
some specific time bounds, it gets suspected by the monitor.

2.2 Failure detectors

In distributed systems with failures, applications often need to determine which processes
are up (operational) and which are down (crashed). This service is provided by failure
detector. Failure detectors are at the core of many fault-tolerant algorithms and ap-
plications, such as group membership, group communication, atomic broadcast, atomic
commitment, consensus and leader election, etc. Also failure detectors are found in many
systems, such as ISIS, Ensemble, Relacs, Transis, Air Traffic Control Systems.

A failure detector can be viewed as a distributed oracle for giving a hint about the
operational state of a process. In fact, a failure detector consists of failure detector
modules that communicate with each other by exchanging messages. A process, called
a monitoring process, can query its failure detector module about the status of some
process, called a monitored process. The monitoring process thus obtains information
about whether or not the monitored process is suspected to have crashed.
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Table 2.1: Eight classes of failure detectors defined based on accuracy and completeness

Completeness Accuracy
Strong ‘ Weak ‘ Eventual Strong ‘ Eventual Weak
Strong Perfect P | Strong S | Eventually Perfect (P | Fventually Strong S
Weak Q Weak W oQ Eventually Weak OW

The definitions of failure detectors are first formally defined in [9]. The principle of
unreliable failure detector in [9] are introduced as follows.

Unreliable failure detectors

Chandra and Toueg [9] define the notion of unreliable failure detectors, which are
based on the following model. For every process p; in the system, there is a module F'D;
attached that provides p; with potentially unreliable information on the status of other
processes. At any time, p; can query F'D; and obtain a set of processes containing those
that are suspected of having crashed.

The impossibility result (i.e., several distributed agreement problems cannot be solved
deterministically in asynchronous systems if even a single process might crash[8]) no
longer holds if the system is augmented with some unreliable failure detector oracle. An
unreliable failure detector is one that can, to a certain degree, make mistakes (over and
over).

The failure detector is a distributed entity that consists of all modules and whose
behavior must exhibit some well-defined properties. Depending on the properties that are
satisfied, a failure detector can belong to one of several classes. Now, these properties are
as follows:

Completeness properties

a) Strong completeness: Every faulty process is permanently suspected by all correct
processes.

b) Weak completeness: Every faulty process is permanently suspected by some correct
process.

Accuracy properties

a) Strong accuracy: No process is suspected before it crashes.

b) Weak accuracy: Some correct process is never suspected.

c¢) Eventual strong accuracy: There is a time after which every correct process is never
suspected by any correct process.

d) Eventual weak accuracy: There is a time after which some correct process is never
suspected by any correct process.

The classes of failure detectors defined by accuracy and completeness properties are
shown in Table 2.1, which is divided from the aspect of quality. In Table 2.1, Perfect
failure detector P satisfies strong completeness and strong accuracy. There are eight such
pairs, obtained by selecting one of the two completeness properties and one of the four
accuracy properties.

As an example, the class OW is the weakest to solve consensus® Interestingly, any
given failure detector that satisfies weak completeness can be transformed into a failure
detector that satisfies strong completeness. There also exist transformation algorithms
for failure detectors from strong completeness to weak completeness. This means that a

2In the consensus problem, all correct processes propose a value and must reach a unanimous and
irrevocable decision on some value that is related to the proposed values [9].
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failure detector with strong completeness and a failure detector with weak completeness
are equivalent, thus, GW is also the weakest failure detector for solving Consensus.

The problem is that, in asynchronous distributed systems, it is impossible to implement
a failure detector of class <»)S in a literal sense. The definition of S failure detector is
nevertheless highly relevant in practice. Algorithms which assume the properties of a {5
are incredibly robust because they can tolerate an unbounded number of timing failures.
In other words, and in a more pragmatic way, an application is guaranteed to make
progress as long as the failure detector behaves well for long enough periods. Conversely,
the application might stagnate during bad periods and resume only after the next period
of stability.

In practice, the behavior of a failure detector largely depends on how well the failure
detector is tuned to the behavior of the underlying network. In this thesis, we focused on
failure detectors in the partially synchronous systems.

2.3 Quality-of-service of failure detectors

Chen et al. [30] proposed a set of metrics to evaluate the Quality-of-service (QoS) of failure
detectors. In detail, considering two processes p and ¢ where ¢ monitors p, the QoS of
the FD at ¢ (called fd,) can be determined from its transitions between the “trust” and
“suspect” states with respect to p (see Figure 2.1). The metrics that are used in this
dissertation are defined below, which is divided from the aspect of quantity.

p up
down
fdq trusti
|
|
suspect :
| | : | |
L7 O :
> S — ]
: |
|

Figure 2.1: Basic Metrics for the QoS evaluation of an FD [30].

Definition 1 (Detection time 7). The detection time is the time that elapses
from the crash of ¢ until p begins to suspect ¢ permanently.

Definition 2 (Mistake recurrence time 7T),z). The mistake recurrence time mea-
sures the time between two consecutive wrong suspicions. Ty is a random variable
representing the time that elapses from the beginning of a wrong suspicion to the next
one. TY, and Tf , also denote upper and a lower bounds respectively on the mistake
recurrence time.

Definition 3 (Mistake duration T);). The mistake duration measures the time
that elapses from the beginning of a wrong suspicion until its end (i.e., until the mistake
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is corrected). This is represented by the random variable T}, the upper and lower bounds
of which are denoted by T, and T respectively.

Definition 4 (Good period duration T¢). This is a random variable Ti; represent-
ing the duration from the time p begins to trusting ¢ to the time p next begins of suspect
q. It can be expressed as T = Tyr — Tu.

Definition 5 (Average mistake rate \,/). This measures the average rate in unit
time at which a failure detector generates wrong suspicions during the whole detection
procedure. It can be expressed by A\yy = 1 — E(Tyr).

Definition 6 (Freshness point 7;). The failure detector module computes a fresh-
ness point 7; for the i heartbeat message. If the module does not receive a message from
a process p until 7;, it suspects p, otherwise it trusts p.

Notice that the first definition relates to completeness, whereas the other metrics relate
to the accuracy of the failure detector.

2.4 QOur system model

Model We consider a partially synchronous system, that means, after some unknown time
(called GST for Global Stabilization Time), there are bounds on relative process speeds
and on message transmission times. The inter-process communication model is based on
message exchanges over the UDP communication protocol. Here we don’t consider the
relative speed of processes. However, we consider that processes have access to a local
clock device that can be used to measure the time of heartbeat passage, and these clocks
are synchronous or asynchronous. Furthermore, every process has access to a failure
detection service.

Fault: We consider a distributed system consisting of a finite set of processes Il =
{p1,p2, P3, -, Pn}- A process may fail by crashing, here a crashed process does not recover.
A process behaves correctly (i.e., according to the specification) until it (possibly) crashes.

We assume the existence of some global time (unbeknownst to processes) denoted by
GST, and that processes always make progress, furthermore, at least 6 > 0 time units
elapse between consecutive steps (the purpose of the latter is to exclude the case where
processes take an infinite number of steps in finite time) [19].

Communication channel Every pair of processes is assumed to be connected by one
unreliable communication channel [22]. An unreliable channel is defined as a communica-
tion channel: there is no message creation, alteration or duplication, while it is possible
to lose some messages.

It is a common approach to implementing failure detectors by using heartbeat mes-
sages. Consider a simple system model that consists of only two processes called p and ¢,
which are arbitrarily taken from the large system II, where process ¢ monitors process p
(see Figure 1). p may periodically send a message to ¢, or is subject to crash. Here
the sending period is called the heartbeat interval At. Process q suspects process p if it
does not receive any heartbeat message from p for a period of time determined by the
fresh-point. In the sequel, we consider the same system model.

In Figure 2.2, d; is the transmission delay of heartbeat m; from p to ¢q. For the
incoming heartbeat m; (1 < j < i), ¢ dynamically gives a response based on the new
freshpoint F'P;, which is according to network conditions (e.g., the transmission delay d;).
This model describes three cases that may occur. The first one is that heartbeat message
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Figure 2.2: Basic heartbeat failure detection model.

my from the sending time oy of process p arrives at ¢ before ¢’s freshpoint F'P;, then ¢
trusts p from the m, arrival time (here we assume that p is suspected in the initial case).
The second case is that heartbeat my from p arrives at ¢ after ¢’s freshpoint F'P,, then ¢
suspects p from F'P, until the ms arrival time. In the third case, after the sending time
0;, p crashes, then g waits for that heartbeat m, ., until its freshpoint F'P,,, then ¢ starts
to suspect p.

In a common belief, the period At is a factor that contributes to the detection time.
However, Miiller [35] shows that, on several different networks, At is little determined
by QoS requirements, but much by the characteristics of the underlying system, and [18]
suggests that there exists, with every network, some nominal range for the parameter At
with little or no impact on the accuracy of the FD.

In the conventional implementation of this model, the freshpoint is fixed. If the time
between two next freshpoints is too short, the likelihood of wrong suspicions is high,
though crashes are detected quickly. In contrast, if the time is too long, there is too much
detection time, although there are fewer wrong suspicions.

An alternative implementation of this model sets the freshpoints based on the trans-
mission delay of the heartbeat. The advantage is that the maximal detection time is
bounded, but the disadvantage is that it relies on physical clocks with negligible drift?
and a shared knowledge of the heartbeat interval At. The drawback is a serious problem
in practice, when the regularity of the sending of heartbeats cannot be guaranteed, and
the actual sending interval is different from the target one (e.g., timing inaccuracies due
to irregular OS scheduling) [18].

The two methods have advantages and disadvantages, it is difficult to conclude which
is better [18].

2.5 Adaptive failure detectors

Besides the general related work in Chapter 1.1.2, here we focused on several main recent
failure detectors, which we compared our failure detectors in Chapter 3 6.

3A straightforward implementation of clocks requires synchronized clocks. Chen et al. [30] shows
the method to do it with unsynchronized clocks, but this still requires the drift between clocks to be
negligible.

16



The goal of adaptive FDs is to adapt to changing network conditions and application
requirements. In general, adaptive FDs are based on a heartbeat strategy.

2.5.1 Chen FD

Chen et al. [30] proposed an approach based on a probabilistic analysis of network traffic.
The protocol uses arrival times sampled in the recent past to compute an estimation of
the arrival time of the next heartbeat. The timeout is set according to this estimation
and a safety margin, and recomputed for each interval.

The algorithm is described as follows: The n most recent heartbeat messages, denoted
by ms, mo, ..., m,, are considered by each process q. A, A, ..., A, are their actual
receipt times according to ¢’s local clock. When at least n messages have been received,
the theoretical arrival time EA () can be estimated by:

1
nl

k
=k—

n

where A; is the sending interval. The next timeout delay (which expires at the next
freshness point 7(;11)) is composed of F A1y and the constant safety margin . One has

T(k+1) = O+ EA(k+1). (2.2)

This technique provides an estimation for the next arrival time based on a constant
safety margin.

2.5.2 Bertier FD

Bertier et al. [16-17] estimated the safety margin dynamically based on Jacobson’s es-
timation of the round-trip time (RTT). [23]. It adapts the safety margin each time it
receives a message. Simply speaking, the adaptation of the margin « is based on the
variable error in the last estimation. Parameter v represents the importance of the new
measure with respect to the previous ones. The variable delay represents the estimate
margin, and var estimates the magnitude between errors.  and ¢ is used to adjust the
variance var. Typical values 3, ¢ and « are 1, 4 and 0.1, respectively. FA(k) denotes the
theoretical arrival time, as same as the above Chen FD. The recursive algorithm [16-17]
is as follows:

errory = Ay, — EAg) — delayy). (2.3)
delay+1y = delayy + v - errorg,. (2.4)
vargy1) = varg) + v - (lerrorg| — varag). (2.5)
A1) = B - delaygry + ¢ - vary (2.6)
and
Tht1) = EAg+1) + Qi) (2.7)

Bertier’s estimation provides a short detection time due to the effective prediction of
communication delay.
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2.5.3 Accrual failure detectors

Chandra and Toueg in [9] provide information of a boolean nature (i.e., trust vs. suspect)
on unreliable failure detectors. On a continuous scale, accrual failure detectors express a
level of suspicion [19].

The suspicion level of process ¢ with respect to process p is defined as a function sl (t)
of time to the positive real numbers and 0. It must satisfy the following two properties.

Property 2.1 (Accruement). If process p is faulty, then eventually, the suspicion
level sl,,(t) is monotonously increasing at a positive rate?.

Property 2.2 (Upper bound). If process p is correct, then the suspicion level sy, (%)
is bounded.

Depending whether the bound of Property 2.2 is known or not, Several classes of
accrual failure detectors are defined, i.e., the properties hold for the whole system (i.e., all
pairs of processes) or only part of it. Especially, the class {P,. of accrual failure detectors
considers that the bound is unknown, and it requires that the two properties above hold
between every pair of processes.

The two classes P and {»P,. have been proved to be equivalent from a computational
standpoint. This means that they can formally solve the same set of problems, i.e., one
failure detector can be implemented, the other can as well. In particular, it is sufficient to
solve agreement problems like Consensus [9] using a failure detector of class P, therefore
so does one of class $P,..

When we discuss the implementations of failure detectors, one usually considers a
somewhat weak model of partial synchrony [40], called M3 [9], where there is an unknown
time after which communication delays and process speed are bounded by an unknown
bound. As we know, it is well-know that failure detectors of class P can be implemented
in model M3. Thus, it follows that an accrual failure detector of class {)P,. can also be
implemented in this model.

2.5.4 The ¢ FD

Although the research on FDs have important technical breakthroughs, they have ob-
tained little success so far. So far as we know, there are two main reasons [18]: (1) an
FD provides an information list of suspects about which processes have crashed. This
information list is not always up-to-date or correct (e.g., an FD may falsely suspect a
process that is alive). The reason, in practice, is due to the high unpredictability of mes-
sage delays, the dynamic and changing topology of the system, and the high probability
of message losses. (2) the conventional binary interaction (i.e., trust and suspect) makes
it difficult to meet the requirements of several distributed applications running simulta-
neously. In practice, many classes of distributed applications require the use of different
QoS of failure detection to trigger different reactions (e.g., [32-34]). For instance, an ap-
plication can take precautionary measures when the confidence in a suspicion reaches a
given low level, while it takes more drastic actions once the doubt rises above a higher
level [6]. However, the traditional output of the FDs (Chen FD [30] and Bertier FD [16,
17]) is of binary nature®.

4The definition allows for stationary periods provided that there is always some positive increase after
some time [19].
*Bertier FD and Chen FD were aimed at other problems, which they both solved admirably well.
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To resolve these questions, Hayashibara and Défago et al. [18-19] developed a ¢ FD,
which outputs a suspicion level on a continuous scale, instead of providing information
of a binary nature (trust or suspect). The characteristic and the principal merit of this
approach are that it favors a nearly complete decoupling between application requirements
and the monitoring of the environment. The ¢ FD can dynamically adapt current network
conditions based on the suspicion level expressed.

The specific implementation is as follows: Let T}, denote the time when the most
recent heartbeat was received; t,,, is the current time; and Py, (t) denotes the proba-
bility that a heartbeat will arrive more than ¢ times units after the previous one. Then,
the value of the suspicion level ¢ is calculated as follows:

Sp(tnow) = _ZOQIO(IDIater(tnow - East))' (28)
Here,
1 too (@-w?
]Dlater(t) = / e 22 dr=1- F(t), (29)
oV 2w Jt

where F(t) is the cumulative distribution function of a normal distribution with mean g
and variance o2 of the inter-arrival time. Then, the value of ¢ at time t,,, is computed
by applying the equation (2.8). Finally, comparing the value of ¢ and the threshold ¢
given by specific application, it can determine to suspect or trust. If the value of ¢ is
larger than that of ¢, then the application will suspect the process which communication
with it; otherwise, it will trust it.

Now, many failure detectors can provided different QoS services to match many dif-
ferent QoS requirements of users. For a given QoS requirement, how can we set the
parameters to provide corresponding QoS for a user? In Chen FD [30], it can give a list
about the possible QoS services for users based on the different parameters of failure de-
tector. If a user require a certain QoS service, ones can match the QoS requirement from
the list of QoS services, and then choose the corresponding parameters of failure detector
by hand. Obviously, it is not applicable for actual engineering applications. Thus, we
presented a SFD, which optimizes the paper [30] and self-tunes its parameters to satisfy
the requirement of different users.

2.5.5 k-Failure Detectors

In this subchapter, we developed the k-failure detector [3] (k-FD) as a pragmatic imple-
mentation of accrual failure detectors. We first introduce the concept, which is followed
by one possible implementation.

k-FD is actually defined as a framework of failure detectors, which is not like the
failure detectors in [16] and [30]. The design objective of x-FD is to have a parametric
failure detector that allows for a gradual transition between aggressive failure detection
and conservative one.

Intuitively, k-FD works as follows based on [3]. Each given expected heartbeat can
contribute to the total suspicion level with a value ranging from zero to one. At some time
t, the contribution of some heartbeat is zero if the heartbeat is not expected (too early
or already received), then it gradually increases as the heartbeat is increasingly more
expected, to finally reach one when it is considered too late. A contribution function
defines how the contribution of a heartbeat increases with time.
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In this subchapter, based on [3], we describe the k-failure detector (a possible imple-
mentation is described in Chapter 2.6.4). The basic idea is that each missed heartbeat
contributes to raise the level of suspicion of the failure detector. First, we introduce what
the contribution of a heartbeat is. Then, we explain how the suspicion level is computed.
Finally, we discuss some useful properties of the failure detector.

(1)Heartbeat contribution (definition)

An existence of a function of time is required in the x-failure detector to represent the
evolution of the confidence that a given heartbeat will not be received in the future
(either because it was lost or because the sending process has crashed). This function,
called contribution function, returns a value between 0 and 1, where the former means
no confidence at all and the latter means total confidence. Initially, the value is zero and
remains so until some time when the heartbeat begins to be expected. Then, the value
increases and ultimately converges to one. We consider this function as a black box here,
but we propose a concrete implementation for it in Chapter 5.

More precisely, the contribution function is defined as follows:

Definition 2.7 (Contribution function). The contribution function is a function
of time which satisfies the properties below.

c:R—[0;1]
e ¢ is monotonic.
e c(0)=0

° tﬂgrloo c(t)y=1

Each heartbeat uses the function to determine the evolution of the confidence with
respect to that heartbeat. Notice that the function can be based on parameters that
change dynamically, e.g., when a new heartbeat is received. We consider that there is a
time, called the starting time, before which the heartbeat is not expected.

Definition 2.8 (Starting time). Let H* denote the i-th heartbeat (withi = 1,2, - +).
Its starting time 77, has the following property.

o Vi(i<je T, <T2)
It follows that the contribution of some heartbeat H; can be computed simply by
(2.10).
c(t) =c(t—T.) (2.10)

Notice that the nature of the contribution function is important for aggressive fail-
ure detectors but not so much for conservative ones. In practice, this is because the
contribution function defines the meaning of the fractional part of the value output by k.
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(2)Computing the suspicion level

We can define the suspicion level by summing the contributions of all expected heartbeats
with a rank higher than the most recent heartbeat received so far [3]. This is expressed by
the following equation, where x stands for the rank of the most recent heartbeat received
so far.

slgp(t) = K(t) = 272 yc(t — T;t) (2.11)

Notice that we also assume that, if process p is correct, then p sends infinitely heartbeat
messages.

(3)Properties

The properties of the x failure detector in the partially synchronous system model M3
are discussed by Chandra and Toueg [9]. Based on the model M3, there is some unknown
time called GST (which stands for global stabilization time), after which communication
and processing delays are bounded. Neither the bounds nor GST are known. There are
also no guarantees whatsoever about the delivery of messages sent before GST (e.g., such
messages can be dropped).

There are two arbitrary processes p and ¢, with ¢ monitoring p, and we establish that,
regardless of the actual contribution function, the suspicion level satisfies the properties
of both accruement (Prop. 2.1) and upper bound (Prop. 2.2). The proofs of the two
corresponding lemmas are in the appendix.

Lemma 1. Given a k failure detector running between two processes in model Mj3,
its suspicion level satisfies the accruement property (Prop. 2.1).

Lemma 2. Given a k failure detector running between two processes in model M3,
its suspicion level satisfies the upper bound property (Prop. 2.2).

These two lemmas lead directly to the following theorem.

Theorem 1 ((VpVq, k) € $P,.). Given a partially synchronous distributed system
with the properties of M3, and in which all pairs of processes monitor each other according
to k, then the resulting failure detector belongs to class {P,..

(4)Implementation of x FD

This subchapter describes a concrete implementation of the s-failure detector, based on a
failure detection strategy developed for the Phi FD [18]. We have used this implementation
to run the experiments presented in Chapter 5.

In this implementation, the contribution function of heartbeats is computed from past
heartbeat arrival times. We use the estimation made for the Phi failure detector [18], and
consider that heartbeat arrivals are spread around their expected arrival time according
to a normal distribution. This is chosen just as an approximation. The failure detector
module is divided into two main tasks, namely, the sampling of heartbeat arrivals, and
the computation of the current suspicion level. We now describe these two tasks.

Task 1: Sampling The sampling task is executed whenever a new heartbeat is
received, and gathers information about recent heartbeat arrivals. In particular, the task
maintains a sliding window of past arrivals with parameter WS as the window size. Upon
receiving a new heartbeat, the task reads the process clock and stores the heartbeat
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rank and arrival time into the sliding window (thus discarding the oldest heartbeat if
necessary).

The information is used to compute the expected arrival times of future heartbeats,
according to the method proposed by Chen et al. [30]. The idea is to consider that the
interval between heartbeat arrivals are constant, with known interval A;. The reference of
expected arrivals is shifted, such that the error made retrospectively by the actual arrival
times stored in the window is minimized.

Let A; be the arrival time of heartbeat j according to the local clock of the receiving
process, and E' Ay be the time when heartbeat j is expected to arrive. It is estimate as

follows:
1 k—1

j=k—WS—1

The task keeps track of four values that are of particular importance for the estimation
of the suspicion level: the mean i and the variance o2 of arrival times, as well as the rank
k and the arrival time Aj, where k is the highest rank among all received heartbeats.
For the first two values, this is done by simply keeping track of the sum and the sum of
squares of inter-arrival times.

Task 2: Computing « This task is invoked when some application process queries the
failure detector. The task reads the process clock and computes the suspicion level. This
is done by approximating the contribution function of expected heartbeats and summing
each of them.

Given the values obtained by the first task (i.e., u, 02, k, Ay), the contribution function
¢(t) is approximated from the cumulative normal distribution function.

¢ (z=w)?
oty = { wE e T dw iE>0 (2.12)
0, otherwise

It follows that, for some heartbeat H*, where i > k, the contribution is computed by
the function ¢’(t) shown below. Also, in Eq. (2.12), the contribution of heartbeat H®
starts one heartbeat interval before its estimated arrival. Hence, the starting time T, of
heartbeat H' is given by the following equation.

Ti, = EA, + (i — k — 1)A,

é(t) = oft — T3) (2.13)

Computing the current value of the function £(¢) is done by summing the contribution
of all heartbeats H* for which the starting time is past (i.e., where ¢t > T%).
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Chapter 3

Tuning Adaptive Margin Failure
Detection

In order to improve the QoS of failure detection, a lot of adaptive FDs have been pro-
posed [12-15], such as Chen FD [30], Bertier FD [16 - 17], and the ¢ FD [18]. In [30],
Chen et al. proposed several implementations relying on clock synchronization and a
probabilistic behavior of the system. However, it uses a constant safety margin because
the authors estimate that the model presents a probabilistic behavior [16]. We know, the
network environment is dynamic and unpredictable, heartbeats have quite different delay
to arrive to receivers. So the constant safety margin is not applicable the actual network
environments to obtain good QoS for users.

To answer these questions, this chapter compares the QoS of several adaptive FDs in
terms of their respective QoS, and then introduces an optimization over Chen FD method,
called tuning adaptive margin FD (TAM FD), and evaluate its benefits. The experiment
results demonstrate that TAM FD significantly improves QoS, especially in the aggressive
range and when the network is unstable.

Furthermore, We can find all of adaptive FDs (i.e., Chen FD, Bertier FD, and ¢ FD)
use the memory! to predict the future. Therefore, questions then arise: What is the ef-
fect of history-track-record length on the overall QoS of adaptive FDs? we evaluate the
impact of history-track-record length on the overall QoS of FDs from two aspects in the
experiments. Firstly, we compare the performance of different FDs with a certain window
size; And then, we explore the performance of FDs with different window sizes. Our ex-
perimental results over several kinds of networks (Cluster, WiFi, wired LAN, WAN) show
that the properties of the existing adaptive FDs, and that the optimization is reasonable
and acceptable. Furthermore, the extensive experimental results show what is the effect
of memory size on the overall QoS of each adaptive FD.

3.1 Tuning adaptive margin failure detection

In order to dynamically adapt a safety margin to unpredictable network, we propose
an optimization over Chen FD [30], called Tuning Adaptive Margin Failure Detector
(TAM FD). According to [24], the implementations are expected to predict future delays

Tt is very necessary to consider the effect of window size on FDs because larger history-track-record
length requires more valuable memory and CPU resources.
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by sampling the behavior of messages sent ovver a connection and by averaging those
samples into a “smoothed” delay estimate czi“.

When a heartbeat is sent to the receiver, the receipt time (how long it takes) is
recorded. Here, we assume the drift rates of clocks are very small and can be ignored.
And when many heartbeats are sent out, we can get a sequence (D) of delay samples:
D =dy,dy, ds, ... A

With each sample d;, the new predictive delay d;y; is computed from the formula:

dAZ'Jrl =oa X dAZ + (1 — Od) X di, (31)

where o (0 < o < 1) is a constant between 0 and 1, which controls how rapidly the a?iﬂ
adapts to the delay change.
The fresh-point for heartbeat (i + 1) can be computed by

Tis1 = EAiy + B+ (Jdig — di| + ), (32)

where FA; 1 =i-A(t)+d;, At) is the average sending interval in a slide window size; d;
is the average value of actual sampled delay. (3 is a variable, chosen such that there is an
acceptably small probability that the delay for the heartbeat will exceed timeout. Here,
€ is a positive constant.

In network communication, the heartbeat messages can be lost or delayed, and we
can’t get the communication delay from the sender to the receiver when it is lost. In
order to ensure the effectiveness of the proposed approach, and considering the influence
of message loss, we adopt the time series theory to fill the gaps. In detail, we fill the gaps
with a value computed by d; = (At - nag) + d;—1, where mag is the average number of
observed adjacent gaps [25].

In order to describe the proposed approach clearly, we give the following specific al-
gorithm (see Figure 3.1). The procedure works as follows: There are two processes p
(sender) and ¢ (receiver). Firstly, process p periodically sends heartbeat message to pro-
cess q. Every heartbeat message includes a sequence number to distinguish the different
messages and the sequence number is increased one every time.

And process q is to receive the message from process p. If p is in the suspecting list
(suspectlist) of ¢, and ¢ still didn’t receive the expected message j during the last 7 ticks
of ¢’s clock, then ¢ starts suspecting p and adds p into its suspectlist. Upon receiving
the expected heartbeat j from p, ¢ will compare the sequence number j and the sequence
number of the most recent heartbeat (ID,,s,). If j larger than ID,,,,, i.e., the received
heartbeat is latest and effective, then process ¢ will do the following work. Firstly, ¢ checks
if p is in the suspecting list. If p € suspectlist, then ¢ will remove p from suspectlist
and the value of 3 increase one; else the value of [ is initialized 1. And then the current
time is got, the new value of timeout is updated based on the equation (3.1) and (3.2).
The sequence number of the most recent heartbeat is updated by j and the value of j is
increased by 1. Therefore, the computation of timeout is updated based on the dynamic
of network environments.

3.2 Algorithm correctness

Before the proof of algorithm, we would like to give the following symbols used in the
proof of algorithm.
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Initialization:
7: initial value; W.S: window size; At: sending interval;
/*slide window saves the recent sampled delay*/

Win_delay| | = L; /*empty sliding window for delay*/
suspectlist| | = L; /*empty suspect list*/
ID,,s4 = 0; /*the sequence number of the most recent received heartbeat™/

Process p (Sender):

For all ¢ > 1, at time (i - At): Send heartbeat ¢ to g;

Process ¢ (Receiver):

Task 1: If p &€ suspectlist, and g didn’t receive the expected message j during the last 7
ticks of ¢’s clock

Add p to suspectlist; /*Suspect p*/;

Task 2: Upon receiving heartbeat j from p
If 5 > IDpq,

{ If p € suspectlist

{ Remove p from suspectlist;
B=p+1}
else
{8=13
tere = clock( ); /*Get the current time*/
/*Compute the delay from sending to receiving*/
dj =tere — (j — 1) - At; /*j: sequence number*/
Win_delay[ | < dj; /*save the sampled delay™*/
d; = % . Zg:j_wsﬂ Win_delay[i]; /*d;: average delay*/
EAj = j-At+dj; /*EA;j: next arrival time*/
dj+1 =a- cij + (1 —a)-dj; /*Cij+1: predictive delay*/
Tjv1 = EAj1+06-(| djy1—d; | +€); /*Compute timeout based on network variation*/
/*Update the sequence number of the most recent message I.Dy,s4 and the expected message
IDmsg =J;

j=J+1

Figure 3.1: Implementation of TAM FD
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correct(t): the set of correct processes at time instance t;

crashed(t): the set of crashed processes at time instance t;

suspectp(t): the set of suspected processes by process p at time instance t;
tast: the global stabilization time;

Apsg: the maximum time after GST, between the sending of a message and the
delivery and processing by its destination process;

terasn: the time when a process crashes;

my: the message k, where k£ means the sequence number of message;
t,r: the time when message k£ is received;

ts: the time when message k is sent;

Ti: the value of timeout of the expected message k;

E A the expected arrival time of message k;

a: a variable using for predicting the communication delay between sender and
receiver;

(: a variable using for computing safety margin of timeout;

dj: the time delay between the time that message £ is started sending and the time
that message k is received.

dy: the predicted delay for message k;

di_1: the average delay of the past messages in sliding window
WS: the sliding window size;

A;: the sending interval of message;

€: a constant using for computing safety margin;

SM(t): the safety margin at time ¢ for computing timeout.

3.2.1 Strong completeness

Theorem 3.1 Strong Completeness. Eventually every process that crashes is permanently
suspected by every correct process.

to, Vt > to,Vp € correct(t),Vq € crashed(t),

q € suspected,(t).

That is there is a time %,,,: after which no correct process g receives heartbeat mes-
sages from the crashed process p, and there is a time t;meour: after which all correct
processes ¢ permanently suspect p.
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Lemma 3.1. If process p crashed at te..sn, then there is a time t,.. after which
process q stops receiving messages from p.

tmute S tcrash + Amsgu

where A,,;; means the maximum time after GST, between the sending of a message
and the delivery and processing by its destination process, assuming that the destination
process has not failed.

Proof: All the time instants considered in the rest of this section are assumed to be
after GST. We also assume that, at these instants, all the messages sent before GST have
already been delivered and processed. These assumptions allow us to consider in the rest
of the section, that the unknown bounds on process speeds and on message transmission
times hold.

Ftasr : Vmplta, > tasr @ (tn) — tor < Apsgs

where tg, is the time when ¢ sends my and %, is the time when p receives my.
Suppose a process p crashed at t...sn. Then p stops sending heartbeat messages.

/Hmk ‘ tsk 2 tcrash-

The process ¢ cannot receive message k from process p after ¢, + A,,,. Hence process ¢
cannot receive any message from process p after ¢, + Ay,s,.

Lemma 3.2 For any sequence of k messages received by process q from p, there is a
time T after which process q starts suspecting process p if it does not receive any message
from p.

From Task 2, when the process g receives a message my_; from process p, process q
calculates a new 7, after which process ¢ starts suspecting process p. We must prove that
the 7 is always bounded. The 7 is calculated as follows (Task 2):

Tk:EAk—}-ﬁ-O czk—Jk_l | +€).

For this algorithm, if some process (p) crashed at time t..sn, then the other processes
(q) cannot receive any heartbeat from it. And p will be added into the suspectlist (Task
2 in Figure 3.1) and will never be removed from the list after ¢...s,. Therefore, p is
permanently suspected by every correct process.

In Task 2, if £ > WS, EA, is equivalent at:

1 k
ws i=k—WS—1
from our model
Loy )
EAk<— tsi+Ams —AZ*Z —f-k’A“
ws i=k—WS—1 !

as te = to(i—1) + Dy + kA, then

EA, <ty + Apsg + kA, (3.3)
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Partial result 1 The expected arrival time of the my message is bounded by:
tor < EAR <tgp+ Dpsg-
In Task 2, the safety margin SM is obtained:
Jk+1:oz-czk+(1—oz)-dk,

SM = 8- (| dps1 — dy, | +e),

ie.,

SM=8(la-di+ (1 —a)-dy—dy | +e). (3.4)

From partially synchronous system, one has

0<dp =ty —tag < Amsg- (35)
_ 1 zk:
WS Svsa !

dk+1 = Otcgk + (1 — C()dk
By recursion property of equation (3.1), one gets
dk+1 = C((Oé(gkfl + (1 - C()dkfl) + (1 - C()dk

= a?dy_1 + a(l — a)dy_; + (1 — a)dy

(3.7)
= o dy 4+ o*(1 — a)dy
+a" (1 = a)dy + ... + (1 — a)d;.
Because dy = cio =0, so
desr = 11— @)dy + " 2(1 — Q)do + ... + (1 — a)d
k ' (3.8)
=(1-a)d) o d,.
i=1
Therefore, using the same methods, we get
~ kil .
dp = (1—a)> o d;. (3.9)
i=1
Because 0 < d; < A4, therefore
0<dy < afl —aF?), (3.10)
From inequalities (3.14), (3.15) and (3.19), we get
0 < SM < B-mar(Amsg, (1 — a*72) + (1 — al,g) + ). (3.11)
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In partial result 1, we show that the expected arrival date for any message my is
bounded, and in result 2, the safety margin SM is bounded. All components of 75 are
bounded, so we can deduce 7 is bounded. If for each message my_; received from process
p, process ¢ activates a bound timeout, then there is a time after which ¢ suspects p, if it
receives no new message from p. Then strong completeness is proved.

Eventually strong accuracy
Theorem 3.2 Fventually strong accuracy. There is a time after which a correct
process is no longer suspected by any correct process.

E|tbound: vt 2 tbounda vpa q € COTT@Ct(t)a

q & suspect,(t).

Theorem 3.3 is verified if the 7, of process ¢ is large enough to avoid the situation
where process ¢ wrongly suspects process p.

Lemma 3.3. Fvery time q times out and p is correct, then (3 is increased. There is a
time tpouna where safety margin SM = [3(| ci;ﬁq — dy, | +e€) is large enough to avoid false
detection, and SM stops increasing. When SM becomes higher than A4, then no false
detection can occur.

Eltbounda Vt Z tbounda SM(t) Z Amsgy and

SM(t) = SM(t +1).

Lemma 3.4. There is a time after which 1y, is greater than (tg; + Apsg)-
Ftvound: Vt > toounds Tk = tsk + Dpsg-
Proof: From Lemma 3.1, 3.2 and 3.3, we can say that
Vmy, tg, < EA;.

With 8 increased, there is a time tpoung, after which SM(t) > A,,s,. Therefore, we
can conclude that

E|tbound: Vit > tbounda Tk > tsk + Amsg-

Theorem 3.3 is verified because if 7, is larger than (ts; + A,,sy) then process p cannot be
considered by process ¢ as having failed.

Theorem 3.3 TAM FD implements a failure detector of class P, on condition that
the system is in accordance with the system model defined in Chapter 2.1 (see the proof
of Theorem 3.1 in following).

Proof. From the result of Theorem 3.1 and 3.2, we know Theorem 3.3 holds.
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3.3 Performance evaluation

In this section, we evaluate and comparatively analyze the performance of TAM FD, ¢ FD
[18-19], Chen FD [30], and Bertier FD [16-17] in a Cluster, a WiFi network, a wired LAN
and a wide area network (WAN). The experiments are carried out with two computers.
One sends heartbeat message periodically (process p), and the other is used to record the
arrival time of every heartbeat (process ¢). Using the traceroute and ping commands, we
can observe that most of the traffic was actually routed without network breaking down.
And we can use the ping command to check the RTT. All heartbeats are transmitted
using UDP. In addition, we found that the average CPU load was nearly constant during
the experiments, and load was also below the full capacity of the two computers.

All the FDs are compared with the same experiment condition: the same network
model, the same heartbeat traffic, and the same experiment parameters (sending interval,
slide window size, and communication delay, etc.).

Structure of the section The remainder of the section 3.4 is organized as fol-
lows: We first present the general experimental setup for the next experiments. Then
in Section 3.4.1, we give the experiment in a Cluster group. Section 3.4.2 describes the
experiment in a WiFi network. In Section 3.4.3, we conduct the experiment in LAN net-
work. Section 3.4.4 describes the experiment in a WAN network. In Section 3.4.5, we give
a simple conclusion for the comparative analysis for the above four FDs. Section 3.4.6
explores the impact of memory usage on the QoS of FDs.

Experimental setup In every experiment, we have logged heartbeat sending and
arriving time into some log files. Then the transfer log files can be used to compute
the statistics mentioned above. Furthermore, we replayed the receiving times logged for
each different FD scheme and every different value of the parameters. Thus, the four FD
schemes have the exactly same scenarios, so it is a fair comparison.

In our experiments, each FD scheme uses a slide window to save past samples to
compute their estimations. Unless stated otherwise, the FDs use the same window size
(WS = 1000). The small window size is useful to save memory and CPU resources.
Furthermore, it is reasonable to analyze the data only after the slide window is full. The
network is unstable and inefficient in warmup period, therefore, the data before the full
window is excluded from our analysis.

The parameters used are as follows: in all the experiments, the basic parameters of
TAM FD are set as a = 0.85, and in order to find the best QoS and compare with the
others, here 8 € [107%,10%]. Here € is assumed to be a very small constant, then we think
€ -3 is close to 0, and € - (3 is ignored in our experiment. This is reasonable because one
can always choose a small € such that € - 3 is too small to be considered. For ¢ FD, the
parameters are set the same as in [18-19]: ® € [0.5,16]. For Chen FD, the parameters are
set the same as in [18]: a € [0,10000]. For Bertier FD, the parameters are set the same
as in [16-17]: =1, ¢ =4, v=0.1.

In these experiments, we focus on the following key performance metrics: mistake rate
(MR), query accuracy probability (QAP) and detection time. In every experiment result,
the different values of mistake rate, query accuracy probability and detection time are
obtained with the respective parameters.
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Figure 3.2: Mistake rate comparison of FDs with 95% confidence level in a Cluster case.

3.3.1 Experiment in a Cluster group

This experiment is performed with two cluster nodes, the sending node (monitored) and
the receiving node (monitoring) were located in a Cluster Group, at Japan Advanced
Institute of Science and Technology (JAIST), in Japan. The two nodes transfer messages
through a normal network connection.

Experiment setting: hardware/software/ network

The two nodes were equipped with the same hardware and software: an Intel(R)
Pentium(R) IV (CPU 2.80 GHz) and 512Kb of cache size. The operating system was
Fedora-Core 4 (Linux). The network is 1 Gb/s. The heartbeat messages were generated
at a target rate of one heartbeat every 10 ms (the sending interval).

In order to make the experiment universal, we re-did the experiments 5 times with the
same code, the same environment, and the same parameters (including the communication
delay) for each FD scheme, but with different experiment time length. The experiment
periods? are about 1 hour 1 minutes, 1 hour 4 minutes, 5 hours 3 minutes, 7 hours 5
minutes, and 9 hours 3 minutes, respectively.

For the five experiments, here we give the detailed experiment data for the one that
has the longest experiment time.

Round-trip time In the experiment, we measured the RTT. The average RTT was
0.196 ms. The standard deviation was 0.233 ms with a minimum of 0.103 ms, and a max-
imum of 1.108ms, so we get the relative standard deviation is 0.233/0.196 % 100% =
118.88%.

Heartbeat sampling The average sending rate actually measured was of one heart-
beat every 16.02ms (standard deviation: 1.71 ms; min.: 0.005ms; max.: 191.98 ms). We
got about 2024972 samples (about 9 hours and 3 minutes), and no heartbeats were lost.

Experiment results

We got behaviors of detection time, mistake rate and query accuracy probability with
a 95% confidence level in Figures 3.2-3.3. Figure 3.2 shows mistake rate comparison of
FDs, the vertical axis is on a logarithmic scale. And best values are located toward the

2Here we perform experiments for five times with five different experiment time, then we could get
general experimental results. Based on the results, we compute the more general results to compare our
FD to other existing FDs with 95% confidence level in this Cluster case.
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Figure 3.3: Query accuracy probability comparison of FDs with 95% confidence level in
a Cluster case.

lower left corner, for it means that this FD provides a short detection time and has a
low mistake rate. Figure 3.3 shows query accuracy probability comparison of FDs, the
vertical axis is on a linear scale. And best values are located toward the higher and left
corner, for it means that the FD provides a short detection time and has a high query
accuracy probability.

In Figure 3.2, when T < 0.04 s, the ¢ FD can obtain the lowest mistake rates among
the four schemes with the same detection time; And when Tp > 0.38 s, Chen FD has the
fewest mistakes; While, when 0.04 s < Tp < 0.38 s, TAM FD obtains the lowest mistake
rates except some junctions of ¢ FD and TAM FD based on the confidence interval, where
it means one can not say which one is better, both of them have good performance in
this case. Here the behavior of Bertier FD is plotted as a single point, because it has no
tuning parameters. And we found that Bertier FD doesn’t perform very well compared
with others. In Figure 3.3, we can obtain similar results about query accuracy probability
and detection time as in Figure 3.2. In summary, the ¢ FD behaves a little better in the
more aggressive range, Chen FD behaves a little better in the more conservative range,
while, the TAM FD is a little better between the above two cases.

Here I analyze the possible reasons are as follows. The Bertier FD have no dynamic
parameters to adjust, so it have only one point in Figure 3.2. It has very short detection
time and high mistake rate. For the Chen FD, ¢ FD and TAM FD, they have dynamic
parameters, and have different QoS based on the different parameters. So they are graphs.
The ¢ FD is more aggressive than Chen FD, so the ¢ FD behaves a little better in the
more aggressive range, while in the more conservative range, there are no data for ¢ FD.
That is because for Chen FD, the safety margin can be any positive values, even very large
safety margin hasn’t been useful for actual applications. Because in actual application,
large safety margin of failure detector brings large timeout, while the monitoring process
can’t wait for message from monitored process so long time. The reason why ¢ FD is
so aggressive (the detection time is always very short), we can find the reason from the
computing method of suspicion level ® (equation (2.8)). Considering the equation (2.8),
when a specific suspicion level ® is given, the expected arrival time can be computed by
equation 107% = Pluter (thow — Tiast), Where t,,,, is the expected arrival time of heartbeat
and ® € (0,). When ® becomes larger, 10~® becomes smaller quickly. Based on normal
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distribution and very short range of 10~%, the time is very limited, thus that leads to
short detection time of ® failure detector. The TAM FD is a development from Chen
FD, and it is more aggressive than Chen FD, while it is conservative than ¢ FD. That is
because the computing method of timeout in TAM FD is based on the network dynamic,
and the delay of network communication is bounded, so the safety margin can’t be any
value like that in Chen FD. In all, in the more aggressive range, the ¢ FD behaves a little
better than others; in the more conservative range, Chen FD behaves a little better than
others; Between the two extreme range, the TAM FD is a little better than others.

3.3.2 Experiment in a WiFi network

These experiments involved two Mac computers and an AirMac Extreme base station.
The AirMac extreme base station is used to build a private wireless LAN. The two Mac
computers were located in our lab, in JAIST, Japan. And they were communicating
through this normal WiFi (802.11g) network connection.

Experiment setting: hardware/software/ network

The two Macs were equipped with the same hardware and software: a PowerPC
G4 (CPU 1.5GHz) and 768 MB DDR SDRAM of Memory. The operating system was
Mac OS X (Version 10.4.8). The heartbeat messages were generated at a target rate of
one heartbeat every 100 ms (the sending interval), different from the first case, because
the communication delay is longer in WiF'i case than that in cluster group.

Similarly to the cluster case, we also re-did the experiment 5 times with the same
experiment condition, but with different experiment time. The experiment periods® are
about 1 hour 7 minutes, 2 hours 4 minutes, 6 hours 12 minutes, 9 hours 4 minutes, and
12 hours 11 minutes, respectively.

For the 5 experiments, here we give the detailed experiment data for the one (about
6 hours and 12 minutes).

Round-trip time By measurement, the average RTT is 1.829ms. The standard
deviation is 0.87 ms with a minimum of 1.176 ms, and a maximum of 21.941 ms, it is very
easy to get the relative standard deviation 0.87/1.829 x 100% = 4.76%.

Heartbeat sampling The average sending rate actually measured was of one heart-
beat every 100.60 ms (standard deviation: 8.07 ms; min.: 1 us; max.: 938.96 ms). We got
about 221,574 samples, and no heartbeats were lost.

Experiment results

We got results for mistake rate and query accuracy probability with 95% confidence
level in Figures 3.4-3.5. Figure 3.4 describes the relationship of mistake rate and detection
time in these four FDs on a logarithmic scale. Figure 3.5 shows the change of the query
accuracy probability with different detection time on a linear scale. We find that all of
these FD have a similar trend.

In Figure 3.4, with Tp < 0.34 s, the ¢ FD has the lowest mistake rate, and except for
that, TAM FD and ¢ FD have similar mistake rates considering the 95% confidence level,
while the mistake rates of the TAM FD and ¢ FD are lower than Chen FD’s. Furthermore,
when Tp < 0.24 s, the TAM FD and Chen FD have the similar mistake rates, and except
for that, TAM FD has a lower mistake rates than Chen FD. Here the behavior of Bertier
FD is also plotted as a single point. In Figure 5, when T < 0.28 s, the ¢ FD has the

3Here we perform experiments for five times with five different experiment time, then we could compute
the general results to compare our FD to other existing FDs with 95% confidence level in this WiFi case.
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Figure 3.5: Query accuracy probability comparison of FDs with 95% confidence level in
a Wireless case.

highest query accuracy probability. When T} is between 0.28 s and 1.10 s, TAM FD has
the highest query accuracy probability. When Tp > 1.10 s, all of TAM FD, ¢ FD and
Chen FD achieve good query accuracy probability. In summary, in this WiFi case, ¢ FD
has slightly better performance than the other three FDs in the aggressive range of FD.
In the conservative range, TAM FD and ¢ FD have a similar result, and they behave a
little better than Chen FD.

We analyze the reason for the above results in this WiFi case with the average RTT
about 1.829 ms: there are no lost data, and the variation of delay is still small (RTT
standard deviation is about 0.87 ms), so WiFi is a comparatively stable case. Thus, ¢
FD with normal distribution can obtain better performance, while TAM FD also obtains
the similar performance to ¢ FD in the conservative range. Seen from the above results,
we find in stable case, TAM FD and ¢ FD can achieve better performance than Chen FD
and Bertier FD in terms of lower mistake rates, higher query accuracy probability and
shorter detection time.
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Figure 3.6: Mistake rate comparison of FDs in a LAN case.
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Figure 3.7: Query accuracy probability comparison of FDs in a LAN case.

3.3.3 Experiment in a LAN

This experiment also involved two Mac computers in a wired LAN. The sending host

(monitored) and the receiving host (monitoring) were located in our lab, within about 30
meters, at JAIST, in Japan.

Experiment setting: hardware/software/ network

All the settings of the computers are the same as in the above WiFi experiment. The
two computers are connected through a single 100 Mbps Ethernet hub, with no other
systems attached.

Round-trip time The average RTT is 0.72ms. The standard deviation is 0.70 ms
with a minimum of 0.60 ms, and a maximum of 1.11 ms, so we get the relative standard
deviation is 0.70/0.72 x 100% = 97.22%.

Heartbeat sampling Considering the communication delay in LAN case, the heart-
beat sending interval is 10 ms. The average sending rate actually measured was of one
heartbeat every 10.19 ms (standard deviation: 8.48 ms; min.: 6 us; max.: 887.47 ms). There

were 367,662 samples received (1 hours 2 minutes and 26 seconds), and no heartbeats were
lost.

Experiment results
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Figure 3.8: Mistake rate comparison of FDs with W.S = 1000 in a WAN case.

The results of the experiment are depicted in Figures 3.6-3.7. In Figure 3.6, when
Tp < 0.109 s, ¢ FD has the lowest mistake rate, and when Tp > 0.109 s, TAM FD and
¢ FD have similar mistake rates, while the mistake rates of the TAM FD and ¢ FD are
lower than Chen FD’s until Tp = 0.503 s. Eventually, when T, > 0.503 s, Chen FD has
the lowest mistake rates. Figure 3.7 describes the relationship between detection time
and query accuracy probability for each FD. In Figure 3.7, when Tp < 0.2 s, TAM FD
gets the highest query accuracy probability, after that period, Chen FD gets the highest
query accuracy probability, and TAM FD obtains the higher query accuracy probability
than ¢ FD. In summary, in the aggressive range: ¢ FD has a slightly lower mistake rates
than the other three FDs, while TAM FD gets the highest query accuracy probability. In
the conservative range (Tp < 0.503 s), Chen FD behaves a little better than the other
three FDs. While, when 0.1 s < Tp < 0.2 s, TAM FD gets a little better performance
than the others.

The reasons of the above results in this wired LAN is: there are no lost data yet?.
Compared with the previous cluster case, this wired LAN has longer average RTT (0.72 ms
> 0.196 ms), and the variation of delay for wired LAN is larger than that of cluster (0.70
ms > 0.233 ms). Then we note that, when the network system becomes more unstable,
compared with the other three FDs, TAM FD obtains a little better performance.

3.3.4 Experiment in a WAN

In order to further compare QoS of these four FDs, we carried out an experiment in WAN.
In this experiment, we use the exactly same trace files from the paper ¢ FD [18-19], and
these trace files are publicly available on our lab web [27]. So this gives a common ground
for comparing the results of TAM FD, Chen FD [30] and Bertier FD [16-17] with the

earlier ¢ FD results [18-19].
That experiment involves two computers: one was located at the Swiss Federal In-

stitute of Technology in Lausanne (EPFL), in Switzerland. The other one was located
in JAIST, Japan. The two computers communicate through a normal intercontinental
Internet connection.

Experiment setting: hardware/software/network

4it is comparatively stable, while it have larger fluctuation than that of cluster.
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Figure 3.9: Query accuracy probability comparison of FDs with WS = 1000 in a WAN
case.

In this experiment, the two computers have same equipments and same operating
systems with those in [18-19]. By checking the network connection, one found that the
two hosts and network link did not break down. Furthermore, the average CPU load for
sending host and receiving host were 1/67 and 1/22, respectively.

Heartbeat sampling The experiment started on April 3, 2004 at 2:56 UTC, and
finished on April 10, 2004 at 3:01 UTC. During the one week experiment period, the
heartbeats were generated at a target rate of one heartbeat every 100 ms (the send-
ing interval) due to the long communication delay in WAN. The average sending rate
actually measured was one heartbeat every 103.501 ms (standard deviation: 0.189 ms;
min.: 101.674 ms; max.: 234.341 ms). Furthermore, 5845713 heartbeat messages were sent
out, while only 5822521 of them were received, so message loss rate was about 0.399 %.

By checking the traces files more closely, one found the messages losses were because
of 814 different bursts. The majority of total bursts were the short length bursts. While
the maximum burst-length was 1093 heartbeats (only one), it lasted about 2 minutes.

Round-trip time The average RTT is 283.338 ms, it is with a standard deviation of
27.342ms, a minimum of 270.201 ms, and a maximum of 717.832 ms, the relative standard
deviation is 27.342/283.338 * 100% = 9.65%.

Experiment results

The results of the experiment are depicted in Figures 3.8-3.9. In Figure 3.8, when
Tp < 735.3 ms, TAM FD obtains the lowest mistake rate among the four FDs. When
Tp > 735.3 ms, Chen FD has the lowest mistake rate, compared with the other three FDs.
It is clear that TAM FD has a slightly lower mistake rate than ¢ FD in all detection times.
Here Bertier FD is still plotted as a single point. Query accuracy probability comparison
of FDs in a WAN is shown in Figure 3.9. From Figure 3.9, we find: when Tp < 394.3
ms, TAM FD has the highest query accuracy probability; when Tp > 394.3 ms, ¢ FD
has the highest query accuracy probability. With sufficient detection time, Chen FD has
the highest query accuracy probability and eventually, and reaches the maximum value
100%. In summary, in the aggressive range of FD: TAM FD behaves a little better than
the other three FDs in terms of the low mistake rate and high query accuracy probability.
In the conservative range, Chen FD behaves a little better than the other three FDs.

We analyze the reasons of the above results in this WAN: there are some bursts or
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Figure 3.10: Mistake rate comparison of FDs with WS = 100 in a WAN case.

network congestion which lead to 0.399% lost data. Compared with the previous cluster
case and wired LAN case, the WAN has larger RT'T and more variability of transfer delay
with more message loss, so the network is unstable. In this case, we found the TAM FD
obtains a slightly better performance in the aggressive range of FD.

3.3.5 Comparative analysis for the four FDs

From all the above experimental results, the following remarks can be made: By pre-
dicting fresh point effectively with equations (3.10) and (3.11), all the above experiments
demonstrate that TAM FD is an effective improvement over Chen FD and Bertier FD in
terms of short detection time, low mistake rate and high query accuracy probability. In
stable cases (no message loss and small variability of delay), such as in a cluster group,
WiFi and wired LAN: In the aggressive case, TAM FD’s QoS is better than Chen FD’s
and Bertier FD’s; With more detection time, the performance of TAM FD is almost as
good as that of ¢ FD.

Especially in unstable network environment, such as WAN, TAM FD obviously per-
forms better than the others in aggressive case. However, we use the same fixed history-
track-record length (1000) in the above experiments. Here, we would like further to
explore how the history-track-record length affects on QoS of FDs in WAN case.

3.3.6 Effect of history-track-record length on QoS of FDs

In this section, we analyze the effect of history-track-record length on the FDs from two
aspects: (1) Given a certain window size, we compare the performance of different FDs;
(2) For each FD, we explore the performance change with different window sizes. Here we
use the same experiment conditions and the same samples as in Section 3.6.4. Since the
similar results were also got in other cases (cluster group, WiFi network, wired LAN), we
didn’t put them in this part due to the limited space. You can find them in the extended
version of this chapter.

Performance comparison of different FDs

In Section 3.6.4, we have analyzed experiment results for different FDs with W.S =
1000. Here we give results for two other cases WS = 100, and W.S = 10000 in Fig-
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Figure 3.12: Mistake rate comparison of FDs with W.S = 10000 in a WAN case.

ures 3.10-3.13. We find similar results to the WS = 1000 case.

In Figure 3.10, Chen FD has a slightly lower mistake rate than ¢ FD. When T, < 0.427
s, TAM FD has the lowest mistake rate than the other FDs. Except for that, Chen FD
has a little lower mistake rate than TAM FD. In Figure 3.12, when Tp < 2.571 s, TAM
FD has the lowest mistake rate than the other FDs. Except for that, Chen FD has the
lowest mistake rate. Furthermore, Chen FD and ¢ FD have many points of intersection.
In Figure 3.11, TAM FD has the highest query accuracy probability than the others with
Tp < 0.309 s, except for that, Chen FD has the highest value. In Figure 3.13, TAM FD
also has the highest query accuracy probability than the others with T, < 0.562 s, except
for that, @ FD has the highest value. Figures 3.11 and 3.13 are respectively similar to
Figures 3.10 and 3.12. In summary, in the aggressive range of FDs, TAM FD behaves a
little better than the other three FDs in terms of the lowest mistake rate and the highest
query accuracy probability with the shortest detection time.

As a whole, when window size changes from small to large (window size is set at 100,
1000, and 10000), TAM FD and ¢ FD become better and better compared with Chen FD
and Bertier FD in the aggressive range; Furthermore, TAM FD outperforms ¢ FD, Chen
FD and Bertier FD in the aggressive range.
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case.

Experiments with different window sizes

The extension experiment results are shown in Figures 3.14-3.15 (Chen FD), 3.16-3.17
(¢ FD) and 3.18-3.19 (TAM FD) with different window sizes in a WAN. In Figures 3.14-
3.15, it is clear that Chen FD with smaller window size has better performance in terms
of short detection time, low mistake rate and high query accuracy probability.

In Figure 3.16, for 0.1414 s < Tp < 0.21535 s, we can get lower mistake rate with
larger window size. For other detection times, except for the W.S = 1000 case, all the
other four cases show that lower mistake rate is possible with larger window size. In
Figure 3.17, except for the WS = 1000 case, larger window size provides better query
accuracy probability. In Figures 3.18-3.19, we can find the change of window sizes has less
effect on the performance change compared with Chen FD and ¢ FD. Therefore, TAM
FD uses less window size to get acceptable performance and thus it can save valuable
memory resources. For Bertier FD, the mistake rate (1/s) and detection time (s) are
(0.10825, 0.255) for WS = 20, (0.10886,0.257) for WS = 100, (0.10863,0.254) for WS =
1000, and (0.10859,0.252) for WS = 10000. It is clear that the effect of window size on
Bertier FD is smaller compared with Chen FD and ¢ FD.
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Figure 3.15: Query accuracy probability comparison of Chen FD with different window
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Figure 3.16: Mistake rate comparison of ¢ FD with different window sizes in a WAN case.

In summary, for the effect of history-track-record length on the QoS of FD, ¢ FD
has a tendency for larger window size to achieve better performance, except for 1 case’;
however, the larger window size for Chen FD leads to worse performance; for TAM FD
and Bertier FD, the effect of window size on their QoS is negligible.

3.4 Conclusion

In this chapter, we compared QoS metrics of several adaptive FDs, discussed their prop-
erties and their relation, and then proposed one optimization over the existing methods.

From all the above experimental results, we use the same fixed history-track-record
length (1000 samples). All the above experiments demonstrate that TAM FD is an
effective improvement over Chen FD and Bertier FD in terms of short detection time,
low mistake rate and high query accuracy probability. Here we compare TAM FD to ¢
FD from two aspects. (1)In stable cases (no message loss and small variability of delay),

°For ¢ FD, this conclusion in WAN is similar to the result in WiFi [28], where one needs a longer
window size and a large threshold if one requires high accuracy.
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Figure 3.18: Mistake rate comparison of TAM FD with different window sizes in a WAN
case.

such as in a cluster group, WiFi and wired LAN: In the aggressive case, TAM FD’s QoS
is better than Chen FD’s and Bertier FD’s; With more detection time, the performance
of TAM FD is almost as good as that of ¢ FD. (2) In unstable network environment, such
as WAN, TAM FD obviously performs better than the others in aggressive case.

Specially, the Bertier FD have no dynamic parameters to adjust, so it have only one
point in Figure 3.2. It has very short detection time and high mistake rate. For the Chen
FD¢ FD and TAM FD, they have dynamic parameters, and have different QoS based
on the different parameters. The ¢ FD is more aggressive than Chen FD, so the ¢ FD
behaves a little better in the more aggressive range, while in the more conservative range,
there are no data for ¢ FD.

TAM FD is a development from Chen FD, and it could adjust his safety margin based
on the network environments. TAM FD’s QoS is better than Chen FD’s in the aggressive
case, while Chen FD is better in the conservative case.

The ¢ FD is very aggressive. In stable cases (such as in a cluster group, WiFi and
wired LAN), ¢ FD behave better than Chen FD and TAM FD in more aggressive range;
in the more conservative range, Chen FD behaves a little better than TAM FD and ¢ FD;
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Figure 3.19: Query accuracy probability comparison of TAM FD with different window
sizes in a WAN case.

Between the two extreme range, the TAM FD is a little better than others. In unstable
cases, such as WAN there are great change about the transfer delay, so at same detection
time, ¢ FD and Chen FD get large mistakes. While our TAM FD could adjust his safety
margin based on the network environments, and the less mistakes than ¢ FD and Chen
FD. So TAM FD obviously performs better than the others in aggressive case.

Furthermore, we also analyzed the impact of history-track-record length on the per-
formance of FDs by experiments. Experiment results demonstrate that the impact of
memory usage on the overall QoS is different based on the different FDs. In summary,
¢ FD has a tendency for larger window size to achieve better performance, except for
special cases. However, the larger window size for Chen FD leads to worse performance.
For TAM FD and Bertier FD, the effect of window size on their QoS is very small and
can be negligible.

By comparing the performance of the existed failure detectors by a lot of experiments,
the users in actual application can choose a suitable failure detector. For example, for
an application that has very limited memory (for example, there are very limited mem-
ory in some sensor networks), Bertier FD is suitable for such users. If the applications
(for example, some applications on chemistry) are not sensitive to detection time, while
needing as low as possible mistake rate, then Chen FD is more suitable for such require-
ments compared with other existed failure detectors. If an application (for example, the
application on planes) more cares about detection time while allowing a certain mistake
occurring, then TAM FD is a best choice. In all, this chapter first proposed an good fail-
ure detector and then provides useful information about performance of failure detectors
to help application users selecting suitable failure detector based on their requirements.
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Chapter 4

Exponential Distribution Failure
Detector

Hayashibara and Défago et al. [18] developed a ¢ FD, which assumes that the inter-
arrival times follow a normal distribution, and computes a value ¢ with a scale that
changes dynamically to match recent network conditions (i.e., this FD outputs suspicion
level on a continuous scale, instead of traditional binary information. This is different
from the other FDs). From the statistic analysis of the experimental results (see 4.1.2),
we found the normal distribution is not a reasonable assumption for the approximation of
the heartbeat inter-arrival time, especially in large scale distributed networks or unstable
networks®.

Therefore, in this chapter we propose a novel estimation of the distribution for the
inter-arrival time, called the exponential distribution failure detector (ED FD), as an
extension of ¢ FD [18]. Briefly speaking, the ED FD works as follows. The protocol uses
a sliding window to maintain the most recent samples of the arrival time, similarly to
conventional adaptive FDs [6, 30, 16]. The distribution of past samples in the sliding
window is used as an approximation for the probabilistic distribution of future heartbeat
messages. With this information, the suspicion level is computed using a scale that
changes dynamically to match recent network conditions. By design, ED FD can adapt
well to changing network conditions, and the requirements of any number of concurrently
running applications. The experimental results demonstrated that ED FD provides the
flexibility required for implementing a truly generic failure detection service. Furthermore,
we comparatively evaluated our failure detection scheme with existing schemes (Chen FD
[30], Bertier FD [16, 17], and ¢ FD [18]) by extensive experiments in four cases: a cluster
group, LAN, and wide area network (WAN), and wireless network. The experimental
results demonstrated that ED FD outperforms the existing FDs in terms of short detection
time, low mistake rate and high query accuracy probability.

4.1 Exponential distribution failure detector

In this section, firstly an optimized ED FD over ¢ FD is presented, and then we explain
why ED FD is an optimization over ¢ FD. Finally, we give a more precise description on

'Here the unstable networks means the networks have the high unpredictability of message delays,
the great dynamic changing topology of system, and the high probability of message losses.
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the implementation of ED FD.

The ¢ FD can output suspicion information on a continuous scale, and can adapt
equally well to changing network conditions and the requirements of any number of con-
currently running applications. But we found the normal distribution in ¢ FD (see Fig-
ure 4.1(a)) is not a reasonable assumption for the approximation of the heartbeat inter-
arrival, especially, in large scale distributed networks or unstable networks. Thus, this
paper develops the optimization over ¢ FD, called ED FD, to estimate the arrival time
of the coming heartbeat.

4.1.1 ED FD algorithm

In this subsection, We assume that inter-arrival times follow an exponential distribution
(see Figure 4.1(b)).

The ED FD implements the abstraction of an accrual FD in which the suspicion level
is given by a value called e,4, expressed on a scale that is dynamically adjusted to reflect
current network conditions. Then, the value of suspicion level e is calculated as follows.

ed(tnow> d:ef F(tnow - tlast)a (41)

where the F'(t) is an exponential distribution function, and one has

F(t)=1-¢, (4.2)

where ¢ > 0, and A = 1/u (u is the average value of the past sampled inter-arrival times).

In this scheme, when Tp = p, it corresponds to a higher probability (1 — 1/e) than

0.5. And when Tp > pu, the sample data has larger probability than Tp < p. Then this

scheme can catch the most sample data using a high probability, especially, the sample

data that has the maximum probability of inter-arrival time. It is very reasonable and
important for a good approximation.

4.1.2 Why ED FD is an optimization over ¢ FD

This section gives a comparative analysis of ED FD and ¢ FD based on the statistics of
real sample data in several kinds of networks (a cluster group, wired LAN, WAN, and
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wireless), and shows the probability distribution properties of arrival interval periods.
Based on the properties, we analyze the normal distribution in ¢ FD [18], and then
present the improved exponential distribution scheme over ¢ FD.

Experiment setting and method

For a wired LAN case, the sending host was located at Tsurugi, Ishikawa, Japan, and
the receiving host was located at Japan Advanced Institute of Science and Technology
(JAIST), Nomi, Ishikawa, Japan. There were 347,940 samples received (about 1 hour
and 6 minutes). We find the average inter-arrival time is 10,782 us (min.: 5 us; max.:
488,865 ps). Then from the minimum to the maximum, every 50 us as a unit, we can
get 9,778 sample units, and the last one only has 10 us time length. We can find the
number is different in every statistic unit. So the probability for each unit is the value
that the total sample data divided by the different number in every time unit. The other
experimental setting for the wired LAN is shown in sub-Chapter 4.4.3.

For the cluster, wireless, and WAN cases, we used the same method to deal with the
sample data, except that the WAN case used 100 us as a statistic unit. Furthermore, the
relevant experimental setting and sample data for cluster, wireless and WAN cases are
shown in sub-Sections 4.4.1, 4.4.2, and 4.4.4, respectively.
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Statistical experimental results

Based on the above experimental setting and statistic method, we got the experimental
results of probability distribution and average detection time (see Figure 4.2). In each
sub-figure of Figure 4.2, the circle point with a dashed line indicates the average value
of all inter-arrival times. The average values are 16.05 ms for a Cluster case, 100.25 ms
for a wireless case, 10.85 ms for a LAN case, and 103.3 ms for a WAN case, respectively.
It is clear that, in general, probability near the average value of all inter-arrival times is
higher than that far from the average value, and most samples have an inter-arrival time
that is near the average value. Furthermore, the inter-arrival times with the maximum
probability are 16.10 ms for a Cluster case, 100.30 ms for a wireless case, 11.15 ms for
a LAN case, and 103.6 ms for a WAN case, respectively. Therefore it is clear that the
inter-arrival time with the maximum probability in the each experiment is larger than the
mean of all inter-arrival times, except that the inter-arrival time is similar to the mean of
all inter-arrival times in wireless case.

The statistical analysis of sample data

There is an assumption that heartbeat inter-arrival times are influenced by a lot of inde-
pendent unknown factors (central limit theorem) [18]. Chen el al. [30] and Hayashibara
et al. [18] presented the estimation of the distribution for inter-arrival times: they follow
a normal distribution. And the probability that a given heartbeat will arrive more than
t time units later than the previous heartbeat is expressed in Equation (4.2).

Figure 4.1(a) shows the result of the probability distribution and inter-arrival time for
¢ FD [18], and pu is the mean of all inter-arrival time. It is clear that the inter-arrival
time is p with 0.5 probability. While, by doing a lot of statistic experiments, we found,
in ED FD (see Figure 4.1(b)) inter-arrival time equals p, the corresponding probability
of inter-arrival time is (1 — 1/e), it is much larger than 0.5.

Based on the Figure 4.2, it is obvious that the range near y is a sensitive range, the
Exponential distribution has a higher slope than that of Normal distribution. It means
that in the sensitive range, Exponential distribution can depict the network heartbeat
activity clearer than Normal distribution. Then it is a more aggressive scheme than
¢ FD, and ED FD estimation has a little less estimation errors than ¢ FD estimation.

Furthermore, we found local sample data in a window has similar statistical results as
shown in Figure 4.2, and ¢ FD used the estimation Equations (2.8-2.9) to compute the
value ¢ for the upper applications. Obviously, ED FD is more reasonable than ¢ FD.

4.1.3 Implementation of ED FD

This section first describes the architecture of ED FD, then presents the specific imple-
mentation algorithm of ED FD.

The architecture of ED FD

Conceptually, the implementation of ED FD on the a monitoring process ¢ can be de-
composed into three basic parts: Monitoring, Interpretation, and Action [18].

In traditional timeout-based FDs (Chen FD [30] and Bertier FD [16, 17]), the monitor-
ing and the interpretation are combined within the FD, and the output is binary. While
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ED FD, as an accrual FD, provides a lower-level abstraction that avoids the interpretation
of monitoring information. Some value, the suspicion level associated with each process,
is then left for the applications to interpret [18].

Application processes set a suspicion threshold according to their own QoS require-
ments: a low threshold generates many wrong suspicions but with a quick detection of an
actual crash; Conversely, a high threshold is prone to generate fewer mistakes, but needs
more time to detect actual crashes.

The implementation of ED FD

As an accrual FD, the implementation of ED FD is quite simple. After warm-up period,
when a new heartbeat arrives, the inter-arrival time is put into a sampling slide window,
and at the same time, the former oldest one is pushed out of the sampling window. Then
the arrival time in the sampling window is used to compute the distribution of inter-
arrival times, and get the average inter-arrival time p in this slide window. After that,
based on Equation (4.1) and Equation (4.2), we can compute the current value e4. At
last, applications compare the value e4 and its threshold, then they will carry out some
actions, or start to suspect the process. The detail information for the implementation of
ED FD is shown in Figure 4.3.

4.2 Algorithm correctness

From the view of theory, the ED FD belongs to the class {P,., that is sufficient to solve
the Consensus problem. And it satisfied the property of accrual failure detector [19],
accruement property and upper bound property.

Lemma 4.1 (Accruement) If process p is faulty, then eventually, the suspicion level
slgp(t) is monotonously increasing at a positive rate.

p € faulty(F) = IK3QVE > K (slgp(t1 (k) < slgp(ti™V(k +1))A
slop(15™ (K)) < slgp(t"(k + Q)))

proof: If process p is faulty, the most recent arrival time of heartbeat ¢, is constant,
at time slot t2"(k), the suspicion level e  is

slyp(tY (k) = eq(tTV(k)) = F(t9Y (k) — tigsr) = 1 — e A& R 7tass)

q q q

With time flying, in time slot ¢Z¥(k + 1), the suspicion level is:
slop(tTV(k + 1)) = eq(tT(k + 1)) = FtIY(k + 1) — taq) = 1 — e M D ~ta),
Since tI"¥(k) <t (k + 1), we get
=AY (k) = tiase) > =AY (b + 1) — tiase),

and
eiA(thy(k)ftlast) > eiA(tZT‘y(kJ"l)*tlast)'

Therefore,

At (k) —t10s MY (k1) —t1qs
1—e (q()lt)gl_e (tq ¥( )lt)’
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Initialization:
W S: window size;
At: sending interval;
tiast = 0; /*Last arrival time of last heartbeat™/
Win_arr[| = L; /*empty slide window for inter-arrival times*/

ID,,sq = 0; /* the identifying number of most recent received heart-
beats™®/

Process p (Sender):
For all ¢ > 1, at time (i - At): Send heartbeat HT; to g;

Process ¢ (Receiver):
Task 1: If ¢ didn’t receive message during a certain time period of ¢’s
clock

Increase eg4; /*Suspect p*/

Task 2: Upon receiving heartbeat HT; from p
If 5 > IDp,

{

tert = clock(); /*Get the current time*/
Win_arr[| = (tert — tiast);

A=WS/ EZ;?WSH Win_arr[i];

eg = 1 — e Mltert—tiast).
tiast = tert;

/*Update the sequence number of the most recent message ID,,;, and
the expected message

]Dmsg:j;
J=3+1

}

Application k:
Compare eq with the threshold E% (from application requirement);

Carry out some actions or start to suspect p;

Figure 4.3: Implementation of ED FD.
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ie.,
Sl (K7 () < sl (K7 (4 1)).

At time slot tIV(k +Q), Q > 0, t7¥(k + Q) > tI"(k). Using the above same method and
conclusion, we can get

slap(tg (K)) < slgp (87 (k + Q))-

Therefore, ED failure detector satisfied the accruement property.

Lemma 4.2 (Upper bound) If process p is correct, then the suspicion level slg(t)
18 bounded.
p € correct(F) = 35 Ly : Vt(slyp(t) < SLpax)

Proof: If process p is correct, based on the system model, the process p always make
progress in finite step after some global time GST, that means, the ¢ eventually receives
the heartbeat message from p. That is, there exists t,,,,, when the heartbeat message
from p arrives at q. At any arbitrary time ¢, where t < t,,4..

Sl(lp(tmaac) = ed(tmax) - F(tmax - tlast) =1- e_A(tm(w _tlaSt)'

slyp(t) = €q(t) = F(t = tiasy) = 1 — e hast),
Based on Property 1, we know slqp(t) < Slqp(tmaac) = SLua.

Theorem 4.1 ED FD implements an FD of class {P,., on condition that the system
is in accordance with the system model defined in Chapter 2.1.

Proof From Lemma 4.1 and 4.2, we can make the following remarks: The proposed
ED FD satisfied the class P, of accrual failure detector.

4.3 Performance evaluation

In this section, we evaluate and comparatively analyze the performance of ED FD, ¢ FD
[18], Chen FD [30], and Bertier FD [16, 17] in a cluster, a wireless network, a wired local
area network (wired LAN) and a wide area network (WAN).

The experiments are carried out with two computers. One (process p) sends messages
periodically using UDP, and the other one (process q) receives the messages from process
p. In every experiment, the heartbeat sending and arrival times are logged into the log
files. These log files are replayed for each FD scheme to ensure the fairness of comparison.
That means all the FDs are compared with the same experimental conditions: the same
network model, the same heartbeat traffic, and the same experiment parameters (sending
interval, slide window size, and communication delay, etc.). Thus, it provides an exactly
fair experimental platform for every FD.

Interestingly, using the traceroute and ping commands, we observed that most of the
traffic was actually routed with no network breakdowns. And we also used the ping
command to check the RTT between the sender and the receiver. In addition, we found
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that the average CPU load was nearly constant during the experiments and was also
below the full capacity of the two computers.

Structure of the section The remainder of the section 4.4 is organized as follows:
We first present the general experimental setup for the next experiments. Then in Sec-
tion 4.4.1, we give the experiment in a Cluster group. Section 4.4.2 describes the exper-
iment in a WiFi network. In Section 4.4.3, we conduct the experiment in LAN network.
Section 4.4.4 gives a simple conclusion for the comparative analysis for the above four
FDs.

Experimental setup In the experiments, each FD scheme used a slide window to
save past samples to compute their estimations for the future. All the experiments for the
four FDs used the same fixed window size (WS = 1,000). Furthermore, it is reasonable
to analyze the sampled data only after the slide window is full, because the network is
unstable during warmup period.

The main parameters are as follows: In order to find the best QoS and compare with
the others, here E; € [107%,10] for ED FD; For ¢ FD, the parameters are set the same
as in [18]: ® € [0.5,16]; For Chen FD, the parameters are set the same as in [30]: « €
[0,10000]; For Bertier FD, the parameters are set the same as in [16, 17]: § =1, ¢ = 4,
v = 0.1. In each experiment, the other basic experimental parameters of FDs are the
same.

In these experiments, we focus on the following key performance metrics: mistake
rate, query accuracy probability and detection time. In every experiment result, different
values of mistake rate, query accuracy probability and detection time were obtained with
the respective parameters.

4.3.1 Experiment in a Cluster group

This experiment was performed with two cluster nodes, the sending node (monitored)
and the receiving node (monitoring) were located in a Cluster Group, at Japan Advanced
Institute of Science and Technology (JAIST), in Japan. The two nodes transfer messages
through a normal network connection.

Experiment setting: hardware/software/network

The two nodes were equipped with the same hardware and software: an Intel(R) Pen-
tium(R) IV (CPU 2.80 GHz) and 512 Kb of cache size. The operating system was Fedora-
Core 4 (Linux). The network is 1 Gb/s. The heartbeat messages were generated at a
target rate of one heartbeat every 10 ms (the sending interval).

In order to make the experiment general, we re-did the experiments 5 times with the
same code, the same environment, and the same parameters for each FD scheme, but
with different experiment times. The experiment periods? were about 1 hour 1 minute, 1
hour 4 minutes, 5 hours 3 minutes, 7 hours 5 minutes, and 9 hours 3 minutes.

For the 5 experiments, here we show the detailed experimental data for one typical
example (about 1 hour 4 minutes).

2Here we perform experiments for five times with five different experiment time, then we could get
general experimental results. Based on the results, we compute the more general results to compare our
FD to other existing FDs with 95% confidence level in this Cluster case.
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Figure 4.5: Query accuracy probability vs. detection time with 95% confidence level in a
cluster.

Heartbeat sampling We got 229,453 samples, and no heartbeats were lost. The
average sending rate actually measured was of one heartbeat every 16.015ms (standard
deviation: 1.709 ms; min.: 0.005 ms; max.: 191.977 ms).

Round-trip time In the experiment, we measured the RTT. The average RTT was
0.387ms. The standard deviation was 0.756 ms with a minimum of 0.100 ms, and a max-
imum of 3.101 ms.

Experimental results

The experimental results for detection time, mistake rate and query accuracy probability
with a 95% confidence level are shown in Figures 4.4-4.5. Figure 4.4 shows mistake rate
comparison of FDs, where the vertical axis is on a logarithmic scale. We believe that the
best values are located toward the lower left corner, for that means this FD provides short
detection time and has a low mistake rate. Figure 4.5 shows query accuracy probability
comparison of FDs, where the vertical axis is on a linear scale. And the best values are
located toward the higher left corner, which means that the FD provides short detection
time and has a high query accuracy probability.
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In Figure 4.4, when Tp < 48 ms, the ED FD can obtain the lowest mistake rates
among the five schemes with the same detection time; And when T > 48 ms, ¢ FD has
the fewest mistakes. In Figure 4.5, ED FD, TAM FD and ¢ FD all obtain higher query
accuracy probability than Chen FD with some junctions of ED FD and ¢ FD based on
the confidence interval, all of ED FD, TAM FD and ¢ FD have good query accuracy
probability.

In summary, the ED FD behaves a little better than the other four FDs in the more
aggressive range (i.e., Tp < 48 ms). Chen FD behaves slightly better than the other four
FDs in the more conservative range (i.e., Tp > 327 ms).

Here I analyze the possible reasons are as follows. Here the behavior of Bertier FD is
plotted as a single point, because it has no tuning parameters. And obviously we found
that Bertier FD doesn’t perform very well compared with the others. The ¢ FD is more
aggressive than Chen FD, and the ED FD is an improved detector from ¢ FD, it is more
aggressive than ¢ detector.

4.3.2 Experiment in a Wireless network

These experiments involved two Mac computers and an AirMac Extreme base station.
The two Mac computers were located in our lab, in JAIST, Japan. The AirMac extreme
base station was used to build a private wireless LAN for two Mac computers.

Experiment setting: hardware/software/network

The two Mac computers were equipped with the same hardware and software: a PowerPC
G4 (CPU 1.5GHz) and 768 MB DDR SDRAM of Memory. The operating system was
Mac OS X (Version 10.4.8). The heartbeat messages were generated at a target rate of
one heartbeat every 100 ms (the sending interval).

Heartbeat sampling We got 435,799 samples, (about 12 hours, 10 minutes and 34
seconds), and no heartbeats were lost. The average sending rate actually measured was
of one heartbeat every 100.359 ms (standard deviation: 8.453 ms; min.: 0.0088 ms; max.:
792.418 ms).

Round-trip time By measurement, the average RTT is 2.829ms. The standard
deviation is 12.095 ms with a minimum of 1.598 ms, and a maximum of 231.678 ms.

Experimental results

We show results for detection time, mistake rate and query accuracy probability in Fig-
ures 4.6-4.7. Figure 4.6 describes the relationship of mistake rate and detection time
among these four FDs on a logarithmic scale. Figure 4.7 shows the change of the query
accuracy probability with different detection time on a linear scale.

In Figure 4.6, with T < 273 ms, the ED FD has the lowest mistake rate, and when
Tp > 505 ms, Chen FD has the fewest mistakes; While, when 273 ms < Tp < 505 ms, ¢
FD obtains the lowest mistake rates, except for some junctions of ¢ FD and ED FD.

In Figure 4.7, for the same detection time, the ED FD has the highest query accuracy
probability of all. When T > 470 ms, Chen FD achieves higher query accuracy prob-
ability than ¢ FD. Except for that case, i.e., when Tp < 470 ms, ¢ FD achieves higher
query accuracy probability than Chen FD.
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Figure 4.7: Query accuracy probability vs. detection time in a wireless network.

In summary, in this wireless case, ED FD has slightly better performance than the
other three FDs in the aggressive range of FD. In the more conservative range (for ex-
amples, T > 505 ms), Chen FD behaves a little better than ¢ FD. While when 360 ms
< Tp < 470 ms, ¢ FD has a little better performance than Chen FD.

We analyze the reason for the above results in this wireless case. It is obvious that
the ¢ FD is more aggressive than Chen FD, and ED FD is an improved detector from ¢
FD. Furthermore, ED FD is more aggressive than ¢ detector.

4.3.3 Experiment in a LAN

This experiment also involved two Mac computers in a wired LAN. The sending host
(monitored, on Floor 9) and the receiving host (monitoring, on Floor 6) were located at
different labs in the same building, in JAIST, Japan.

Experiment setting: hardware/software/network

All the settings of the Mac computers are the same as those in the above wireless exper-
iment. The two computers are connected through a single 100 Mbps Ethernet hub, with
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Figure 4.8: Mistake rate vs. detection time in a LAN.

no other systems attached.

Heartbeat sampling There were 1,797,026 samples received (10 hours, 15 minutes
and 43 seconds), and no heartbeats were lost. The target of heartbeat sending interval is
20 ms. The average sending rate actually measured was of one heartbeat every 20.019 ms
(standard deviation: 13.683 ms; min.: 3.099 us; max.: 17,950.169 ms).

Round-trip time The average RTT is 0.917 ms. The standard deviation is 0.146 ms
with a minimum of 0.725 ms, and a maximum of 1.678 ms.

Experimental results

The results of the experiment are depicted in Figures 4.8-4.9. Figure 4.8 shows the
relationship between detection time and mistake rate for the different FDs. In Figure 4.8,
when Th < 49 ms, ED FD has the lowest mistake rate, and when T > 49 ms, ¢ FD has
lower mistake rate than other FDs. Figure 11 describes the relationship between detection
time and query accuracy probability for each FD. In Figure 4.9, when T, < 54 ms, ED FD
has the highest query accuracy probability, after that period, ¢ FD first has the highest
query accuracy probability with 54 ms < Tp < 120 ms, and when Tp > 120 ms, Chen
FD and ¢ FD have similar query accuracy probability, with many junctions of ¢ FD and
Chen FD.

In summary for LAN, in the aggressive range: ED FD has a slightly better performance
than the other three FDs. In the conservative range, ¢ FD behaves a little better than
the other three FDs.

We analyze the reason for the above results in this LAN case. It is obvious that the ¢
FD is more aggressive than Chen FD. The experiment results demonstrate that ED FD
is an improved detector from ¢ FD, and ED FD is more aggressive than ¢ detector.

4.3.4 Experiment in a WAN

All the above experiment environments are very stable, and there are no heartbeats lost.
In order to further compare QoS of these four FDs, we carried out an experiment in WAN.

In this experiment, we use the exactly same trace files from the paper about ¢ FD [18],
and these trace files are publicly available on our lab website [27]. Therefore, this provides
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Figure 4.10: Mistake rate vs. detection time in a WAN.

a common ground for evaluating the performance of ED FD, Chen FD [30], Bertier FD
(16, 17] and ¢ FD [18).

Experiment setting: hardware/software/network

In detail, the trace files and relevant data were gotten from the following experiment
setting.

This experiment involves two computers: one was located at the Swiss Federal Institute
of Technology in Lausanne (EPFL), in Switzerland. The other one was located in JAIST,
Japan. The two computers communicate through a normal intercontinental Internet
connection. The two computers have the same equipment and the same operating systems
as those in [18]. By analyzing the trace files, we found the average CUP load for the
sending host and the receiving host were 1/67 and 1/22, respectively. So they were below
the full capacity of the computers.

Heartbeat sampling The experiment started on April 3, 2004 at 2:56 UTC, and
finished on April 10, 2004 at 3:01 UTC. During the one week experiment period, the
heartbeats were generated at a target rate of one heartbeat every 100 ms (the sending
interval). The average sending rate actually measured was one heartbeat every 103.501
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Figure 4.11: Query accuracy probability vs. detection time in a WAN.

ms (standard deviation: 0.189 ms; min.: 101.674 ms; max.: 234.341 ms). Furthermore,
5,845, 713 heartbeat messages were sent out, while only 5, 822,521 were received, so mes-
sage loss rate was about 0.399 %.

By checking the traces files more closely, one found the messages losses were because
of 814 different bursts. The majority of total bursts were short length bursts. While
the maximum burst-length was 1,093 heartbeats (only one), it lasted about 2 minutes.
Furthermore, most of the heartbeats was not directly between Asia and Europe, but
actually, routed through the United States.

Round-trip time The average RTT is 283.338 ms, with a standard deviation of
27.342ms, a minimum of 270.201 ms, and a maximum of 717.832 ms.

Experimental results

The results of the experiment are depicted in Figures 4.10-4.11. Similar to the other
experiments, we first give the relationship between detection time and mistake rate, as
shown in Figure 4.10. In Figure 4.10, with the same detection time, ED FD obtains the
lowest mistake rate among the four FDs, except for several initial junctions of ED FD,
¢ FD and Chen FD. When 148 ms < Tp < 243 ms, ¢ FD obtains a lower mistake rate
than Chen FD; except for that, i.e., when Tp > 243 ms, Chen FD has the lower mistake
rate compared with ¢ FD. The query accuracy probability comparison of FDs in a WAN
is shown in Figure 4.11. From Figure 4.11, we find: when Tp < 160 ms, ED FD and
¢ FD have the similar query accuracy probability with the same detection time. While,
when Tp > 160 ms, it is clear that ED FD has higher query accuracy probability than
¢ FD. Furthermore, Chen FD has a little lower query accuracy probability than ED FD
and ¢ FD. In summary, in the aggressive range of FD: ED FD behaves a little better than
the other three FDs in terms of short detection time, low mistake rate and high query
accuracy probability.

We analyze the reason for the above results in this WAN case. It is obvious that the
¢ FD is more aggressive than Chen FD. The experiment results demonstrate that ED
FD is an improved detector from ¢ FD, and ED FD is more aggressive than ¢ detector.
Furthermore, in the aggressive range, ED FD have best performance to catch the dynamic
network in the four detectors.
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4.3.5 Comparative analysis of the four FDs

From all the above experimental results, the following remarks can be made: The four
kinds of experiments demonstrate that ED FD is an effective improvement over ¢ FD in
terms of short detection time, low mistake rate and high query accuracy probability. In
stable cases (no message loss and small variability of delay), such as in a cluster group,
wireless system, and wired LAN, ED FD has slightly better performance in the aggressive
range of FD. Especially, in unstable network environment (larger variability of heartbeat
delay and some message loss), such as WAN, ED FD obviously performs better than the
others in aggressive case.

In all, for the applications that need failure detection to be timely and highly accurate,
ED FD is an efficient choice.

4.4 Conclusion

Failure detection is a fundamental issue for supporting dependability in distributed sys-
tems. For providing corresponding QoS for a user, Hayashibara and Defago et al. [18§]
developed a ¢ FD, which assumes that the inter-arrival times follow a normal distribu-
tion, and computes a value ¢ with a scale that changes dynamically to match recent
network conditions (i.e., this FD outputs suspicion level on a continuous scale, instead of
traditional binary information. This is different from the other FDs). From the statis-
tic analysis of the experimental results (see 4.1.2), we found the normal distribution is
not a reasonable assumption for the approximation of the heartbeat inter-arrival time,
especially in large scale distributed networks or unstable networks.

Therefore, this paper proposes a novel estimation of the distribution for the inter-
arrival time, called the exponential distribution failure detector (ED FD), as an extension
of ¢ FD [18]. Extensive experimental results have demonstrated that the proposed ED
FD outperforms the existing adaptive failure detectors.

The contribution of this paper is as follows. Firstly, an optimized accural FD, called
ED FD, is proposed. Secondly, we have comparatively evaluated our failure detection
scheme with existing schemes (Chen FD [11], Bertier FD [12, 16], and ¢ FD [13]) by
extensive experiments in four cases: a cluster group, LAN, and wide area network (WAN),
and wireless network.

From all the above experimental results, the following remarks can be made: The four
kinds of experiments demonstrate that ED FD is an effective improvement over ¢ FD in
terms of short detection time, low mistake rate and high query accuracy probability. (1)
In stable cases (no message loss and small variability of delay), such as in a cluster group,
wireless system, and wired LAN, ED FD has slightly better performance in the aggres-
sive range of FD. (2) Especially, in unstable network environment (larger variability of
heartbeat delay and some message loss), such as WAN, ED FD obviously performs better
than the others in aggressive case. The experimental results have shown the properties of
the different adaptive FDs, and demonstrated that the proposed ED FD outperforms the
existing FDs in terms of short detection time, low mistake rate and high query accuracy
probability. In all, for the applications that need failure detection to be timely and highly
accurate, ED FD is an effective choice.

The ED FD is well-designed for failure detection in the aggressive range (for exam-
ple, some applications on chemistry) by observing the experiment results. While for the
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conservative range (longer detection time and lower mistake rate, for example, the appli-
cation on planes), it does not work well. It will be perfect if ED FD can work well both
in aggressive range and in conservative range. Therefore, we are working on an extension
of the ED FD by analyzing the effects of message losses and other possible factors on
mistake rate of failure detector in future.
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Chapter 5

Performance Evaluation of Kappa
Failure Detector

Hayashibara et al. [18] proposed an earlier implementation of an accrual failure detec-
tor, called the Phi failure detector (¢ FD). Experiments showed that the failure detector
performed well in an aggressive range of failure detector in most environments consid-
ered. While, when trying to deploy this failure detector, it unfortunately turned out that
rounding errors prevent it to be tuned for the very conservative case. This is not like
simpler or elegant failure detection implementations proposed in the literature, such as
the failure detector of Chen et al. [30]. The latter behaves better as a conservative failure
detection than as an aggressive one.

Depending simply on the threshold of failure detector, x failure detector presented in
[3] develops an accrual failure detector that can be gradually tuned from a very aggressive
to a very elegant one (has good performance in both aggressive and conservative range),
it actually succeeds in addressing the shortcomings of the above FDs. On the one hand,
x FD allows for a spectrum of settings from a very aggressive behavior (i.e., short latency
at the expense of accuracy) to a very conservative one (i.e., good accuracy at the expense
of latency); On the other hand, it retains the 2 architectural benefits of accrual failure
detection, thus supporting various usage patterns for distributed applications, and the
formal properties of accrual failure detectors are also inherited naturally.

The « failure detector [3] is an instance of accrual failure detector [19], outputting sus-
picion information on a continuous scale rather than the classical trust or suspect model.
This allows for a clearer separation between the monitoring of the system and the inter-
pretation of suspicion information by applications. In particular, since different recovery
actions incur widely different performance costs, it is often difficult (if not impossible)
for the failure detector to decide when a suspicion must be generated, without knowing
considerable details about the application that takes the recovery action. Accrual failure
detectors, including the x failure detector, were designed to address this issue in particu-
lar. Hayashibara in [3] gave the original idea and definitions about the x FD. While the
performance evaluation and analysis is not enough. Therefore, a question then arise: what
is the performance characteristic of k FD compared with the existed failure detectors?

To answer this question, this chapter evaluates the performance of the « failure detec-
tor and compares the performance of k failure detector with that of the other state-of-the-
art failure detectors. We conducted experiments in a number of typical settings, ranging
from a dedicated Cluster group, Wired local area networks (LAN), Wireless LAN (WiF1i),
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to wide area networks (WAN). Our results demonstrate that the x failure detector can
adequately support both an aggressive and conservative range of failure detection.

The remainder of the chapter is organized as follows. Section 5.2 presents the experi-
ment settings, experiment overview, and experimental results. In Section 5.3, we give the
concludes of the k-failure detector.

5.1 Experimental evaluation

We have analyzed the behavior of the implementation of the s-failure detector over a
large collection of environments, of which we present the most relevant ones. We begin
by describing the various environments, then the methodology used for comparison, and
finally we present and discuss the results obtained.

The main goal of our experiments was to observe the performance of the x failure
detector to be configured well for aggressive failure detection as well as conservative one.
To do so, we compare k-FD against Chen-FD, Bertier-FD, and ¢-FD.

5.1.1 Experiment settings

In each environment, our experiment involves two computers, with one periodically send-
ing heartbeat to the other one for an arbitrarily long period. The arrival and sending
time of the heartbeats is logged at both ends and stored to a file. The logged arrival time
is used to replay the execution. The logged sending time is used only for statistics. A
low-frequency ping process ran in parallel with the experiment as a means to obtain a
rough estimation of the round-trip time.

The experiment environments are described below, and the corresponding statistics
are summarized in Table 5.2. All heartbeat messages used the UDP/IP protocol.

Environment 1 (Cluster). This set was conducted on a small cluster in our labora-
tory, with a private network dedicated to the experiment. The experiment occurred on
September 23, 2006, and was set to last for one hour, with a target sending period of
10ms. The effective period was 16.015 ms, mostly due to clock granularity and imprecise
OS scheduling. The network was made of one Gigabit Ethernet switch, and the nodes
were two identical machines with Intel Pentium IV 2.8 GHz with 1.5GB of RAM, and
running Linux kernel 2.6.15 (Fedora core 4).

Environment 2 (LAN). This set used a subnet of our university network, with two
computers connected on a 100Mbps Ethernet with moderate activity. The experiment
took place on November 11, 2006 and lasted for 10 hours, with a target sending interval
of 20ms. The two machines used were two Apple Macintosh PowerBook G4 at 1.5GHz
with 768MB of RAM, and running Mac OS X version 10.4.8.

Environment 3 (WiFi). This set used the same two machines as the LAN set, but
connected through a WiFi (802.11g) network dedicated to the experiment. The WiFi
network used a base station and shared the air with at five other WiFi networks. The
experiment took place on July 6, 2006 which is still an active period in the year at our
institution. The experiment lasted for one hour.

Wide-area network (WAN) experiments were conducted on the PlanetLab (http://www
.planet-lab.org/), using nodes located in USA, Europe (Germany), Japan, and China
(Hong Kong). The locations and hostnames are summarized in Table 5.1. Each WAN
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Table 5.1: Summary of the WAN experiments

WAN case | Sender Sender-hostname Receiver Receiver-hostname
WAN-1 USA planetl.scs.stanford.edu Japan planetlab-03.naist.ac.jp
WAN-2 Germany planetlab-2.fokus.fraunhofer.de | USA planet1.scs.stanford.edu
WAN-3 Japan planetlab-03.naist.ac.jp Germany planetlab-2.fokus.fraunhofer.de
WAN-4 China planetlab2.ie.cuhk.edu.hk USA planet1.scs.stanford.edu
WAN-5 China planetlab2.ie.cuhk.edu.hk Germany planetlab-2.fokus.fraunhofer.de

Table 5.2: Summary of the experiments: statistics

Experiment | Heartbeats Heartbeats period RTT
case total (#msg) loss rate | send (Avg.) receive (Avg.) receive (stddev) (Avg.)
Cluster 229, 453 0% 16.015 ms 16.015 ms 1.709 ms 387 s
LAN 1,797, 026 0% 20.012 ms 20.019 ms 13.683 ms 917 s
WiFi 39, 676 0% 100.353 ms 100.359 ms 8.453 ms 2.829 ms
WAN-1 6, 737, 054 0% 12.825 ms 12.83 ms 14.892 ms 193.909 ms
WAN-2 7,477, 304 5% 12.176 ms 12.206 ms 19.547 ms 194.959 ms
WAN-3 7, 104, 446 2% 12.21 ms 12.235 ms 4.768 ms 189.44 ms
WAN-4 7, 028, 178 0% 12.337 ms 12.346 ms 22.918 ms 172.863 ms
WAN-5 7, 008, 170 4% 12.367 ms 12.94 ms 16.557 ms 362.423 ms

experiment was set to last for about 24 hours, with a target heartbeat interval set to
10 ms.

Environment 4 (WAN-1). This set was from USA to Japan, starting from March 12,
2007. The effective heartbeat interval was 12.825 ms. A total of 6, 737, 054 heartbeats
were sent, with a loss rate of 0%. The mean heartbeat arrival time was 12.83 ms (thus
showing a slight clock drift) with a standard deviation of 14.892 ms. The average round-
trip time was 193.909 ms.

Environment 5 (WAN-2). This set was from Germany to USA, starting from March
8, 2007.

Environment 6 (WAN-3). This set was from Japan to Germany, starting from March
6, 2007.

Environment 7 (WAN-4). This set was from Hong Kong (China) to USA, starting
from March 10, 2007.

Environment 8 (WAN-5). This set was from Hong Kong (China) to Germany,
starting from March 11, 2007.

As a final note, we have monitored the CPU load average on the machines during
the whole period of each experiment. We observed that the load was nearly constant
throughout, and that it was always well below the capacity of the machines.
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5.1.2 Experiments overview

The experiment was done in two phases. First, in each of the environment described
above, we have logged the heartbeat arrivals on the monitoring computer. Second, in
each environment, we have replayed the entire sequence of heartbeat to each of the failure
detectors, and for many values of their configuration parameters (i.e., safety margin for
Chen-FD, or threshold for Phi-FD and x-FD). For each execution, after discarding some
initial period, we have measured the three QoS metrics for the entire execution: detection
time, mistake rate, and query accuracy probability.

Replaying the exact same sequence of heartbeat arrivals to each of the failure detectors
allows for a fair comparison since, for each experimental setting, they use exactly the same
input.

5.1.3 Experimental results and discussions

It is not easy to compare parametric failure detectors. Because, depending on the value
set for their parameter, their behavior can be completely different. A common mistake is
to set some arbitrary values for the parameters and then compare two parametric failure
detectors based on the measured detection time and accuracy. This almost always leads
to the erroneous conclusion that one is better for detection time while the other provides
higher accuracy.

In contrast, we use the approach developed when conducting experiments for the ¢
FD [18]. The idea of the approach is based on the following question: given a set of QoS
requirements, can the failure detector be parameterized to match these requirements? To
answer this question, we consider a space of QoS defined by the detection time on one
axis and an accuracy metric (e.g., mistake rate) on the other axis. Then, we measure the
area covered by the failure detector when we vary its parameter from a highly aggressive
behavior to a very conservative one. The area covered by a failure detector is the area
that corresponds to a set of QoS requirements that can possibly be matched by that
failure detector (i.e., on the top-right of each point of the curve), provided that it is tuned
appropriately.

To compare two parametric failure detectors F'D4 and F'Dpg, one must compare the
area that they respectively cover. Indeed, any area covered by F'D,4 and not by FDpg
corresponds to some QoS requirements that can possibly be satisfied by F'D 4, but not by
FDpg, regardless of how well one tries to set its parameters.

For each environment, we represent the characteristics of each of the failure detectors
(Chen-FD, Bertier-FD, Phi-FD, and x-FD) on two graphics. The first one relates the
detection time to the mistake rate (on a log scale), while the second one relates the
detection time to the query accuracy probability. In either case, points toward the bottom-
left corner of the graphics are best, while those located toward the top-right corner are
worse. Points located near the lower-right corner of the graphic show the respective
failure detector in conservative mode (good accuracy but longer detection time), while
those near the top-left corner correspond to an aggressive mode (short detection time but
poorer accuracy).

The discussion of the results focuses on the mistake rate because that is where the
differences between failure detectors are most obvious. Nevertheless, for the sake of com-
pleteness, we also show the graphics for the query accuracy probability and discuss them
when appropriate.
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Cluster The results for the cluster environment are show in Figure 5.1. This is the set
for which the arrivals time are the most predictable, due to the almost complete absence
of external influence on network delays. This is also the environment in which the choice
of the failure detector makes the biggest difference.

Figure 5.1(a) shows that Bertier-FD (which is not parametric) behaves aggressively,
with about one suspicion generated per second. We find this behavior consistently in
every environment.

For ¢-FD, the curve stops at a detection time of 100ms and mistake rate a little below
1072/s. This is because rounding errors made it impossible to compute the suspicion
level.

For Chen-FD and s-FD, in the very aggressive range, both start with characteristics
similar to that of Bertier-FD. However, this quickly changes and, for the same detection
time, xk-FD generates almost an order of magnitude less suspicions than Chen-FD. Then,
k-FD no longer generates any suspicion (in this run) with a detection time of about
160 ms. In comparison, Chen-FD reaches zero suspicion with a detection time of about
410 ms.

We can find that ED FD gets best performance in the six schemes in the aggressive
range (here about the detection time is below 0.03 s). While in the conservative range
(here Tp > 0.4s), the Kappa FD and Chen FD get better performance than other schemes,
while Kappa FD is not too bad for the aggressive range. So it is ubiquitous and suitable
for the general applications, which are not clear about the application environment.

The results are similar for the query accuracy probability. To sum up, the x-FD
provides good performance in a cluster-like environment, both for aggressive and conser-
vative failure detection. At the same time, it overcomes the problem of rounding errors
that plagues the Phi-FD.

LAN The results obtained in the LAN are depicted in Figure 5.2. Results are similar
to those found for the cluster. The main difference is that it takes considerably longer
to the Chen-FD to reach zero suspicions (with a detection time of about 13 s). This is
explained by the fact that a single very late heartbeat makes it necessary to set the safety
margin to a very high value. In contrast, k-FD does adapt to some extent to changing
network conditions and thus can keep the average detection time low.

WiFi The results obtained in the wireless environment are depicted on Figure 5.3.

For Phi-FD, the curve decreases sharply at first, but then remains flat with a mistake
rate slightly under 1072571, Again, this is almost surely due to rounding errors making
it impossible to compute the suspicion level accurately enough.

Starting in the aggressive range, Chen-FD and s-FD behave very differently initially.
While k-FD quickly decreases to a mistake rate lower than 1072s7!, Chen-FD keeps a
high mistake rate. In a more conservative range, both failure detectors behave similarly.

The difference between the failure detectors is even more obvious when considering
the query accuracy probability, as depicted on Figure 5.3(b).

WAN-x The results obtained on the PlanetLab are depicted in Figures 5.4-5.8.

We first observe the results obtained in the set WAN-1, between USA and Japan.
Bertier-FD behaves as an aggressive failure detector also in this setting. For Phi-FD, the
rounding errors prevent to compute points in the conservative range, and the curve stops
with a detection time of 2 s and a mistake rate near 1073,

The difference between Chen-FD and x-FD is much less clear than with the previous
experiments. This is mostly due to the fact that different strategies can only do little to
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overcome the inherently high uncertainty of the environment. Nevertheless, after starting
with similar characteristics in the very aggressive range, k-FD generates less suspicions
than Chen-FD for some range. Then, both failure detectors behave comparably, or better
in the conservative range. A similar behavior can be observed in the different experimental
settings. It is most obvious in the experiment WAN-3 (between Japan and Germany).
The difference is least obvious in experiment WAN-2 (between Germany and USA) for
which the two failure detectors exhibit nearly identical characteristics.
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5.2 Conclusion

We evaluate the performance of x failure detector [3] in a variety of network environ-
ments. A lot of experimental results have shown that the x failure detector can indeed
provide good performance when set to an aggressive failure detector, generating nearly
one order of magnitude less wrong suspicions than other state-of-the-art failure detector
implementations. At the same time, it can be set to provide good conservative failure
detection, when compared to other failure detectors. The experiments cover most typical
execution environments found at present, ranging from a dedicated cluster to wireless and
wide area networks.

The strongpoint of x failure detector is that: as an instance of accrual failure detector,
it can provide different “hint” information for different application users, that is, x failure
detector can satisfy different users’ requirements using the same FD module. While, the
following weakness exists in « failure detector: the thresholds provided by application
users are related closely with the different contribution functions. The application users
should know the inner contribution function in failure detector and provide a suitable
threshold; otherwise, the desired requirement can not be satisfied. That is, the param-
eter used by failure detector should be given a suitable one by hand. Therefore, it is
necessary to find an effective method to self-tune corresponding parameters to satisfy the
requirements of users not by hand.

Except for Self-tuning FD, this is true for all FD implementations. Namely, they
can be tuned, but the application would need to know details about the implementation
because the parameters are related to measure that are interpretable by the applications.
In contrast, QoS is understandable by applications, but applications would need a way to
map desired QoS to some parameter values. We note that self-tuning could be applied in
principle to accrual FD by having a self-tunable threshold function.
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Chapter 6

Self-tuning Failure Detection

There are three statements that failure detection should need some adaptive self-tuning.
(1) Accrual failure detection delegates the tuning to the applications by matching QoS
requirements with parameters. Thus, the question of tuning is not expressed. (2) If the
QoS can be matched by parametric failure detection, then the QoS strongly relies on
proper tuning. (3) Chen FD [30] can provided different QoS services to satisfy many
different QoS requirements of users by hand. The QoS tuning depends on stable network
environments. Therefore, adaptive self-tuning is very important for an effective failure
detection.

How can we set the parameters to provide corresponding QoS for a user? In Chen
FD [30], it can give a list about the possible QoS services for users based on the different
parameters of failure detector. If a user require a certain QoS service, ones can match
the QoS requirement from the list of QoS services, and then choose the corresponding
parameters of failure detector by hand. Obviously, it is not applicable for actual engineer-
ing applications, and there are no any self-tuning scheme presented. That is, for a given
QoS requirement, how to tune by itself the parameters of failure detectors to satisfy such
requirement? Therefore, in this chapter, we address this problem and present a self-tuned
failure detector (SFD). SFD optimizes the paper [30] and self-tunes its parameters to
satisfy the requirement of different users.

This chapter compares QoS of several adaptive failure detection schemes (Chen FD
[30], Beriter FD [16, 17], and Phi FD [18]). Also, we introduce an optimization over the
existing methods, called SFD, which significantly improves QoS, especially in the design of
real-time pragmatic systems. Experiment has been carried out over a wide area network
(WAN) case. The experimental results have shown the properties of the adaptive FDs,
and demonstrated that the proposed SFD is a pragmatic detector. SFD can adjust its
parameters by itself based on the dynamic network environment to let the output QoS
satisfy many different QoS requirements of users.

The remainder of the chapter is organized as follows: In Section 6.2, the system
model and self-tuning failure detection are introduced, including the theory analysis and
the implementation of SEFD. In Section 6.3, we carry out the experiment in WAN, and
analyze the performance evaluation of SFD. Finally, we conclude our work in Section 6.4.
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6.1 The self-tuning failure detector scheme

System model and definitions are shown in Chapter 2.1. Here the user p hopes Failure
Detector (FD) in process ¢ detects p with a certain Quality of Service (QoS) requirement.
And the FD in ¢ can adjust its parameters by itself to satisfy the QoS (see Figure 6.1).

6.1.1 The theory of self-tuning failure detector

We develop the implementation of SFD [3] in the view of performance evaluation. It is
an accrual failure detector in that it associates a real value representing a suspicion level
to each process, rather than the traditional binary information (trust vs. suspect).

In actual application of failure detector, the users always hope that the used failure
detector can detect its components or other users with a certain quality of service re-
quirement. In other words, there are some bounds for quality of service requirement (see
Figure 6.2), for example, detection time is not more than the target value T (Tp < T)
and mistake rate is not more than the target value MR (MR < MR). On the one hand,
conservative failure detection ensures that wrong suspicions are rare, while only at the
expense of the detection time; On the other hand, aggressive failure detection ensures a
short detection time, while results in a higher probability of generating wrong suspicions.
The user doesn’t expect to wait for the information of failure detector too long, and nei-
ther expect high probably wrong information from failure detector. Therefore, the used
failure detector should adjust its parameters to satisfy the quality of service of the user.

There are several parameters to describe the output QoS of FD. Here we focus on the
three main parameters, i.e., detection time Tp, mistake rate M R, and query accuracy
probability QAP. Furthermore, we set the target QoS as QoS. And if the output QoS of
FD satisfies the QoS, we have QoS < QoS.

In Figs. 6.1 and 6.2, QoS is the target QoS for the heartbeats. If the output QoS of
the FD does not satisfy the QoS, i.e., QoS > QoS. Then the feedback information (QoS
— QoS) is returned to FD. Based on the feedback information, FD adjusts its parameters
(for example, timeout T}, for the timeout-based schemes). Then eventually FD can satisfy
the QoS, if there is a certain field for FD, where FD can satisfy the QoS. Otherwise, FD
give a response: This FD can not satisfy the QoS for upper application.

QoS Requirements‘
(Ty, MR, QAP) g
Behavior of Heartbeats | Failure
(&%, Arrival time) | DeteClor] QoS ¢

[
|

QoS

Figure 6.1: Basic theory 1 of selftuing failure detection, QoS is the target QoS for the
heartbeats.
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Tp, MR, and QAP in QoS are the performance parameters for a period experiment,
not for a time slot. Then the output QoS of FD is based on all the former time period.
Actually, we can not adjust the parameters of FD based on multiple feedbacks to let the
improved output QoS of FD satisfy the QoS in a time slot. While we can adjust the
parameters of FD based on multiple feedbacks to get the improved output QoS of FD in a
time slot. Thus, we improve output QoS of FD gradually. For the former time is limited,
we assume the experiment time is long enough to let output QoS of FD satisfy the QoS
for upper application.

6.1.2 The implementation of self-tuning failure detector

Here we combine the Chen-FD [30] scheme, and adjust the predictive next freshness point
T(k+1) based on the feedback information. So we have

Tr1) = SM + EA sy, (6.1)

where EAq1) is same as the parameter in Chen-FD, while SM is the dynamic safety
margin, and can be adjusted to satisfy the predefined QQoS. Here we have

SMpy1) = SMy, + Satr{QoS, QoS} - «, (6.2)

where the « is same as the constant safety margin in Chen-FD, and we set SM; = « in
the first time slot of the experiment. Furthermore,

Sat,{QoS, QoS} = { (:)H‘ngsoi ZTQ;S 5 (6.3)

where k is a constant value, and k € (0, 1).

Here we will discuss about how to choose the k, and we focus on the two parameters
Tp and MR (see Fig. 6.2), for QAP is relative to MR.

If Tp > Tp, and MR < MR: Satp{QoS,QoS} = k;

If Tp > Tp, and MR > MR: Give a response;

If Tp < Tp, and MR < MR: Sat;,{QoS,QoS} = 0;

If Tp < Tp, and MR > MR: Sat;{QoS,QoS} = —k;

This scheme can be applied to the other adaptive timeout-based FD schemes.

6.2 Performance evaluation

6.2.1 Experimental environment

In order to compare QoS of our SPD to that of the existing four FDs (Chen FD [30],
Beriter FD [16, 17], and Phi FD [18]), we carried out an experiment in WAN. In this
experiment, we use the exactly same trace files from the paper ¢ FD [18-19], and these
trace files are publicly available on our lab web [27]. So this gives a common ground for
comparing the results of TAM FD, Chen FD [30] and Bertier FD [16-17] with the earlier
¢ FD results [18-19].

That experiment involves two computers: one was located at the Swiss Federal In-
stitute of Technology in Lausanne (EPFL), in Switzerland. The other one was located
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Figure 6.2: Basic theory 2 of selftuing failure detection, QoS is the target QoS for the
heartbeats.

in JAIST, Japan. The two computers communicate through a normal intercontinental
Internet connection.

Experiment setting: hardware/software/ network

In this experiment, the two computers have same equipments and same operating
systems with those in [18-19]. By checking the network connection, one found that the
two hosts and network link did not break down. Furthermore, the average CPU load for
sending host and receiving host were 1/67 and 1/22, respectively.

Heartbeat sampling The experiment started on April 3, 2004 at 2:56 UTC, and
finished on April 10, 2004 at 3:01 UTC. During the one week experiment period, the
heartbeats were generated at a target rate of one heartbeat every 100 ms (the send-
ing interval) due to the long communication delay in WAN. The average sending rate
actually measured was one heartbeat every 103.501 ms (standard deviation: 0.189 ms;
min.: 101.674 ms; max.: 234.341 ms). Furthermore, 5845713 heartbeat messages were sent
out, while only 5822521 of them were received, so message loss rate was about 0.399 %.

By checking the traces files more closely, one found the messages losses were because
of 814 different bursts. The majority of total bursts were the short length bursts. While
the maximum burst-length was 1093 heartbeats (only one), it lasted about 2 minutes.

Round-trip time The average RTT is 283.338 ms, it is with a standard deviation of
27.342ms, a minimum of 270.201 ms, and a maximum of 717.832 ms, the relative standard
deviation is 27.342/283.338 * 100% = 9.65%.

6.2.2 Experimental results

When it is a larger a value, it will lead to larger Tp and shorter M R in Chen-FD. Just
because larger a value provided larger safety margin in Chen-FD. To this point, our
scheme is same to Chen-FD.

In Figs. 6.3-6.4, we compared our scheme SFD with existing Chen FD [30], Beriter
FD [16, 17], and Phi FD [18].

At the beginning, SM was very small value, then output QoS in FD had a short
detection time Tp (Tp < Tp) and a large mistake rate MR (MR > MR). It means that
the output QoS is not satisfied for QoS. Then based on Equations (6.2) and (6.3), we
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Figure 6.3: Mistake rate vs. detection time in a WAN.
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have

Sat;{QoS,QoS} =k, (QoS > QoS),

So
SM(k-i-l) = SMk + k- a.

The above equation means
SM(k+1) > SM,.

Thus, our scheme increased T in next freshness point 7 to improve the M R of output
QoS than the former one (which was still larger than MR) i.e., got smaller MR at the
expense of the detection time.

With the time increasing, SFD gradually ensures a smaller M R of output QoS, while
results in longer detection time.

If the detection time T increases, and until Tp > Tp, we have MR > MR, then we
conclude that this SFD can not provide the target service QQoS.

If this SFD can provide the target service QoS for the upper application, then with
the real time increasing, we can find the detection time T'p is increasing and the MR is
reducing. As far as a certain time, we can obtain both Tp < Tp and MR < MR. Thus,
this is a case that SFD can let output QoS satisfy the QoS, i.e., QoS < QoS, and we
satisfy the QoS for the upper application.

Interestingly, there are some bursts in this WAN experiment. So for every a value,
after the output QoS of FD has been adjusted to satisfy the QoS, due to the busts, there
were some fluctuations for the output QoS of FD. Thus, it may lead to a longer T (1T
> Tp) and a smaller MR (MR < MR).

For those a values with T, > 0.9 in Chen-FD, our scheme can reduce the SM in next
freshness point 7 to get shorter Tp gradually, while at the same time, it led to a little
larger M R. Because based on Equations (6.2) and (6.3), we have

Sat{QoS,QoS} = —k, (QoS > QoS),

So
SM(k:—l—l) = SMk; + (—k‘) - (.

The above equation means
SM(k+1) < SM,,.

Thus, our scheme increased M R in next freshness point 7 to improve the T of output
QoS than the former one (which was still larger than Tp) i.e., got smaller Tp at the
expense of the M R.

If Tp is farther away the target detection time 0.9 in Chen-FD, we should spend more
steps to reduce the Tp and let Tp < Tp eventually. With the time increasing, SFD
gradually ensures a shorter T)p of output QoS, while results in larger M R.

Here in our experiment, this SFD can provide the target service QoS for the upper
application. With the real time increasing, we can find the detection time 75 is reducing
and the MR is increasing. As far as a certain time, we can obtain both Tp < Tp and
MR < MR. Thus, this is a case that SFD can let output QoS satisfy the QoS, i.e., QoS
< QoS, and we satisfy the QoS for the upper application.

Here, we introduce the original idea and relevant concepts of SF'D. In future work, we
need to further explore how to apply SFD into the other existed failure detection scheme,
even to our living.
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6.3 Conclusion

This chapter compares QoS of several adaptive failure detection schemes. Also, we intro-
duce an optimization over the existing methods, called SFD, which significantly improves
QoS, especially in the design of real-time pragmatic systems. The SFD addresses im-
portant practical shortcomings of previous state-of-the-art implementations. On the one
hand, it allows for gradual settings between an aggressive behavior (i.e., short latency
at the expense of accuracy) and a conservative one. On the other hand, it retains the
structural benefits and the formal properties of accrual failure detection. Experiment has
been carried out over a wide area network (WAN) case. The experimental results have
shown the properties of the adaptive FDs, and demonstrated that the proposed SFD is
a pragmatic detector. SFD can adjust its parameters by itself based on the dynamic
network environment to let the output QoS satisfy many different QoS requirements of
users.

SFD can adjust its parameters by itself to satisfy the users’ requirements based on
dynamic change of network topology. Therefore, SFD can also be applied into mobile
network environments as a good failure detection method, like in ad hoc network. Thus,
for all the proposed failure detectors so far, the common point of them is that they all can
detect the directly connected processes. While, for some processes that are not directly
connected, i.e., they only can communicate each other by some middle processes, all
failure detectors are not applicable. Therefore, an open question arises: how to design
an indirect failure detector to make sure any two processes, even they are not connected
directly, can detect each other effectively.

All previous FDs discussed here can somehow adapt themselves to changes. What
they cannot do is to relate to actual QoS values. In other words, self-tuning FD is
parameterized by the QoS rather than some undependable parameters.
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Chapter 7

Active Queue Management

In the previous chapters, we introduced several failure detectors to improve quality of ser-
vice (QoS) of the existed ones. There are some relation between the failure detection and
the active queue management scheme. Failure detection is generally based on distributed
communication networks. Reversely, the performance (delay, throughput, rate of packets
dropping, and so on) of communication networks also affects quality of service of failure
detector. Generally speaking, if the communication network is unreliable, i.e., heart mes-
sages have large delay and lots of heartbeat messages will be lost, then failure detector
will suspect wrongly the processes with high probability. Thus, very high mistake rate
and low accuracy probability will get for failure detector. More theory analysis of the
relationship between AQM and FDs is shown in Chapter 7.6. Therefore, it becomes very
necessary to improve the performance of communication network.

7.1 Background of AQM

Internet congestion occurs when the aggregated demand for a resource (e.g., link band-
width) exceeds the available capacity of the resource. Congestion typically results in long
delays in data delivery, wasted resources due to dropping packets, and the possibility of
a congestion collapse [52, 53, 54, 55]. Congestion avoidance is an essential technology in
the Internet. The Internet congestion avoidance can be usually done at two places: 1)
by the end-to-end protocol, such as the TCP; and 2) by the active queue management
(AQM) scheme, which is implemented in routers [56]. AQM [57] is a scheme employed
by routers to control the traffic going through them. It can achieve smaller queuing de-
lays and higher throughput by purposely dropping out packets. There are several AQM
schemes that have been reported in the recent literature for congestion avoidance.
Random Early Detection (RED) [58, 59, 60, 61], recommended for deployment by the
Internet Engineering Task Force (IETF), is the most prominent and well studied AQM
scheme [62, 63]. It has been widely implemented in routers for congestion avoidance in
the Internet. The main objective of RED is to keep the average queue length (average
buffer occupancy) low. To do so, RED randomly drops out the incoming packets with
a probability proportional to the average queue length, which makes the RED scheme
adaptive to bursty traffics. One important metric in measuring the performance of a
traffic controller is the stability, the stability of packet dropping rate and the stability
of queue length. A major drawback of the RED method is that it is difficult to set the
parameters of the RED traffic controller to stabilize the system under the diversity of the
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Internet traffics [64, 65]. The problem becomes especially severe when the average queue
length reaches a certain threshold, resulting in a sharp decrease of throughput and an
increase of drop-rate [56].

There are several variants of RED that have been proposed to address the above
problem, such as Adaptive-RED [66, 67, 68|, Proportional Derivative RED controller
(PD-RED) [56], Proportional Integral controller (PI-controller) [69, 70], and so on. With
the RED [58, 59, 60, 61], the resulting average queue length is very sensitive to the level
of congestion and initial parameter setting, which makes its behavior unpredictable [69].
Adaptive-RED attempts to stabilize router queue length at a level independent from the
active connections, by using an additive-increase multiplicative-decrease (AIMD) policy
(66, 67, 68]. Sun et al. [56] proposed a new RED scheme based on the proportional deriva-
tive control theory, called PD-RED, to improve the performance of the AQM. Unfortu-
nately, neither Adaptive-RED nor PD-RED provide any systematic method to configure
the RED parameters. Moreover, the control gain selection in both methods is based only
on empirical observation and simulation analysis. They often work in one situation, but
fail in another. A theoretic model and analysis for control gain selection and parameter
setting is required. Hollot et al. proposed a Proportional Integral controller, PI-controller,
as a means to improve the responsiveness of the TCP/AQM dynamics and stabilize the
router queue length around the target value in [69]. Similarly, Deng et al. proposed a
Proportional Integral Derivative model, to improve system stability under dynamic traffic
conditions in [71]. Both methods used feedback control theory to describe and analyze
the TCP/RED dynamics. However, both of them used a simplified linear quadratic Gaus-
sian controller for analysis [72], and they limited their discussion to the classical control
elements. Consequently, their methods can only directly link traffic control parameters
to one of the AQM objectives, which compromised the global performance.

The main contributions of this paper are as follows. Firstly, we propose a novel packet
dropping scheme, called Self-tuning Proportional and Integral RED (SPI-RED), for the
TCP/RED dynamic model of [57]. The core idea of this scheme is a new probability
function for packet dropping. Secondly, we give a theoretical analysis of the stability
of the proposed probability function and give a theoretical guidance in determining the
parameters for the proposed SPI-RED method. Our theoretical analysis uses optimal
control methodologies. This makes the system analysis more realistic. Finally, we conduct
extensive simulations to compare the performance of our proposed methods with the
existing schemes. The simulation results have shown that our scheme outperforms the
existing schemes in terms of stability and throughput.

7.2 System model and definitions

In this study, our objective is to develop an active queue management system to improve
the stability of bottleneck queue in a TCP network.

In [57], a dynamic model of TCP behavior was developed using fluid-flow and stochas-
tic differential equation analysis. Simulation results demonstrated that this model ac-
curately captured the dynamics of TCP. Following this work, a packet dropping scheme
was proposed for active queue management for Internet routers. We follow the model
introduced in [57] (see Figure 7.1). The differential equations of the model are as the
following:
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Figure 7.1: The system network model
: 2NOW (t)  RoC?
SW(t) = ———; 0 _ B —dp(t — Ry),
dq(t) = =W (t) — =0dq(t).

Ry Ry

In system (7.1), we denote W (t) = W (t) —Wy, ¢ q(t) = q(t) —qo and op(t) = p(t) —po,
where (W, qo, po) is the equilibrium point of the system. Here, W(t) and ¢(t) are the time-
derivatives of W (t) and ¢(t) respectively. The parameters of Equation (7.1) are shown in
Table 7.1.

The first equation models the AIMD behavior of TCP. The component —2N§W (t)/(R2C)
corresponds to the additive increase behavior of TCP, which increases the window size by
one packet every round-trip time. The component [—RyC?dp(t — Ry)/(2N?)] corresponds
to the multiplicative decrease behavior of TCP, which halves the window size whenever a
timeout occurs. In the second equation, the component [—dq(t)/Ry] models the decrease
in queue length due to the leaving service of packets. The component [NSW (t)/Ry] cor-
responds to the increase in queue length due to the arrival of packets from the N TCP
flows.

In [73], the average queue length gu.4(n) was used as a measure of congestion of the
network. With the RED scheme, the relationship between the average queue length and
the queue length at time interval n is the following:

qdvg(n) = (1 — Wg)Gavg(n — 1)+ wqq(n), (7.2)

where ¢ug(n) and g(n) denote the average and the instantaneous queue length, respec-
tively, at the n' interval, and w, is a weight parameter, 0 < w, < 1. Let the sampling
interval equal to 1, and then we can obtain the continuous-time form of Equation (7.2)

as follows:
1 1

0(8) = —duug (6) + (1 = — g — 1. (73)

q q

By differentiating both sides of Equation (7.3), we have:

010) = =y (1) + (1= Vg~ 1) (7.4

q q
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Table 7.1: PARAMETERS OF MODEL

Parameter Description
w Expected TCP window size (packets)
q Current queue length (packets)
Gavg Average queue length (packets)
P Probability of packet dropping
Ry Round-trip time (second)
Qref Desired queue length (packets)
B The buffer size of the congested router
C Link capacity (packets/second)
N Load factor (number of TCP connections)

Later, Equations (7.3) and (7.4) will be used together with Equation (7.1) for calcu-
lating the average queue length.

7.3 AQM schemes and probability functions

The main idea of the RED scheme [58-61] is to constantly adjust a packet drop probability
such that the average queue length is maintained at a target value. The scheme calculates
the average queue length, denoted by ¢q.4, using a low-pass filter with an exponential
weighted moving average, and compares with two thresholds: the minimum threshold
ming,, and the maximum threshold maxy,. When g, falls below ming,, no packets
are dropped. When g, is greater than mawzy,, then every arriving packet is dropped.
Dropping the coming packets thus ensures that the average queue length does not exceed
the maximum threshold. When gq,, is between miny, and maxy,, each arriving packet is
dropped by a probability p, given by the following function [58]:

mMazy,(qavg (t) — ming,)

(maxy, — ming,)

po(t) =

Po(t)
p(t) = 1 — count * py(t)’

where maz, is the maximum value of p(t) and count denotes the number of arriving
packets since the last dropped one. Thus, the probability of dropping an arriving packet
from a particular connection is roughly proportional to the share of the queue length
of the connection. The RED scheme keeps the average queue length low while allowing
occasional bursts of packets in the queue and is designed to accompany a transport-layer
congestion avoidance protocol such as TCP. The RED scheme has two major drawbacks:
a) it is difficult to optimally configure the parameters, i.e., max,, qaug, mazy, and mingy,;
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and b) average queue length is very sensitive to the level of congestions, making its
behavior unpredictable [69].

Floyd et al. proposed an adaptive RED algorithm to increase the robustness of RED’s
active queue management in [67]. It uses an AIMD policy as follows. It periodically (e.g.,
every 500 ms) compares the average queue length ¢, with the desired queue length ¢,
and adjusts the probability of packet dropping p as the following:

p+a, if(qag > Grey) and p < 0.5;
N p X ﬁv Z.f(qavg < QTef) and p > 0.01;

where o = min(0.01, max,/4) and § = 0.9 are the increment and decrement factors,
respectively. This scheme requires constant tuning of the parameters a and [ based on
the current traffic conditions, in order to achieve a desirable average network delay. It
introduces extra complexity for configuring additional parameters and it is hard to be
applied to variable traffic conditions.

Hollot et al. proposed two simple designs for RED, namely, a Proportional Control and
a Proportional Integral controller (PI-controller) as means to improve the responsiveness
of the TCP/RED dynamics and stabilize the router queue length around the target in
[69-70]. The packet drop probability of PI-controller at sampling interval ¢ is given by the
following:

p(t> =ax* (q(t> - QTef) —bx (Q(t - 1) - QTef> +p(t - 1)7

where a, b are the PI-controller gains. The Pl-controller is largely insensitive to variations
in the load level, so it has better robustness. However, this function considers only the
probability and instantaneous queue length in the last time interval, while ignoring the
history signals in a round-trip time. Another disadvantage of this scheme is the “windup”
phenomenon [74] of the integral controller that may cause performance degradation due to
the inappropriate drop probability function. Lim et al. proposed a PI AQM with an anti-
windup compensator to resolve this problem in [74]. They adopted a static compensation
method and designed an anti-windup compensator for nominal system. But, they did not
develop the dynamic compensation method. They also did not consider the delay in the
control input.

Sun et al. proposed a Proportional Derivative controller (PD-RED) in [56]. The
probability function for packet dropping can be described as follows:

p(t) =p(t—1)+k, (qavg(t)B— Qref)

oty tll) 1 = 1))

where £, is the proportional gain and k4 is the derivative gain. By using the above drop
probability function, the average queue length is maintained within a target range. In
this scheme, there was no integral part, and it did not take into consideration of the past
history information (it only considered the probability and average queue length in the
last time interval). So it is sensitive to the network change caused by some short-lived
or non-TCP traffics. Due to the lack of theoretical analysis and theoretical guidence for
choosing the proper control gains, this method is often ad hoc in nature, and it may only
be effective under very specific conditions.
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7.4 The SPI-RED algorithm

In this section, we present a novel packet dropping algorithm called SPI-RED and give a
theoretic analysis and algorithm for choosing the proportional and integral parameters to
achieve the system stability.

7.4.1 Packet drop probability

In order to make the queue length stabilize near the target value in AQM, we should
choose an appropriate drop probability based on dynamic networks. Proportional Inte-
gral Derivative (PID) controllers are popular technologies used in most of the industrial
processes, because of its simplicity and robustness [53-54]. Based on our extensive ex-
perimental results and observations, we apply the classical control system techniques and
come up with the design of a SPI feedback controller for AQM. The new drop probability
function is as follows.

KP(qavg (t) - QTef)

p(t) = po + 5
K, it (7.5)
TS av. - Yre d )
B Sty Govs(V) — Greg)dv

where g4 (t) denotes the average queue length at time ¢. The component (guug(t) —¢ref)/ B
is the ratio of the current error signal to the buffer size, and fé__ll)_ Ro (Qavg (V) = Greg)dv
is the sum of the history error signals during a round-trip time. This drop probability
function considers the buffer size, the current error signal, and the history error signals.
We use both the history values and the current value of average queue lengths to calculate
the drop probability. By doing so, we avoid the sharp fluctuations of queue length caused
by some short-lived flows or non-TCP flows.

The two parameters Kp and K; need to be set in the above probability function.
Kp is the proportional control gain, which is the coefficient of current error signal. K7
is the integral control gain, which is the coefficient of accumulated error signals during
a round-trip time. We expect both Kp and K; greater than zero, i.e., Kp > 0 and
K; > 0 in the original design. As we discussed before, selecting the right control gains
in the stability areas is crucial to ensure the system stability. Next, we will analyze
system stability and give theoretic guidelines for choosing proper control gains to optimize
network performance.

In this paper, we focus our discussions on stabilizing the queue length as a target value.
Stabilizing the queue length is a key to improve the network performance over several
metrics. Firstly, the network throughput is improved. Without properly stabilizing the
queue, the queue length could be too short, which means the network bandwidth is under
utilized, or too long, which would result in network congestion. Secondly, it smooths
out burst traffic and avoid bandwidth-waste on repeated retransmissions in TCP flows.
Without proper control of queue length, it would be forced to drop any incoming packets
in the presence of burst traffic, which triggers TCP to retransmit the lost packets and it
causes more congestion. It would eventually block the network. Thirdly, with properly
smoothing out the traffic, QoS (e.g., bandwidth and delay requirements) can be better
served.
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7.4.2 Stability analysis and control gain selection

In this section, we use the Routh-Hurwitz theorem, a common technique in control theory
to analyse the stability of our proposed model and to determine the ranges of the control
gains Kp and K. The stability of the system is measured by the fluctuation of the queue
length. The lower the fluctuation amplitude of the average queue length, the better the
stability of the network system. The stability of the system effectively ensures that the
average queue length converges to a certain desirable value. The stability of the congested
queue length is an important performance metric for queue management, because large
fluctuation in queue length would lead to high packet dropping rate and poor system
throughput. By substituting Equations (7.3) and (7.4) into Equation (7.1), we have:

. ON RyC?
W (1) = ~ W (1) — 5
1

1 1
_Qav (t> + (1 - _>Qav (t - 1) + 5
’LUq g wq g Ro (76)

5p(t — Ro),

N do
= —oW(t) + —=.

Ry ®) Ry

In order to analyze the stability of the system and determine the values of the control
parameters, we must obtain the characteristic equation so that we can determine the stable
area. We first linearize the above network system by performing a Laplace Transform of

Equations (7.5) and (7.6), and obtain:

(5 + B )W (5) = 2 s (s)
(1= )7 ) Qg
= }%(WV(S) + Rq—(;, (7.7)
3P(s) = L (Quauyls) — T)
e e RO (),

where 6W (s), Qavg(5), 0P(s) denote the Laplace Transform of 6W (t), qaw,(t), and op(t)
respectively. By rewriting the Equations in (7.7), we have:

W (5) = = [z /(5 + gl ™ *8P(s).
Quaug(s) = [ AW () + o
M + (= )+ ol (79
sKp— K;(e™ — 6—(R0+1)s
5P(s) = Quug(s) 21 )
_KP *Qref
Bs
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Figure 7.2: The closed-loop system network model
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Figure 7.2 illustrates the relationships among 0W (s), 0 P(s) and Q ay4(s) in the Equa-
tions in (7.8). It basically shows how JP(s) transits to 6W (s), which further transits to
(Q avg(s), which is eventually transits back to dP(s). The transitions are based on the
Equations in (7.8). From the diagram in Figure 7.2, we can see the system does not need
any external input. It can adjust and stabilize itself purely based on internal feedback.
This is a self-tuning controller [75].

Taking W (s), 0P (s) and Qawg(s) as three variables in the three Equations in (7.7),
we solve () 4,4(s) and obtain the following characteristic function of Q a.,(s):

ROC26_ROSKPQTef 2N NCIO
Qugls) = [ (5 + 22 I /As), (7.9)
where A(s) denotes:
2N 1 1
A(s) = (s + =5 =) [— + (1 = —)e*](NRys + Ros + 1)
FoC g a (7.10)
RO—CQB_ROs [ﬁ — &(6_8 — 6_(R0+1)S)]
2N B Bs ‘

There are several ways to test the stability of Qa,,(s) in function (7.9). We employ
the Routh-Hurwitz stability test [76] to determine the stability conditions of @ 4y4(s).
According to the control theory, the system of @ 4,(s) is stable if and only if all the zeros
of A(s) are in the open left half-plane (OLHP) [76]. A(s) is the characteristic polynomial
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of the network system in Equation (7.9) given by the original network system (7.1) with
the controller (7.5). The conditions that make all the zeros of A(s) in the OLHP are
called stability criteria. We use the Routh-Hurwitz stability test to formulate the stability
conditions.

Considering a general polynomial function:

N
An(s) =) 0,5",0, > 0. (7.11)

n=0

The system is stable if and only if all the solutions of s that make Ay(s) = 0 are inside the
OLHP. The Routh-Hurwitz stability below will give the necessary and sufficient conditions
for this system stability.

Given the polynomial function Ay(s), we first construct the Routh array shown in
Table 7.2. As seen from Table 7.2, the first two rows of the Routh array are filled by the
coefficients of Ay(s), starting with the leading coefficient dy. The elements in the third
row are given by

b _ ON-10N_2 — ONOn_3 _9 B ONOn_3
N—-2 aN_l N—2 aN—l 9
b _ 8N716N74 - aNaNfE) -9 . aNaNfE)
N—4 E N—4 Oy

The elements in the fourth row are given by

c _ beQaNfZS - aNflefé,L -9 B aNflef4
N—-3 bN72 N-3 bN72 )
c _ bN—QaN—S - aN—le—fi -9 o aN—le—G
N-5 bN_Q N—-5 bN-Q )

The other rows are computed in a similar fashion.

The Routh-Hurwitz stability test states that the system is stable (i.e., all the zeros of
An(s) are located in OLHP) if and only if all the elements in the second column of the
Routh array are all strictly positive (> 0). The Routh-Hurwitz test can be used to derive
simple conditions for stability, expressed directly in terms of the coefficients of Ay(s).

In order to compute the characteristic polynomial A(s) in (7.10), we use the approxi-
mation e~f0% &~ 1 — Rys + Rys?/2. Based on Equation (7.10), we have:
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1 NR, R RIC’K; RIC’K
301~ 2 0 Iy 0 I 0 I
i [( )¢ T2 sNB T anB
Lo N R N RCKp  RYCUK,
Cw, w, C ANB 2NB
RiC2K,
TTOND (7.12)
ON  RC?Kp  3RICPK,
1 1% 0
+Sl " RCw,  2NB | ANB
RIC2K,
2N B

RyC*Kp n 2N R302K1>

2NB R3C 2NB 7
Based on the former RED theory, 0 < w, < 1 and Ry > 0, so we have O.5(RO)3(1—wlq) < 0.
For the ease of using the Routh-Hurwitz stability test theory, we let —ay, —asz, —as, —ay

and —ag denote the coefficients in the above equation of s*, s3, 52, s' and s°, respectively.

That is:

+5%(

1 1

= _R3(1 - — 7.13
L (] (7.13
1 NR, R:. RIC2K, R:C’K;
——(1-— — 20y - 7.14
aw=—-0-- " —2) - 5N ANB (7.14)
N R, N RC?Kp RIC’K; RIC’K;
S (N 7.15
“="Cw, w, C 4ANB ' 2NB ' 2NB (7.15)
IN 2 2K 3 QK 2 2K
a; = —1— L BBy SO Ry BoCTKy (7.16)
RoCuw, = 2NB ANB ONB
RC?Kp 2N R:C°K;
= — — . 7.17
o ONB  RC | 2NB (7.17)
Based on Equation (7.10), we have:
A'(s) = —A(s)-N
(7.18)

= ayst + azs® + ass® + a1st + aps®,

Based on the above Routh-Hurwitz stability test, we get the Routh Table (Table 7.3),
where:

T3 = Gofe — 0 a4a1’ (7.19)

a3

r31a1 — a3Qo (7 20)

Tq =
731
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Table 7.3: THE ROUTH TABLE

S ay s Qg

s a3 ap 0

82 31 Qg 0
1

st rqg 0 O

So Qo 0 0

The network system of Q a,4(s) in (7.9) is stable if and only if the values in the second
column of Table 7.3 are all greater than zero, i.e.:

ag > 0,a3 > 0,731 > 0,a0 > 0,and r4 > 0. (7.21)

We will analyse the stability conditions given in (7.21) one by one.
For a4 in (7.13), since 0 < w, < 1 and Ry > 0, then we have:

ay > 0.

For ag in (7.14), to make a3 > 0, we need:

L NRy Ry RCK;  RyC’K;

~ _w_q)( ¢ 2) 7 Tsnm ANB

Solving the above inequation, we have:

(wy — 1)(C'Ry — 2N)

K; < 7.22
T 2w, R3C3(Ry + 2) (7.22)
For r3; in (7.19), to make:
a3 — A40aq > O,
a3
since az > 0, we have:
asas — aga; > 0. (7.23)

By substituting aq, as, az and a4 into the above inequation and solving Kp, we have:

1.1 N  R2K,
K Ry(1——)(= 0
P < AR >(2+R00wq+ ANB

Wq
3R802K1) Al RECPKi(1 + Ro)
8NB C 2NB
o 2
(CRy+ N)] . [(2NR0 CRg) (1- i) (7.24)
Cw, 2C Wq
SN B 4B ' 8NB

RO RYC® | RIC'K; | RSCUK;

4Bw, 8NBw, 16N2B? aNp?)
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For r4 in (7.20), by substituting r3; in (7.19) into Equation (7.20), we have:

_aaxag — (a1)%ag — ap(ag)?
Ty = .

(a3 — a10y
Since in (7.23), we already made:
asas — ajayg > 0.
To make r4; > 0, we need to have:
f(Kp) = a1azas — ajas — apas > 0. (7.25)

We express inequation (7.25) as a function of Kp, because we now focus on finding the
range of Kp. Since ag and a4 are irrelevant to K p, we substitute ag, a1, and as into (7.25),
obtaining:

IN N R:C2Kp  3R3C2K; R§C2K1]
RyCw, INB ANB ONB
N R . N  RIC’Kp N RLCPK,
Cw, 1w, C ANB 2NB
R3C2K, 2N RXC2Kp
0 TN =1 —
Toong T T Rcw, T TanE
 3RICK; Rg(J?KI]2 () (_ROCQKP
ANB INB 3 ONB
N . R2C?K,
R:C '~ 2NB

Inequation (7.26) is a quadratic function of K),. Furthermore, the coefficient of Kz is

[—1

as - |

(7.26)

) > 0.

RiC ~RC? | —RC%,
oNB\ANB ' T " onp

&3(

Since az >0, a4 >0,C >0, B> 0, Ryg >0 and N > 0, we know:

R2C2. —R3C2 _R2C?

ovg Cavg )~ algyg ) <0

&3(

The coefficient of K7 is negative. Function f(Kp) in (7.26) is in a parabolic curve.
Therefore, there are two points of Kp that make f(Kp) = 0 and any value of f(Kp)
between the two points of Kp is greater than zero. Let Kp; and Kpy be the two points of
Kp that make function f(Kp) =0, and Kp; < Kps. In order to make inequation (7.26)
true, the range of Kp must be:

Kpi < Kp < Kps. (727)

Finally, considering ag, we have

RC’Kp 2N | RCK
ONB  RC ' 2NB

> 0.
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a) Sample the current queue length ¢(n) and compute gqu(n) by formula (2);
b)  Obtain the network parameters, Ry, N, and C,
c) Compute the range of K by inequality (22);
d) Choose the proper value of K; within its range;
) Compute the range of Kp by inequalities (24), (27) and (29);
f)  Choose the proper value of Kp within its range;

g) Compute the packet drop probability p(n) by formula (5);

Figure 7.3: The SPI-RED algorithm

4N?’B
Kp < RoK; — ——=. 7.28
By substituting K in (7.22) into (7.28), we have:
—1)(CRy — 2N AN%B
Kp < W= D(CF ) (7.29)

2w,R2C3(Ry+2)  R3C3’

We have now determined the stability condition of K in (7.22), and of Kp in (7.24),
(7.27) and (7.29). For Kp, its ranges are given in (7.24), (7.27) and (7.29). We do not
know which range is tighter from this analysis. The tighter range can only be obtained
by computing all the inequations out in real system situations (or in simulations). There
are methods for online estimation of network parameters such as Ry, N, C available in
the literature. For example, the algorithm in [77] can accurately measure the round-trip
time Ry by accepting only good samples and using the retransmission back-off strategy.
Link capacity C' and TCP workload N can also be estimated according to the method
proposed in [78-79].

Compared to the results reported by Hollot et al. [69] and by Low et al. [80], the
stability conditions in our analysis give a clear relationship between the stability and
the network parameters. The analytical results provide good guidelines for choosing the
important parameters of SPI-RED, leading to the desired stability and satisfactory overall
performance.

7.4.3 The specific algorithm of SPI-RED

Based on the above stability analysis, we can select the proper control gains that can
ensure system stability and therefore improve network performance. The algorithm for
computing p(n) for time n (the n'* sampling interval) can be summarized as the Figure 7.3.

Notice that after we compute the ranges of K; and Kp, we simply choose a value for
each of them randomly within their ranges. At this moment, we do not have theoretical
guidance for choosing a better value. According to our simulation results, any values
within the ranges make the system stable.
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7.5 Performance evaluation

In this section, we evaluate the performance of the proposed SPI-RED packet dropping
algorithm by a number of simulations performed using ns2 [81]. The performance of
SPI-RED is compared with RED [60] and other RED variants such as PI-controller [70],
PD-RED [56] and adaptive RED [67]. The network topology used in the simulation is a
dumbbell topology with a single common bottleneck link of 45 Mb/s capacity (see Fig-
ure 7.1), which is the same as the one used in [64, 70]. This dumbbell topology is a
good abstract of multiple bottleneck links for study of network congestions. By studying
the behavior of two end-routers of a congested link, it can capture the effectiveness of
the congestion control method. Along the bottleneck link, there are with many identi-
cal, long-lived and saturated TCP/Reno flows. In other words, the TCP connections are
modeled as greedy FTP connections, which always have data to send as long as their con-
gestion windows permit. According to the study in [89], long-lived TCP flows constitute
about 95% of the Internet traffic, so they are the main factor that contributes to network
congestion. The receiver’s advertised window size is set sufficiently large so that the TCP
connections are not constrained at the destination. The ack-every-packet strategy is used
at the TCP receivers. For these AQM schemes, we maintain the same test conditions:
the same topology (as described above), the same saturated traffic, and the same TCP
parameters.

The parameters used are as follows: the mean packet size is 500 bytes, the round-
trip propagation delay is 0.1s, and the buffer size B is set to be 1125 packets (twice the
bandwidth-delay product of the network). The basic parameters of RED (see notation in
[56, 58, 60]) are set at intervaltime = 0.5s, miny, = 15 packets, mazy, = 785 packets,
max, = 0.01 and w, = 0.002, where the intervaltime, min,, maz,, and max, show the
sampling interval time, minimum queue threshold, the maximum queue threshold and
the maximum drop probability, respectively. For Adaptive RED, the parameters are set
the same as in [56, 67]: a = 0.01, § = 0.9. For Pl-controller, PI coefficients a and b
that are implemented are 1.822 x 10™° and 1.816 x 107°, respectively [70]. For PD-RED,
the parameters are set the same as in [56]: 6t = 0.01, k, = 0.001 and k; = 0.05. For
SPI-RED, we set 6t = 0.01, Kp = 12 and K; = 0.01.

In this simulation, we focus on the following key performance metrics: throughput
(excluding packet retransmissions), average queue length and its standard deviation, and
packet drop probability. The average queue length is defined as the arithmetic mean value
of instantaneous queue lengths.

7.5.1 Simulation 1: stability under extreme conditions

In this experiment, all TCP flows are persistent, and the stability of the AQM schemes
are investigated under two extreme cases: 1) light congestion with a small number of
TCP flows N (N = 400 connections), 2) heavy congestion with a large N (N = 2000
connections). We set the queue target at 500 packets. Other parameters are the same as
those described above.

Figure 7.4 and Figure 7.5 demonstrate the dynamic change of the average queue length
and the drop probability of the SPI-RED algorithm under light congestion (N = 400
connections) and heavy congestion (N = 2000 connections). The average queue lengths
in Figures 7.4-7.5 stabilize after about 2.5 s and 6 s, respectively. It can be seen that,

95



although the average queue length and the drop probability fluctuate at first, they quickly
stabilize near the queue targets of 500 packets for the average queue length and 0.078 for
the drop probability. Both the fluctuation amplitude of SPI-RED’s average queue length
and the variance of its drop probability are small. In summary, SPI-RED shows good
stability and quick response under both light and heavy congestion.
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Figure 7.4: Average queue length and drop probability for light congestion (for SPI-RED,
N = 400). Although Average queue length and drop probability fluctuate at first, they
quickly stabilize near the target values of 500 and 0.08, respectively. The fluctuation
amplitudes are small. SPI-RED shows good stability and quick response under light
congestion.
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Figure 7.5: Average queue length and drop probability for heavy congestion (for SPI-RED,
N = 2000). SPI-RED shows good stability and quick response under heavy congestion.
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7.5.2 Simulation 2: response with a variable number of connec-
tions

In this section, the simulation is performed with a variable number of TCP connections.
The goal is to show the impact that joining connections can have on the stability of
the system. In the experiment, the number of connections is initially set to 2000. We
leave time for the system to stabilize, and then, at time 50.01 s, 200 additional TCP
connections suddenly join the link. Other parameters are unchanged from the values used
in Simulation 1.

Figure 7.5.2 also shows the average queue length and the drop probability for the
variable number of connections. We can find that, in the first half, after about 6 s, the
average queue length becomes relatively stable near the queue target of 500 packets, as well
as the drop probability, which stabilizes near 0.078. At 50.01 s, the new TCP connections
joining the link make the average queue length and drop probability fluctuate briefly. But,
we can see that these values stabilize again quickly. The stablization time is only about
2 s. From these figures, we can find that SPI-RED achieves a short response time, good
stability and good robustness.
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Figure 7.6: Average queue length and drop probability for variable number of connections
(for SPI-RED). After 50 s, there are about 200 TCP connections joining, the lines fluctuate
accordingly. But, they stabilize again quickly. From these figures, we can find that SPI-
RED achieves short response time, good stability and good robustness.
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Table 7.4: Simulation results comparison

AQM scheme  Average queue length (packets) Std. dev. of average queue length (packets)

RED 953.11 6.48
PD-RED 400.48 1.92
Adaptive RED 433.57 2.76
PI controller 414.61 5.07
SPI-RED 398.91 1.83

7.5.3 Simulation 3: comparisons with existing AQM schemes

In this simulation, we compare the performance of the SPI algorithm with existing AQM
schemes. For all AQM schemes mentioned in this part, the average queue length target is
set at 400 packets; the initial number of connections is set to 500, and then 100 connections
have their start-time uniformly distributed over a period of 100 s. Other parameters are
the same as those in the above simulations (Simulation 1 and Simulation 2).

Table 7.4 summarizes the steady-state performance, by giving, for each scheme, the
average and the standard deviation of the average queue length. In the table, it is clear
that the SPI-RED and PD-RED have a little better performance than the other three
schemes (i.e., RED, Adaptive RED, and PI-RED) in terms of the standard deviation of
the average queue length and the average queue length. The SPI-RED has a little lower
standard deviation of the average queue length than that of the PD-RED. While the
average queue length for PD-RED is very fine (near the target 400), here our scheme is
just a slight poor, while it is also good.

Figures 7.7-7.12 show the average queue length and the drop probability obtained
with various AQM schemes, namely, RED [60], Adaptive RED [67], PD-RED [56], PI-
controller [70] and SPI-RED, respectively. In Figure 7.7, the experiment shows that,
with RED, both the average queue length and the drop probability oscillate and remain
nearly out of control. So many RED variants use different packets dropping probability
as indicator to trigger packets dropping. From Figure 7.8, with Adaptive RED, the queue
stabilizes after about 10 s. Besides, the average queue length and the drop probability
have smaller fluctuations with Adaptive RED than they do with RED. This shows that
Adaptive RED behaves much better than RED in this experiment. In Figure 7.9, we
see that, for PD-RED, the fluctuation amplitude of the average queue length is smaller
than that of both RED and Adaptive RED; the variance of the drop probability is also
much smaller than that of these two latter schemes; and the queue stablization time is
also less than that of these two latter schemes, only about 7 s. These observations are
consistent with the experiment of Sun et al. in [56]. Figure 7.10 shows the average queue
length and drop probability for PI-controller (Sun et al. did not compare with this scheme
in [56]). The figure shows that the average queue length fails to stabilize at the target
value of 400 packets (it does at about 300 packets). This shows that Pl-controller does
a poor job in terms of control, leading to a waste of resources. Besides, Pl-controller
temporarily reaches longer average queue lengths than PD-RED during the beginning of
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the experiment, its stabilization period is more erratic, and its drop probability stabilizes
to a significantly higher value than with PD-RED or even Adaptive RED. To sum up the
results comparing existing schemes; PD-RED clearly outperforms the other schemes.

Finally, Figure 7.11 shows the simulation results for SPI-RED (i.e., our proposed
scheme). The figure shows that the average queue length quickly stabilizes. It would
reach the steady state within less than a second, if not for one short-lived small spike
after about 5 s. After that, the average queue length remains stable, just at the target
of 400 packets. The drop probability stabilizes after less than 10 s, around a steady-state
value between 0.08 and 0.09. When comparing with PD-RED, we find that SPI-RED
stabilizes at roughly the same values, although SPI-RED seems to take a little less time
to stabilize and then fluctuate less after reaching the steady state. Since there are no
other contenders, further experiments compare only SPI-RED with PD-RED.

In Figures 7.12 and 7.13, we compare the throughput obtained with SPI-RED (dashed
line) and PD-RED (solid line). Initially, it is clear that SPI-RED is with a slightly better
throughput than that of PD-RED during the transient period (first 10 s), which is clear
shown in Figure 7.13: Part 1. From about 10 s to 20 s, as shown in Figure 7.13: Part 2,
the throughput is similar to the both schemes. After that, the throughput of PD-RED
degrades with the time passes, and reaches about 90% of the theoretical maximum at
100 s. While SPI-RED sustains a better throughput than PD-RED, with a slight but
steady improvement as time passes. After only 100 s of simulation, the difference in
throughput is already more than 5%. This is significant given that we are already very
near the theoretical maximum. Thus, it is clear that SPI-RED has higher throughput
than that of PD-RED.

From the above simulation results, we conclude that the proposed SPI-RED scheme
exhibits better network performance than RED [60], adaptive RED [67], PD-RED [56]
(in most cases), and Pl-controller [70].
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Figure 7.7: Average queue length and drop probability for RED [60], the Average queue
length of RED fails to stabilize to the target value 400.
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Figure 7.8: Average queue length and drop probability for Adaptive-RED [67], comparing with
Fig. 7.7, this shows that Adaptive RED behaves much better than RED in this experiment.
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Figure 7.9: Average queue length and drop probability for PD-RED [56],
comparing with Figs. 7.7-7.8, this shows that PD-RED behaves much bet-
ter than RED and Adaptive RED in this experiment.
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Figure 7.10: Average queue length and drop probability for PI-RED [70],
comparing with Figs. 7.9, PI-RED is poor than PD-RED.
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Figure 7.11: Average queue length and drop probability for SPI-RED,
comparing with Fig. 7.9, the proposed SPI-RED scheme exhibits
better network performance than PD-RED (in most cases).
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7.6 QoS of failure detectors influenced by AQM

7.6.1 System structure

In each process, there is a failure detector module that can monitor the other processes and
report the other processes’ status. Then, the failure detector can provide such process
status information for distributed applications. The QoS metrics of a failure detector
mainly include detection time, mistake rate and query accuracy probability. These three
metrics determine whether a failure detector is good or not, while they are influenced by
communication environment used by failure detector. In detail, a good failure detector
can provide service to distributed application with good QoS, i.e., short detection time,
low mistake rate and high query accuracy probability. A perfect failure detector can
detect the other processes with no mistake and very short detection time. Generally, a
failure detector monitors the other processes by sending messages periodically (heartbeat
messages) through a communication network. The specific system structure is shown in
Figure 8.1. In this figure, active queue management (AQM) scheme used in router is an
effective network congestion avoidance method for network.

Distributed applications

_____________ QoS(hints...)

SN A QOS(MR, DT,

QAP..)
T

Figure 7.14: The relation structure model of failure detector and active queue man-
agement.

How AQM affects the performance of failure detector will be discussed in the following.
Generally speaking, if the communication network is unreliable, i.e., lots of heartbeat
messages will be lost, then failure detector will suspect wrongly the processes with high
probability. Thus, very high mistake rate and low accuracy probability will get for failure
detector. There are many important factors in communication networks, which have great
effect on QoS of failure detector, such as probability of message loss, change of network
topology due to node failure, and dynamic and unpredictable message delay. Especially
in wide area distributed systems,due to many applications communicate each other using
the same network; it is easy to bring the congestion of network in bottleneck router. The
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Table 7.5: QoS dynamic comparison when congestion becomes severe

FD Detection time (DT) Mistake rate (MR) Query accuracy prob-
scheme ability (QAP)
TAM Become larger Become larger Become small, the
FD worst case is zero
ED FD | Become larger, but there is | Become larger, but | Become small, the
a maximal value after that | there is a maximal | worst case is zero
there is no data value after that there
is no data
Kappa | Become larger, but there is | Become larger Become small, the
FD a maximal value after that worst, case is zero
MR/QAP reach theoretical
maximum values
Self- Slightly become large while | Slightly become large | Slightly become small
tuning still satisfying the target | while still satisfying | while still satisfying
FD QoS of users the target QoS of | the target QoS of
users users

congestion of network can lead to lots of messages lost. Therefore, the performance of
communication networks also affects quality of service of failure detector. Furthermore,
how to avoid such congestion in bottleneck router becomes a very important issue.
AQM schemes have a certain effect on the QoS of FDs. In Table 7.5, it presents the
effect of AQM on QoS of failure detectors. AQM is an effective congestion avoidance
method of network and congestion level of network has a certain effect on QoS of failure
detector. This table gives the effect of congestion level of network on QoS of TAM FD,
ED FD, Kappa FD, and Self-tuning FD (when the target QoS can be satisfied). From
this table, we can find: when the congestion becomes severe, detection time of TAM FD,
ED FD and Kappa FD becomes larger; mistake rate has the same tread as detection
time; query accuracy probability will become small. That is because: when the network
congestion becomes severe, a lot of message will be lost and the network delay is larger.
For TAM FD, the safety margin is dynamically adjusted based on the network delay and
the related parameters a and 3. When a lot of messages are lost, the value of 3 and
network delay will become larger. The safety margin of TAM FD will become larger
and larger, thus the detection time will become larger. High mistake rate and low query
accuracy probability is because lots of message loss due to network congestion. For ED
FD, when the network congestion becomes severe, the network delay becomes larger and
lots of messages are lost. Due to message loss, the mistake rate of ED FD will increase.
Because of the longer network delay, the average value of inter-arrival times is increased
and the query accuracy probability will reduce. Thus, the value of will reduce; based
on the function of ED FD, under the same threshold of suspicion, the detection time will
increase. For Kappa FD, it is also an instance of accrual failure detector like ED FD
and ¢ FD. Also, Kappa FD has the similar performance change when network congestion
becomes severe. The difference between ED FD and Kappa FD is that: for ED FD,
detection time becomes larger, but when detection time is large enough there is a maximal
value after that there is no data; for Kappa FD, detection time also becomes larger, but
when detection time is large enough there is a maximal value after that MR/QAP reach
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theoretical optimal values.

The effect of network congestion on QoS of self-tuning FD is different from TAM
FD, ED FD and kappa FD. For self-tuning FD, detection time, mistake rate and query
accurate probability have slightly change. That is because, when the network congestion
becomes severe, the network delay and message loss increases. But self-FD can tune its
parameters based on the network condition change in order to satisfy the target QoS of
users. Even though the network environment change has certain effect on QoS of FD,
this effect is not as much as that on TAM FD, ED FD and Kappa FD.

7.6.2 Why improving QoS of network will improve QoS of fail-
ure detector

Based on a general large wide-area failure detectors distributed network system model
with a large number of monitored components (may be called only large wide-area system
in below) for dynamic heartbeat streams and on the system stability, it is necessary to
design an algorithm to regulate the sending rate of heartbeat messages, which are limited
by the bottleneck router, where the control parameters can be designed to ensure the
stability of the control loop in terms of adjusting sending rate of heartbeat streams.

Stelling et al [49] proposed a failure detection service for the Globus toolkit, which
has been designed to use existing fabric components, including vendor-supplied protocols
and interfaces [94]. This approach solves the scalability of the failure detection, while
it does not solve the message explosion and system dynamism. Van Renesse et al [50]
distinguished two variations of gossip-style protocols. One is named basic gossiping and
the other is named multi-level gossiping. To adapt it to a large-scale network, a variant of
the basic gossiping protocol called multi-level gossiping protocol is proposed. Gossip-style
protocols can address the problems of message explosion, message loss and dynamism.
Unfortunately, there are drawbacks in gossip-style protocols, such as this protocol does
not work well when a large percentage of components crash or become partitioned away.
Then, a failure detector may spend long time to detect crashed components by gossip
messages. This protocol is quite simple but is less efficient than approaches based on
hierarchical, tree-based protocols.

Most of the proposed protocols were developed for local area networks and were not
efficient in the context of a wide area distributed system consisting of many components
and characterized by a high level of asynchrony, long message delay, high probability
of message loss and which topology might change as a result of a reconfiguration. The
large number of components and their large wide-area distribution system as well as the
dynamic structure of the system increase the risk of failures. Thus, providing a scalable
and generic failure detection service as a basic QoS is of primary importance in wide area
distributed systems.

In the Figure 7.15, the architecture of the proposed failure detector service has two
layers: the lower layer includes local monitors and the upper layer includes data collectors.
The local monitor is responsible for monitoring the host on which it runs as well as se-
lected processes on that host. It periodically sends heartbeat messages to data collectors
including information on the monitored components. The data collectors receive heart-
beats from local monitors, identifies failed components, and notifies applications about
relevant events concerning monitored components.

This approach improves the failure detection time in a large wide-area system. Thus,
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Figure 7.15: The architecture of the wide-area failure detection service [49, 99].

it solves the scalability problem. However, it has drawbacks. In this approach, each local
monitor broadcasts heartbeats to all data collectors. Therefore, this approach probably
does not solve the message explosion problem. A large wide-area system may change its
topology by component leaving/joining at runtime but the proposed architecture is static
and does not adapt well to such changes in system topology (a dynamism problem).

7.6.3 Theoretical network communication model for the wide-
area failure detection service

In general, we improve the architecture to the large-scale distributed network systems
model for dynamic heartbeat stream in Figure 7.16.

In this model, the dynamic heartbeat streams coming from the hosts are a large
number of streams, which get together to the router connected with the data collector,
then it is easily congested in the bottleneck router. Control algorithm is located at the
data collectors. We are interested in finding the change of the sending rate from the hosts
based on heartbeat streams requested by bottleneck router in a specific time. Note that
the buffer in the bottleneck router can be optionally set for temporary storage of recent
transactions from the transaction heartbeat streams.

And the considered heartbeat streams service is described as follows: Time is slotted
with the duration [n,n + 1), equals to T.. The associated data is transferred by a fixed
size packet.

The host generates forward control packet (FCP) that is passed by the middle routers
including the control information and finally is received by the data collectors. Based
on the control information, the data collectors send heartbeat messages and backward
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Figure 7.16: Large wide-area network system model for dynamic heartbeat streams.

control packet (BCP) into the network.

The middle routers between the data collector and the hosts transfer FCP and the
heartbeat streams to its downstream, and transfer BCP to its upstream.

After the bottleneck router receives the relevant information, the required probability
of packets dropping is computed.

Unless otherwise specified, the following notations pertain to the remainder of the
paper. 7o: Normalized link forward delay from the data collector to the bottleneck router;
7;: Normalized link forward delay from the bottleneck router to the hosts group i, (1 <
i <N).

In the next part, we present a novel AQM scheme combined with control theory that
can help in solving or optimizing some problems in networks. Furthermore, this chapter
discusses the design and analysis of implementing a scalable service for such large wide-
area distributed systems, so that it avoids the congestion in bottleneck routers. We further
show how a controller is designed as a AQM scheme in the router and is analyzed from the
theoretical aspects. Simulation results show the efficiency of our scheme in terms of high
utilization of the bottleneck link, fast response and good stability of buffer occupancy as
well as of the controlled sending rates.

7.7 Conclusion

In this chapter, we proposed a packet dropping scheme, called SPI-RED, to improve
the performance of RED. We have analysed the average queue length stability of SPI-
RED, and have given guidelines for selecting control gains. This method can also be
applied to the other variants of RED. Based on the stability conditions and control gain
selection method, extensive simulation results by ns2 demonstrate that the SPI-RED
scheme outperforms other state-of-the-art AQM algorithms in terms of robustness, drop
probability and stability.
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Chapter 8

Conclusion and Future Work

8.1 Failure detector

We first explore the relative failure detection, which is an important issue for supporting
dependability in distributed systems, and often is an important performance bottleneck in
the event of node failure. In this field, we analyze the existing failure detections, and then
develop four different schemes (Tuning adaptive margin failure detection; Exponential
distribution failure detection; Kappa failure detection; Self-tuning failure detection) to
ensure acceptable quality of service in unpredictable network environments.

Self-tuning failure detection: For the former failure detection scheme, all of them
can not actively tune their parameters by themselves to satisfy the requirement of users
in dynamic networks. To the question, we present a self-tuning failure detection based on
Chen failure detection, called selftuning failure detection. Furthermore, a lot of experi-
mental results demonstrate that our sheme is effective. And we are sure that this idea
also can apply into other failure detection to achieve self-tuning requirement.

Tuning adaptive margin failure detection: It is an optimization the adaptation
of [30] due to its tuning safety margin based on the network conditions. Tuning adaptive
margin failure detection significantly improves quality of service in the aggressive range,
especially when the network is unstable. Furthermore, we explore the effect of memory
usage on the performance of adaptive failure detectors. The experimental results over sev-
eral kinds of networks (Cluster, WiFi, Wired local area network, and Wide area network)
show that the properties of the existing adaptive failure detections; and demonstrate that
the optimization is reasonable and acceptable, especially in aggressive range and in un-
stable networks; and present the effect of memory size on the overall quality of service of
each adaptive failure detection.

Exponential distribution failure detection: Observing from lots of experimental
statistical results, we find it is not a good assumption that the Phi failure detection
[18] uses the normal distribution to estimate the arrival time of the coming heartbeat,
especially in large scale distributed network or unstable networks. Therefore, here we
develop an optimization over Phi failure detection based on exponential distribution,
called exponential distribution failure detection. This significantly improves quality of
service, especially in the design of real systems. Extensive experiments have been carried
out based on several kinds of networks (Cluster, WiFi, Wired local area network, and
Wide area network). The experimental results have shown the properties of the existing
adaptive failure detections, and demonstrated that the presented exponential distribution
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Table 8.1: Property comparison for our TAM FD, ED FD, Kappa FD, and self-tuning
FD

Failure detector | Suitable deployment | Unsuitable deploy- | Choice of
environments ment environments | parameters

TAM FD dynamic  networks | very short delay | match by hand

(WAN) (Cluster)
ED FD aggressive range conservative range | match by hand
Kappa FD aggressive & conser- match by hand

vative range
self-tuning FD | large delay variabil- | small delay vari- | self-tuning by
ity (WAN) ability (Cluster) itself

failure detection outperforms the existing failure detections in the aggressive range.

Kappa failure detection: This part analyzes a failure detection implementation,
called Kappa failure detection, which gives a real value for a suspicion level to each
process. It has the formal properties of accrual failure detection. While the traditional
failure detection is the binary information (trust vs. suspect). Aim at the practical
shortcomings of previous state-of-the-art implementations, our scheme allows for gradual
settings between an aggressive behavior and a conservative one. At last, we demonstrate
our scheme with an extensive performance based on a variety of environments.

Applications of our TAM FD, ED FD, Kappa FD, and self-tuning FD: This
part analyzes the different applications based on the different properties of the four failure
detectors. In Table 8.1, there are simple comparison about the four failure detectors.

For TAM FD, it uses a tuning adaptive margin to adapt the dynamic networks. There-
fore, there are prominently good performance in dynamic networks (i.e., large RTT and
large variability of transfer delay with much message loss, for example, WAN). While
in the very short delay case (for example, Cluster), the performance of TAM FD is not
better than that of  FD in the aggressive range. It is suitable for the applications, which
are not sensitive to either DT and MR/QAP, while, they need to balance the DT and
MR/QAP dynamically. Choosing one parameter is with the cost of the other one. For
example, it is suitable for the scientific computing applications.

For ED FD, it is improved from ¢ FD, which is an aggressive scheme. ED FD uses
the exponential distribution instead of the normal distribution for the inter-arrival time
of heartbeats. Therefore, it is more aggressive than ¢ FD. If the applications require
short detection time (how fast), low mistake rate (how well), and high accuracy query
probability (how well), in this case ED FD is a good choice. So in the Cluster case, ED
FD obtains the best performance than the other three schemes in an aggressive range.
While if the applications require low mistake rate and high accuracy query probability,
and have not very high requirement about the detection time, then Chen FD is a better
choice than ED FD.

For Kappa FD, it is a development of an instance of accrual failure detector, and
useful for both aggressive failure detection and conservative failure detection. For exam-
ple, Kappa FD is suitable for the database replication, which is very sensitive to wrong
suspicious and is not strong to DT. So they benefit from failure detection with very small
MR, even the MR is 0.
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For self-tuning FD, it adjusts the next freshness point to get different QoS to satisty
the target QoS gradually. Therefore, it is useful for the dynamic networks (for example,
WAN), and gets outstanding performance. For the very short delay case (for Cluster), it
is also ok, while the performance is not very outstanding. Because in this case, ED FD
has got perfect results. Furthermore, for a target QoS from users, only self-tuning FD
can adjust its parameters by itself, other three failure detectors give a list QoS services,
and the choose the corresponding parameters by hand to match the QoS requirement.
For example, self-tuning FD is suitable for the users, who are fast moving. It changes the
environment very quick and many times. So self-tuning FD can adjust the next freshness
point to adapt the change of environment.

A :
(]
>
= Self-
@ tuing
g Kappa FD D
=
(&)
L
= TAM
S FD
a ED
FD

>
Aggressive Property (reduce)

Figure 8.1: The relation structure model of failure detectors.

In Fig. 8.1, it gives more relation about the proposed failure detectors. The aggressive
property rises from left to right, and the dynamic change! reduces from below side to
upside. It is clear that Ed FD is the most aggressive scheme in the four schemes. Kappa
FD has a large area in both aggressive rang and conservative range. Self-tuning F'D is used
to a large dynamic case, and the dynamic change can become very large. By comparing
the performance of different failure detectors by a lot of experiments, the users in actual
applications can choose a suitable failure detector based on your analysis.

8.2 Active queue management

There are some relation between the failure detection and the active queue management
scheme. Failure detection is generally based on distributed communication networks. Re-
versely, the performance (delay, throughput, rate of packets dropping, and so on) of com-
munication networks also affects quality of service of failure detector. Generally speaking,

"'We know, the network environment is dynamic and unpredictable, heartbeats have quite different
delay to arrive receivers. Here we not only consider the standard deviation of the delay, but also consider
many other important factors, such as the probability of message loss, the change of network topology,
some burst flow, and so on.
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if the communication network is unreliable, i.e., heart messages have large delay and lots
of heartbeat messages will be lost, then failure detector will suspect wrongly the processes
with high probability. Thus, very high mistake rate and low accuracy probability will get
for failure detector. More theory analysis are shown in Chapter 7.6. Therefore, it becomes
very necessary to improve the performance of communication network.

Failure detection is generally based on distributed communication networks. Reversely,
the performance of communication networks also affects quality of service of failure detec-
tor. Therefore, it becomes very necessary to improve the performance of communication
network. In order to make sure the network communication is effective, we explore the
related active queue management schemes to support TCP flows in networks to ensure
good actual measurements with failure detection.

In this part, we first present a self-tuning proportional and integral controller scheme
based on average queue length of router. Then we prove the stability of the network sys-
tem, and present an effective method for the control gain selection. After that, extensive
simulations have been conducted with ns2. The simulation results have demonstrated
that the proposed self-tuning proportional and integral controller algorithm outperforms
the existing active queue management schemes in terms of drop probability and stability.

8.3 Future work

In future work, we would like to explore the QoS scalability, as interference from heavier
network traffic (e.g., a scenario where most of the nodes in the networked system have ac-
tive FDs), to see whether that will affect detection accuracy, detection time, etc. Also, we
would explore their properties and relation in software engineering applications, then find
or propose a reasonable FD in fault-tolerant distributed system, and apply the proposed
FD into an actual fault-tolerant distributed system, specially, we are very interested in
designing an self-tuning failure detector (SFD) in actual fault-tolerant distributed system.

For all the proposed failure detectors so far, the common point of them is that they
all can detect the directly connected processes. While, for some processes that are not
directly connected, i.e., they only can communicate each other by some middle processes,
all failure detectors are not applicable. Therefore, an open question arises: how to design
an indirect failure detector to make sure any two processes, even they are not connected
directly, can detect each other effectively.

Furthermore, we also would like to explore in the following aspects.

(1) New schemes based on different architectures of failure detection;
(2) Build a pragmatic platform on failure detection;

(3) Application of failure detections in Ad hoc, Mobile network, or other environment;
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