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[INVITED PAPER Special Issue on Mobile Communications |

Combined Convolutional Coding/Diversity Reception
for QDPSK Land Mobile Radio

Tadashi MATSUMOTOT and Fumiyuki ADACHI!, Members

SUMMARY Diversity combining and error correction
coding are powerful means to combat the multipath fading
encountered in mobile radio communications. In this paper, we
theoretically analyze the joint effects of postdetection diversity
combining and convolutional coding with soft decision Viterbi
decoding for QDPSK signal transmissions. The union bounding
formula is used for average BER performance calculation taking
into account the additive white Gaussian noise (AWGN), co-
channel interference, and multipath channel delay spread. Sym-
bol puncturing is applied to produce higher rate codes from
original 1/2-rate convolutional codes. Numerical calculations
are presented for the required average signal energy per bit-to-
noise power spectrum density ratio (E,/N,), required average
signal-to-interference power ratio (SIR) and tolerable rms delay
spread needed to achieve a certain average BER. Spectrum
efficiency of cellular systems is also calculated.

1. Introduction

Nyquist filtered quaternary differential phase shift
keying (QDPSK) is a bandwidth efficient modulation
scheme and is attractive for land mobile radio
applications”®. Mobile radio channels suffer from
multipath fading caused by reflection of the transmit-
ted signals by nearby buildings and other obstacles®.
Diversity combining and error correction coding are
the most powerful techniques to combat multipath
fading. Postdetection diversity is attractive for mobile
radio use®~® because it does not require any cophas-
ing function (predetection diversity reception does)
which is difficult to achieve in fast fading channels.
Reference (10) shows that soft decision Viterbi decod-
ing of convolutional codes™ ¥ is equivalent to post-
detection diversity reception. Thus, if it is combined
with diversity reception, BER performance can be
significantly improved. So far, however, the effects of
diversity reception and convolutional coding have
been analyzed independently. The aim of this paper is
to analyze the joint effects of postdetection diversity
combining and convolutional coding with soft deci-
sion Viterbi decoding for QDPSK signal transmis-
sions. Sect. 2 presents overview of postdetection diver-
sity combining and convolutional coding. The analysis
of average BER performance is presented in Sect. 3,
taking into account additive white Gaussian noise

Munuscript received February 15, 1991.
T The authors are with NTT Radio Communication
Systems Laboratories, Yokosuka-shi, 238-03 Japan.

(AWGN), cochannel interference, and multipath
channel delay spread. Symbol puncturing is applied to
produce higher rate codes from the original 1/2-rate
convolutional code. Numerical calculations are shown
in Sect. 4 for the required average signal energy per
bit-to-noise power spectrum density ratio (E,/Ny) ,
required average signal-to-interference power ratio
(SIR) and tolerable delay spread for a certain average
BER. Spectrum efficiency of cellular systems is also
calculated. ‘

2. Overview of Diversity Combining and Error
Correction Coding

Diversity reception requires multiple antennas.
Basically, there are two types of diversity reception,
i.e., predetection and postdetection diversity. Predetec-
tion diversity reception cophases and combines all the
received signals before signal detection. The cophasing
function is, however, difficult to achieve because of
rapid phase variations due to multipath fading. Since
all the detector outputs are in phase, postdetection
diversity reception requires no cophasing function and
hence is attractive for mobile radio use. Adachi et
al.®=® analyzed its performance for digital FM and
QDPSK signal transmissions. Postdetection diversity
combining weights each detector output so that the
contribution of diversity branches with weak signals
are reduced. The combiner output of D-branch diver-
sity can be represented as

V(1) = 2 wa () (), (D)

where v, (¢) is the detector output of d-th branch (d
=1, 2, ---, D) and wy(¢) is the weighting factor. The
best performance is obtained when wy(#) =R%(1),
where R;(#) is the d-th branch detector input enve-
lope. This diversity combining is refered to as post-
detection maximal-ratio combining (MRC) because it
is analogous to predetection MRC®. Postdetection
MRC diversity was also analyzed for QDPSK in Ref.
(11).

Present celluler mobile radio systems employ short
BCH codes. However convolutional coding has atract-
ed much attention recently, since soft decision Viterbi
decoding can provide more powerful error correction
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capability than hard decision decoding of the block
codes. Divsalar and Simon® investigated trellis coded
MPSK for fading channels. Matsumoto and Adachi®®
recently investigated the effect of soft decision Viterbi
decoding taking into account cochannel interference. It
was shown that the optimal code design criteria is to
maximize the length of the shortest error event path
length and the phase product along the path. It was
also shown that soft decision Viterbi decoding is
equivalent to postdetection MRC diversity. Hence, the
combination of diversity reception and convolutional
coding can yield significant performance improve-
ments. However, there has been no analysis of the
combined effects of diversity reception and
convolutional coding, except for hard decision decod-
ing of BCH codes'?,

3. Ber Analysis

(A) Transmission system

The overall transmission system is shown in Fig.
1. The input bit stream is encoded by a 1/2-rate
convolutional coder, and its output symbol sequence

(am, bn), m=-+-+—1,0, 1, ---, is then block-interleaved
symbol by symbol to obtain the interleaved symbol
sequence (an, by), n=++—1,0, 1, --. We assume that

the interleaving degree is large enough so that the
fading variations associated with each symbol in the
deinterleaved symbol sequence can be considered sta-
tistically independent. The modulation scheme
assumed here is QDPSK, where the symbol to be
transmitted is mapped to the differential phase d¢,=
¢n— ¢n-1 of the carrier. A¢, is given by
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372'/2 (@n, bn)=(—1,1)
T (1, 1
A n— 2
¢ /2 (1, —1) (2)
0 (=1, =1)

To achieve intersymbol interference (ISI) free transmis-
sion and a narrowband spectrum, we use a Nyquist
raised cosine transfer function for overall (filter
response, which is shared equally between transmitter
and receiver. Overall impulse response is

__sin(xt/T) cos(ant/T)

WO == 1= Ga/T)® (3)

where T is the symbol duration, and « is the roll-off
factor (0=<a=1).

Signal transmission between mobile and base
stations takes place over multipath channels. We
assume that fading is much slower than the symbol rate
so that the multipath channel transfer function remains
almost constant over several symbols. The input to the
d-th branch detector (d=1,2, ---D) of the D-branch
postdetection diversity receiver can be written using
the complex envelope representation as

24 (1) = z5a (1) +Ziq (1) + 2ng (1)
:[:S(Z_T)gd(f, ) dr+ 2 (2) + 2 (1),

(4)

where s(f)is the desired signal component without
fading, g4(r, ) is the baseband equivalent multipath

(am’bm) (an’bn)
Input |oonvolutional Symbol QDPSK Sc&lare—root
uist
C—»  Encoder [ Interleaver Modulator > F}‘,jcllter

Cochannel

Weight

Interference w () a,Q) a.Q)
Multipath Square-root Differential Symbol o Output
Channel Nyquist ¥ detector ~ De- y| Viterbi 'S)
g4z, v T Filter interleaver Decoder
AWGN
d-th branch D-branch postdetection
channel diversity combining

Fig. 1 Transmission system employing postdetection diversity
combining and convolutional coding with soft decision

Viterbi decoding.
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channel impulse response (measured from the instant
of application of a unit impulse at ¢), z(z) is the
cochannel interference, and z,;(#) is the bandwidth
restricted AWGN component with one-sided spectrum
density N,. s(¢) is the overall response of the transmit-
ter and receiver filters to the QDPSK signal and is
given by .

s(t)= 25,8 dr (1) 21/2—?7’2&’6”’"/10—727"),

(5)

where Ej is the average signal energy per symbol. Since
the impulse response at r is due to the sum of many
independent impulses caused by reflections from build-
ings and other obstacles, g (7, t) can be assumed to be
a zero-mean complex Gaussian process of # and the
delay-time correlation function can be given by

K9a(z, ) ga™(z— A, t— 1) >=E&s(z, 1£) 6(A),
for d=1,2,---, D, (6)

where the asterisk denotes complex conjugate, §( + ) is
the delta function. & (r, 0) is called the delay profile.
The rms delay spread s is the important factor that
determines the average BER under frequency selective
fading. 7ms is defined as

tons=y] [ (e o) 60 (5, 0)

Tmem:j::T‘fs(f, O) dr, (7)

where Tmean 15 the mean time delay and [&:(r, 0) dr=
1.

Differential detection is assumed. A quadrature
differential detector output of the d-th branch can be
represented in the complex form as

va (1) =1, (8) +jQu (1)

za(D)z* (1 —T)
|z (2) | 1 zg(¢t—T) | (8)

The D differential detector outputs are weighted and
combined using postdetection MRC. The weighting
factor wy(nT) for differential detection is | zg(nT) |
| zz*((n—1) T) |, which is approximately equal to
R%(nT). The combiner output at the sampling instant
t=nT becomes

—oinlA

I(nT)+]Q (nT) =& 21 24(nT) 2 (n—=1) T).

(9)

The de-interleaver output sequence is I (mT) +jQ
(mT). The Viterbi decoder calculates the path metric
[ which is the sum of the branch metric /,, i.e., =1,
along the path to select the symbol sequence with the
greatest path metric value at each path merger. The
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branch metric for the m-th symbol
lm:Re[_ (a;n+_]b;n) {I (mT) +JQ(mT)}*]
=—anl (mT) —buQ (mT) (10)

can be used for differential detection®(3) where (an,
bm) is the m-th symbol in a possible sequence. Since
Gray coding is assumed in Eq. (2), the linear prop-
erty of the algebraic convolutional code structure is
maintained in the QDPSK signal space. Hence, we
assume that codeword X; with an all zero (—1, —1)
symbol sequence is transmitted. X, corresponds to an
all-zero state path in the trellis diagram. The i-th
opposing codeword Xj,; whose path diverges from the
all zero-state path and merges with it after £ symbols.
The transmitted codeword survives if path metric of X;
is larger than that of X, Otherwise, the opposing
codeword X, ; survives. We introduce the differential
path metric 4/ defined as

A= Lam',bmz'):(l,l){l (mT)+ Q(mT) }
LB ImD A+ S0 (mr) ]
(11)

where the opposing codeword survives if 4/<0. We
assume that the numbers of symbols (a», b)) =(1, 1),
(1, —1), and (—1, 1) in the opposing path are L, M,
and N, respectively.
(B) Upper bound

The probability of an incorrect path being selected
can be calculated from the probability distribution
function (pdf) of AL The average BER after decoding
can be upper-bounded by the union-bound formula
aS(IO) A

k

Mz

P
K=k

1

H

nk,iPk,z' y (12)

where Py ; is the average survival probability of X,
ng,; is the number of error bits when the opposing
codeword X, is selected, Nx is the number of the
opposing codewords with length &k, and K is the
constraint length. The high rate codes are obtained by
periodically deleting some symbols from the original
convolutional coder output (symbol puncturing)4. p
—1 symbols among 2p symbols of the original code
sequence are periodically deleted to produce a p/(p
+1)-rate code. The average BER can be also upper-
bounded by

1 o N’
< . .
Pp= 2}7 kgnglnk’lpk'" (13)

where Ny is the number of all possible opposing paths
with length &, which diverge from the all zero state
path during the puncturing period 2p.

I(mT) and Q (mT) are the real part and imagi-
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nary part of the sum of z;(mT) Xz,*((m—1)T), d=
1, ---, D. Since we are assuming pefect interleaving,
fading associated with each symbol in the path is
independent, and thus, the differential path metric A4/
given by Eq. (11) becomes the sum of independent
Gaussian variables when all z,(mT) ’s are given. The
BER analysis described in Ref. ( 6) can be applied to
obtain the average survival probability.

The conditional survival probability p.,=Prob
[41<0]all z;(mT)’s being given] is given by

1 [ Oc R ]
;=—=-erfc . 14
) JI=1Tpl* V20 (o
R is given by
D *
R=J2[2 S lz(mT) )
d=1L (aw,bm")=(1,1)
) - | zo(mT) | 2
(am’,bm)=(1,-1)
*
LB amD) 17 (15)
(am',bmy=(~1,1)

p=pc+jos=(1/2)<za (mT)-zF (m—1) T)>/o* with
o?=(1/2)<| z2q4(mT) | H=(1/2)<| z24(m—1)T) | 2>
and is given by

p:ejnM
o [&(e, T) de (— ) di (~ T— o) dr

+1IA [ gie, TYdi(— D) di (- T—c) de

/[{\/2F[:&(r,0) | dr(—17) Izdr*

1A e 0) L di(— o) e+

*

<o [Tete, 0 1 de(~T-0) 1%z

A e, 0) (T -0 1%dr+1]]

- (16)

where I” and A are the average E,/N, and the average
SIR, respectively. dg (z) and d;(¢) are the overall filter
responses to the desired and cochannel interference
signals, respectively, and dz(¢) is shown in Eq. (5).

To calculate p under frequency selective fading,
the ISI from adjacent symbols must be taken into
account. In this paper, we assume one adjacent symbol
on each side because the rms delay spreads are much
smaller than the symbol duration being considered. We
have assumed that cochannel interference modulation
timing is synchronized to desired signal modulation
timing (since, in a fading environment, errors are
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caused when desired signal fades and the modulation
timing difference is not important). d;(¢) is identical
to de(t) except that (am bm) are replaced by the
interference symbol sequence.

In deriving Eq. (14), we have assumed that o, and
os are identical. In cochannel interference environ-
ments and with frequency selective fading, however,
this does not hold. The case p.= ps happens when the
cochannel interference symbol is (1, 1) and when the
desired signal adjacent symbols are (am-1, bm-1) =
(@m+1, bn+1) = (1, 1) under frequency selective fading.
This is the worst case in the sense that the average BER
is largest.

The conditional survival probability px; domi-
nates for small values of R. This suggests that the
average survival probability P.; can be calculated
using approximate pdf of R for small values of R. We
are assuming perfect symbol interleaving and that D
fading signals are mutually independent. It can be seen
from Eq. (15) that since z;(mT) is the complex
Gaussian variable, R? is the sum of D X L independent
exponential variables with mean 2¢% and DX (M + N)
independent exponential variables with mean ¢ A
derivation of the approximate pdf of R can be found in
Ref.(18). Since

1 1
PR =S T T M N) — 1)1

RZD(L+M+N)-—1

° 2D(L+M+N)—1O.2D(L+M+N) s (17)

we have

pkiz'/o‘ Pki'P<R> dR

1 {2D(L+M+N)—1)1l
TP T DL+ M+ NN

1_ 2YD(L+M+N)
IR (18)

(C) Discussions

Causes of bit errors are AWGN, cochannel inter-
ference, random FM noise, and multipath channel
delay spreads. Delay spreads place a upper limit on the
bit rate, hence it is very important factor for designing
high speed digital systems. Cochannel interference
performance is also important for cellular systems
because the same radio frequency must be reused at
different cells®. Average BERs can be approximately
represented as the sum of four parts®, i.e., those due to
AWGN, cochannel interference, random FM noise,
and delay spreads. Upper bound for the average BER
is given by Egs.(12) and (13). In the following, we
present the individual average survival probabilities to
provide a good insight into BER characteristics. The
average survival probabilities due to AWGN, cochan-
nel interference, random FM noise, and delay spread
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are

P,.~ 1 {2D(L+M+N) —1}!! /L>D(L+M+N)
kz~2DL+1 {D{L+M+N)}| \F

(AWGN) (19)

P~ 1 {ZD(L+M+N)—1}!!/_4_>D(L+M+N)
kz~2DL+1 {D(L+M+N)}‘ \A

(cochannel interference) (20)

po~ L {2D(L+M+N)—1}!
REDLAT ID(L+M+N)J!

}2D(L+M+N)

-{27rfrmsT

(random FM noise) 2D

po~ L {(2D(L+M+N)—1}1
TP {D(L+M+N)}!

-{T | do(0) dn (— T)) — d (0) di(— T |

Trms
,_Lrms

T

}2D(L+M+N)

(delay spread) (22)

where frms is the rms Doppler frequency and the prime
denotes time derivative.

The parameter which dominates the survival prob-

ability is the value of DX (L+M +N), i.e., the prod-
uct of diversity order (the number of diversity
branches) and the shortest error event path length of
the codes. Increasing the diversity order by more than
two is not practical bacause of the limited space for
diversity antennas, especially in hand-held portables.
On the contrary, codes with a large L+ M + N value
are difficult to achieve when Viterbi decoder complex-
ity is restricted (for example, a decoder with more than
64 states is impractical for hand-held portables because
of its large power consumption).
However, the combination of convolutional coding
with Viterbi decoding provides equivalent DX (L+ M
+ N)-branch diversity reception. Thus, joint use of
diversity combining and convolutional coding is more
practical than simply increasing diversity order or
choosing a lower code rate to increase the L+ M + N
value.

Reference( 9 ) has shown that the design criteria
for the optimal codes is to maximize the length of the
shortest error event path length (maximize the smallest
L+M+N value) and the phase product (2%). It is
found from Eqs.(19)-(22) that as the value of DX (L
+ M+ N) increases, the error rate drops rapidly in
inverse-proportion to the DX (L-++M + N)-th power
of I', A, fims, T or zims/T. Also, the average BER
decreases inversely in proportion to 2°. Therefore, the
optimal design for the codes with divesity reception in
fading channels is to maximize the value of DX (L
+M+N), and the phase product. However, for large

IEICE TRANSACTIONS, VOL. E 74, NO. 6 JUNE 1991
values of DX (L4+ M+ N), the phase product is not
important.

4. Numerical Calculation

We can calculate the upper bound for average
BER using Eqgs. (12) and (13). Individual results are

0
Uncoded QDPSK
\ Rate 1/2 codos
Average SIR—w
10-%F foT—0 -
E Trms/T—0 E
10~
v
Ll
[11]
8 107
© E
i E
o
>
<
1075:*
10751
1077
0
Average Eb/No (dB]
Fig. 2 Average BER due to AWGN.
IO"‘; T T T
[ \,
\
1072 Rate 1/2 codes
F Average Eb/No— e
[ fT—0
[ Trms/T—0
107
14
Ll
m
o —4
g0
— -
]
>
<
a \\
107 ) N
?ﬁ \ \ E
Ty \ ]
211y \\_
3 \
g i
107 AN E
F 1
Hi
1
l\ \
K= 15} \\
10-7L— ] i I
0 T 20 30

Average SIR (dB)

Fig. 3 Average BER due to cochannel interference.
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presented for the average BERs due to AWGN, cochan-
nel interference, random FM noise, and delay spread.
(A) 1/2-Rate convolutional codes.

Figures 2-4 show BER performances due to
AWGN, cochannel interference, and random FM
noise. When calculating the BER performance due to
random FM noise, we assumed that equal amplitude

107 T T T
Rate 1/2 codes
| Average Eb/No—

I Average SIR—®
10721

10~
1071}

10

Average BER

1075

107

107 s - A
0.01 0.1

foT
Fig. 4 Average BER due to random FM noise.
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multipath waves arrive from all directions with equal
probability, thus, & (u) =J 2afpr), where J(+) is
the Bessel function and f5(=4y2fims) is the maximum
Doppler frequency given by vehicle speed/carrier
wavelength.

Table 1 shows the generator polynomials®® of the
codes used here. Gain of the combined diversity recep-
tion/coding (combined gain) is defined as the reduc-
tion in average E»/N; necessary for achieving a certain
BER. It is found from Fig. 2 that as the constraint
length K increases, the improvement in average BER
becomes larger. When diversity reception is not used,
the coding gain at BER=10"* is increased by about 3.
2dB as K increases from 3 to 6. However, with two-
branch diversity reception, the combined gain increase
is only about 0.8 dB. This result suggests that with
two-branch diversity reception, the K =3 code, whose
decoder complexity is 1/8-th that of K =6 code, can be
used. This is an important finding of practical
significance. A similar result is found for cochannel
interference performance.

The random FM noise places a lower limit on
achievable BER. Even if K=3, the code reduces the
average BER considerably. Without diversity recep-
tion, the tolerable value of f, T for BER=107° is about
0.025. Diversity reception with D=2 increases this
value to fpT=0.07. This suggests that for a symbol rate
(=1/T) of 21 ksymbol/sec and 900 MHz carrier
frequency, if the vehicle velocity is less than 1760 km/
hour, BER= 107® can be achieved.

Table 1 Generator polynomials (octal notation) of the 1/2-rate
convolutional codes and optimal deletion positions
for their symbol punctured codes.
Code Rate
K 1/2(Original Code) 2/3 3/4 4/5 5/6 6/7
Generatf)r Optimum Deletion Position
Polynomial
3 5,7 -
4 15,17 01101011
5 23 35 0111 011011
6 53,75 01010111 0101101101 010101011011
7 133,171

Symbols whose positions are indicated as “1” are to be transmitted, and as “0”
are to be deleted.Codes denoted by “—” have the shortest error event path
length of 1 (offer no advantage over uncoded BER).
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I Rate 1/2 codes
[ Average SIR—<®
t Average Eb/No— o
02k foT—0

107

roool

1074

Average BER
S

=3
4

1077}

1075

10-° . . Y AR MY
0.01 0.1

Trms/T

Fig. 5 Average BER due to delay spread.

Figure 5 shows the average BER versus normal-
ized rms delay spread. For small values of normalized
delay spread, the shape of the delay profile is of no
importance®. Double-spike delay profile is assumed.
For K =3 code, if an average BER of 107° is required,
two-branch (D=2) diversity can increase the tolerable
normalized delay spread by about two-fold (from zrms/
T=0.05 to 0.12). For a symbol rate of 21 ksymbol/sec,
the tolerable rms delay spread is, without diversity and
coding, less than 0.5 usec. If K =13 code is used without
diversity, the tolerable value is zms<=2usec. Two-
branch diversity increases this value to rims=6usec.
This indicates the great advantage of using combined
diversity and coding.

(B) Punctured codes

The optimal deleted symbol positions to minimize
the BER after decoding were found by computer search
for p=2~649 assuming no cochannel interference and
no delay spread. The search results for the optimal
symbol positions are listed in Table 1. Combined
coding gains in E,/Ny, at BER=10"* versus code rate
for K=35 codes are plotted in Fig. 6. fpT — 0 and SIR
—co are assumed. When diversity reception is used, the
combined coding gain decreases less rapidly than that
without diversity. For a given channel bandwidth, a
higher information bit rate can be achieved with only
a slight increase in the required E,/Np.

Figure 7 shows the tolerable rms delay spread
normalized by the information symbol rate for K =5
punctured codes assuming BER=10"% Since channel
coding expands the radio channel bit rate by a factor of
(code rate) 7!, the effect of delay spread becomes more

IEICE TRANSACTIONS, VOL. E 74, NO. 6 JUNE 1991

T T T T T
K=5

BER=10"*
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301 -
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Fig. 6 Combined coding gain in E,/N, at average BER=10"*,
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©
}_ - -
D=1
0.01— ]

] i L ] ] ]
" 1/2 2/3 3/4 4/5 5/6 6/7
Code Rate

Fig. 7 Tolerable normalized rms delay spread.

severe. However, error correction capability increasesas
the code rate decreases. It is found from Fig. 7 that if
diversity reception is not used, the tolerable zims/T
value is largest with the rate 1/2 code, and decreases
rapidly with higher code rates. If two-branch diversity
is used, the largest tolerable zrms/T value is about 0.75
which is achieved for the code with rate 2/3. However,
with two-branch diversity, the tolerable rrms/ T value is
less sensitive to the code rate. Therefore, high rate
codes can yield almost the largest tolerable zms/T
value with relatively small channel bandwidth expan-
sion. This suggests the use of the rate 6/7 code.
Figure 8 shows the combined coding gains in the
cochannel interference limited channel. It is found
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Fig. 8 Combined coding gain in SIR at average BER=10""
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Fig. 9 Spectrum efficiency.

from this figure that the decrease in the SIR coding
gain is similar to that in the E,/N; coding gain. It
should be noted that when the information bit rate is
kept constant, as the code rate increases, the radio
channel bit rate decreases, and thus, the number of
channels available within a given bandwidth increases.
Cellular systems reuse the same radio frequency at
spatially different cells. Spectrum efficiency # of cellu-
lar system was calculated assuming hexagonal cell
layout. When an r-rate code is used, 7 can be calcu-
lated from®?
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7]0Cr{1+ (?CAth) 1/a}—2’ (23)

where « is the propagation constant (typical value for
urban area is @=3.5"9), x is the margin for the allow-
able probability Q of geographical outage at the cell
fringe due to shadow fading, and A, is the required
average SIR for achieving the specified BER. Assuming
log-normal shadow fading with a standard deviation ¢
(indB), Q=1/2erfc (x/28). The values of /s can be
obtained from Fig. 8. Assuming that the specified BER
is 107* for a data communication as an example,
calculated spectrum efficiencies normalized by that
with no diversity and no coding, and the results are
shown in Fig. 9 for K=5 codes. When diversity recep-
tion is used, the optimum code rate that maximizes the
spectrum efficiency is around 2/3. Moreover, with
diversity reception, the spectrum efficiency is less sensi-
tive to the code rate than that without diversity,.
Therefore, for a given channel bandwidth, a higher rate
code can be used to achieve higher information bit
rates with only a slight sacrifice in spectrum efficiency.

5. Conclusion

This paper has analyzed the joint effects of post-
detection diversity combining and convolutional cod-
ing with Viterbi decoding in mobile radio multipath
fading channels for QDPSK signal transmission. Com-
bined coding gains in average E,/N, and SIR, tolerable
rms delay spread, and spectrum efficiency of cellular
systems, were calculated. Without diversity, perfor-
mance degrades as the code rate increases because the
shortest error event path length decreases. When diver-
sity reception with D=2 is employed (two-branch
diversity is considered to be the most practical), how-
ever, the tolerable rms delay spread and the spectrum
efficiency are relatively insensitive to the code rate.
This paper considered QDPSK modulation scheme.
The TDMA cellular systems currently being developed
in Japan and North America are to employ x/4-shift
QPSK8:07 Both modulation schemes have identical
spectra. The difference is the mapping rule of the
transmitted symbols to the differential phase of the
carrier. Despite of the different mapping rules, both
modulation schemes provide almost identical BER
performance (BER due to AWGN is identical)®.
Hence, the results presented in this paper can be
applied to systems employing z/4-shift QPSK.
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