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Abstract

In this paper, we propose an estimation method for local
peaks of the speech spectrum using a particle filter in noisy
environments. The conventional local peak estimation meth-
ods do not use the estimated peak knowledge in previous
frames. These methods estimate the local peaks only in the
current frame. Therefore, noises markedly affect the accuracy
of local peak estimation in the current frame. The sudden in-
cidence of peak candidates that are not appropriate for local
peaks might be estimated in noisy environments. Thus, these
methods have no robustness against nonstationary noise. To
solve the problems of conventional peak-picking methods, we
proposed a two-step estimation method for local peaks using
a particle filter. The first step is to estimate the peak presence
probability on the basis of the spectral envelope of the cep-
strum. The local peaks can be simultaneously estimated us-
ing likelihood with the same peak presence probability in the
high-probability regions. The second step is to extract peaks
from the candidates of the peaks on the basis of the peak pres-
ence probability. Experimental results show that the proposed
method is superior to conventional methods in terms of the
frequency distance and the number of correct peaks in the
nonstationary noisy environment.

1. Introduction

As one main characteristic of speech, harmonics play an
important role for speech recognition, fundamental frequency
(FO0) estimation, speech enhancement, and so on. Harmonics
are closely related to the local peaks of speech spectra in the
frequency domain. Each of the harmonic components can
be represented by amplitude and frequency. For the relation-
ship between harmonics and speech, McAulay and Quatieri
[1] shows that speech can be synthesized from harmonics
using a speech analysis/synthesis system based on the sinu-
soidal model using the amplitude and frequency of harmon-
ics. However, harmonics fluctuates at high frequencies; thus,
the separate estimation of local peaks is required. Therefore,
we focus on the local peaks estimation of the speech spectrum
in the frequency domain in this paper.

For local peak estimation, many peak-picking algorithms
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have been reported thus far. The simplest method, named
the second-order differential technique (SOD), first deter-
mines the local-maximum points using a second-order differ-
ential and the local peaks are decided by the slope. The im-
proved method, named the hill-climbing technique (HC), dis-
regards the very small amplitudes before searching the local-
maximum points. The local peak estimation algorithm spe-
cialized for harmonics tracks harmonics of speech with in-
stantaneous frequency (IF) [2]. The instantaneous frequency
method uses harmonics.

The above methods often overestimate or underestimate
the number of peaks. The conventional peak-picking methods
have a drawback in that they do not use the already estimated
peaks in previous frames. The noise markedly affects the ac-
curacy of local peaks estimations in the current frame. Since
harmonics varies gradually, the frequency positions of peaks
in previous frames are important for estimating peaks in the
current frame. Learning position from the previous frames
facilitate the estimation of local peaks in the current frame in
noisy environments.

Particle filter [4] is also used to estimate the state of the
dynamic system from noisy observation. The function of a
particle filter is to approximate the accurate posterior proba-
bility distribution using many particles, i.e., discrete values.
The posterior probability distribution is represented accord-
ing to the density of the population of the particles. As the
number of particles increases toward infinity, the approxima-
tion approaches the true posterior probability. A solution for
dealing with the drawbacks of the conventional methods is the
accurate approximation of the posterior probability distribu-
tion by a particle filter. The posterior probability distribution
gives the state transition probability. Thus, representing pos-
terior probability distribution enables the blind prediction of
local peaks.

To solve the problems of conventional peak-picking meth-
ods, we proposed a two-step. estimation method for local
peaks using a particle filter. The first step is to estimate peak
presence probability. The likelihood of peaks is dynamically
constructed using a spectral envelope of the cepstrum. The
likelihood that describes the spectral envelope helps in de-
termining whether peaks are present. To realize the simul-

303



taneous estimation of the state, we introduce a multidimen-
sional likelihood. The second step is to extract peaks from
the candidate peaks using the peak presence probability. The
frequency bands that have maximal posterior peak presence
probability become candidates of the peaks.

2. Problem Formulation

A noisy time signal y(k) sampled at regular time intervals

k - T and is composed of a clean target speech s(k), which

varies gradually, and additive noise w(k), is given by

w(k) = s(k) + wik) Q)

After segmentation and windowing with a function 4(k), e.g.,

Hamming window, the DFT coefficient of frame ¢ and fre-
quency bin f is calculated using

Yi(f) = T y(L + kyh(he PN 2)

N denotes the DFT frame size. For the computation of the

next DFT, the window is shifted by L samples. To decrease

the disturbing effects of cyclic convolution, we apply overlap-

ping. Then, we obtain the noisy DFT coeflicient Y consisting

of the speech part S and the noise part /. Thus, the observa-

tion model is

Yt(f) = S[(f) + W((f) (3)
The relation between the state X;(f) and the speech S(f) is

$i() = AX(N) (4)
where Eq. (4) represents the relationship between S,(f) and
X,(f). We define X,(f) as the peak presence probability that
is used to derive local peaks of harmonics. However, S,(f) is
not completely constructed from X;(f), and 4; is the so called
approximation function.

3. Particle Filter

Particle filtering can be used to estimate hidden variables
representing the peak presence probability. The observed
variable is contaminated by additive noise. The posterior
probability distribution specifies the likelihood of each pos-
sible state given the observation. The hidden variable is es-
timated to maximize the distribution. The particle filtering
algorithm approximates the distribution with Bayes’s theo-
rem using the likelihood P(Y,(/)|X,(f)) and the state transi-

tion probability P(X,(f)lX,_l(f)):

M
PO [ | PO PXOX-10) - 5)
m=1
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where M is the number of targets, which are unknown. The
particle filter is used to estimate the posterior probability dis-
tribution by using a lot of particles, i.e. discrete values. Ac-
cording to the central limit theorem, as the number of parti-
cles increases toward infinity, the approximation approaches
the true posterior probability.

4. Estimation of Local Peaks

The state transition probability of local peaks represents
the peak presence probability. The state X,(/) transits from
the previous state to the current state by the nonlinear state
transition function Q,(-). Then we obtain the system model,

X)) = QX (D)+ViH

where V,(f) is the system noise. The proposed method esti-
mates Q;(-) using the multidimensional likelihood that is dy-
namically updated using a particle filter. Therefore, no mod-
els of the state transition function are needed.

The first step is to estimate the peak presence probability
by a particle filter. In the proposed method, the particle fil-
ter estimates the peak presence probability. To estimate local
peaks of the speech spectrum, the likelihood is required. The
likelihood gives the peak presence probability. The likelihood
P(Y,(_/)|X,(_/)) is dynamically constructed using the spectral
envelope of the cepstrum given by

(6)

Y(NH/Cx2 1

yinicx<t D

P(rNIXN)= { Y.(H)/Cx
where Cx is the smoothed spectral envelope using the cepstra.
As the frequency band of the observed spectrum, which is
larger than the likelihood, gives high peak presence proba-
bility, the frequency band is set to the maximum probability.
Thus, the peak presence probability has flat probabilities in
the high-probability regions. The frequency band with the
high probability gives a good candidate of local peak. The
estimated peak presence probability P(/i’,(f)) is derived as

XN = P(YDIXN) PN (D) ®)
The state transition probability is updated with
Xl—l(f)
P{ X, (N X:- = =12 9
(X (N|Xia(N) AT )

The state transition probability is also constructed dynami-
cally because the position of peaks in the next frame can be
predicted by the peak presence probability.

In the particle filter, the degeneracy of a significant state
often occurs by convergence. To attenuate the effects of de-
generacy, a resampling method is used. The basis of the re-
sampling is to eliminate particles that have small weights and
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concentrate on new particles with large weights. The pro-
posed method uses a resampling algorithm based on random
sampling [S].

The algorithm of the proposed method is as follows:

1. Initialize variables
P(X(N|Xi-1(N))= U, where U(f) is uniform distri-

bution.

2. For all time frames ¢
e For all particles i

(a) Calculate estimation (Eq. 8)
{b) Updating state transition probability (Eq. 9)

¢ Resampling step
On the basis of [5], the certifying state space tech-
nique is introduced. The certifying state space
technique put at least one particle in each state
space for handling sudden change of the state tran-
sition.

To obtain local peaks from the candidate peaks, a method
of extracting the peaks using the peak presence probability is
required. The peak presence probability is used for extracting
local peaks. The peak presence probability has flat probabil-
ities in the high-probability regions. Local peaks might exist
in the frequency ranges with high peak presence probabilities
at a high degree. Local peaks can be extracted by picking the
medium of the peak presence probability over the threshold
of peak presence probability.

Figure 1 shows an example of the local peaks estimated
from a really clean speech by the proposed method. The
sampling frequency is 8 kHz with a 16 bit accuracy. For
each frame, the set of points forming a vertical line represents
estimated positions of local peaks. A harmonic structure is
clearly seen in the figure.

5. Evaluation

To show the robustness of the proposed method against
nonstationary noise, the accuracy of local peak estimations
was evaluated. The learning of a speech spectrum was re-
quired before estimation when we used our proposed method.
However the assumption of an initial clean speech was not re-
quired.

The evaluation consisted of two experiments. In experi-
ment 1, we synthesized a noisy speech by adding pink noise
from the first frame to the last frame, and comparisons be-
tween the proposed method and conventional methods were
carried out. In experiment 2, we used a synthetic speech by
adding the narrowband noise whose duration was set to two
frames from the fifth frame as nonstationary noise, and com-
parisons between the proposed method and the conventional
methods were carried out.
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Figure 1: Harmonic frequencies of Japanese word /aoi/ uttered by
male speaker. The bold line represents FO

To evaluate the performance quantitatively, we used a syn-
thetic speech with preset positions of peaks. Synthetic speech
signals were generated using a sinusoidal synthesis system
[1] with the preset positions of peaks, and each amplitude of
harmonic components is fixed to the same value. The eval-
uated methods are the proposed method (PF), second-order
differential method (SOD), hill climbing method (HC) and
instantaneous frequency method (IF) [2].

5.1 Evaluation measures

These methods are evaluated using two measures; the num-
ber of correct peaks and frequency distance between esti-
mated peaks and preset peaks. We define the frequency dis-
tance between the estimated peaks and the correct peaks.

df =|fior = fou| (10)

where d f is the frequency distance, £, is the number of cor-
rect peaks, and f,,, is the number of estimated peaks. For
each preset peak, the difference between the preset peak and
the nearest estimated peak is calculated in the frequency do-
main. The distance of disaccord with the correct peaks and
that of overestimated peaks are fixed to the FO. The result is
averaged as the average distance.

5.2 Results and discussion

Figure 2 shows the results of experiment 1, in which the in-
put SNRs are —10.0, 10, 20, co. Figure 3 shows the results of
experiment 2, in which the input SNRs are —10,0, 10, 20, co.
In these figures, approaching zero value indicates good esti-
mation of local peaks.
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Figure 2: Average frequency distance and average number of over-
estimated peaks (uses pink noise, o is the proposed method, O is the
second-order differential method, A is the hill-climbing method and
x is the instantaneous frequency method)

In Fig. 2, PF yields good performance for both the num-
ber of overestimated local peaks and the frequency distance
at input SNR of 0,10,20. SOD or HC estimate local peaks
erratically in each input SNR. IF yields good performance
for the number of estimated local peaks, while the distance is
higher than that of the proposed method.

In Fig. 3, PF yields good performance for both the num-
ber of overestimated local peaks and the distance in the con-
ditions of each input SNR. SOD overestimates most of the
local peaks. HC overestimates the local peaks as input SNR
decreases. The IF method yields good performance for the
number of estimated local peaks, and its distance is higher
than that of the proposed method.

The SOD and HC cannot distinguish local peaks of har-
monics and peaks in noise; it is difficult to set optimal param-
eters for these methods. The IF method has to determine the
number of local peaks and tracks these peaks made in the ini-
tial frame, and is affected widely by the noise in each input
SNR. Since the proposed method can estimate local peaks
dynamically using the learning of previous frames, the pro-
posed method yields a good performance for both the num-
ber of overestimated local peaks and frequency distance. As
a result, the proposed method can estimate local peaks cor-
rectly in nonstationary noisy environments. Therefore, the
proposed method effectively uses the position of local peaks
in the previous frames.

6. Conclusion

In this paper, we proposed an estimation method for local
peaks of the speech spectrum using a particle filter. The pro-
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Figure 3: Average frequency distance and average number of over-
estimated peaks estimated (uses narrowband noise whose duration is
two frames, o is the proposed method, 0 is the second order differen-
tial method, A is the hill-climbing method and X is the instantaneous
frequency method)

posed method effectively uses the position of local peaks in
previous frames. The proposed method has great advantage
for estimating local peaks of a speech spectrum in noisy envi-
ronments such as short-term narrowband noise. We show the
possibility of estimating local peaks of a speech spectrum in
nonstationary noisy environments under the assumption that
clean speech or high SNR speech exists in the initial frame.
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