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Abstract 

The goal of this research work is to find the answer to the question about what role 

non-linguistic information plays in the perception of expressive speech categories, and 

specifically, in the case with people who are from different culture/native-language 

backgrounds. A multi-layered model is proposed, which is based on the fact that there is 

a vagueness nature in human cognition. To achieve the research goal, this model will be 

built by perceptual experiments, verified by rule-based speech morphing, and applied to 

the analysis of non-linguistic verbal information.  

The resulting model by the building process suggests that before listeners decide 

to which expressive speech category a speech sound belongs, they qualify a voice 

according to different descriptors, where each descriptor is an adjective for voice 

description. Different combinations of such descriptors by which a listener qualifies a 

voice can lead to the decision about to which different expressive speech categories that 

voice belongs.  

To verify the resulting model, a rule-based speech morphing approach is adopted. 

The built model is transformed to rules, which are used to create morphed utterances 

that are perceived as different semantic primitives and expressive speech categories 

with different intensity levels. The verification process goes a step further to show the 

validity of the finding in the building process. 

Finally, the same model is applied with the same stimuli but different listeners 

with different culture/native-language background to show that the role non-linguistic 

information plays in perception of expressive speech categories is common to people 

who are from different culture/native-language background.
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Chapter 1. Introduction 

Communication is one of the most important activities of a human being. Humans use 

different kinds of communication tools, such as gestures, writing, music or speech to 

interact with each other. The information transferred by different communication tools 

is encoded through various types of media and recognized by a variety of receptor 

receivers. For example, music not only gives listeners beautiful sounds with melody to 

hear, but also communicates the emotion of the composers and performers [80]. 

Gestures, another example, communicate both information and emotion [40]. In speech 

communication, it is clearly not only language that is decoded, but also other types of 

information, such as age, gender, or even emotional categories, such as joy, sadness, 

anger etc. are decoded [22, 48, 49], and may not necessarily be all that apparent. It is 

interesting to know the kind of information in speech that can lead to the judgment of 

emotional categories. This question does not only apply to the situation that a listener is 

acquainted with the language they heard, but also to those that are not acquainted with 

that language. Although previous work had shown a statistical relationship between the 

physical characteristics of voice and the judgment of emotional state, these results are 

still far from satisfactory. The knowledge of how acoustic characteristics in voice are 

related to the judgment of expressive speech perception gained from previous work does 

not provide the necessary information to understand how humans’ interpretation of 

acoustic characteristics in voice involves the human vagueness nature. 

The answer to this question is not apparent but is possible to be approached from 

different aspects, such as psychology, physiology, or engineering. For the application of 

expressive speech, such as the automatic emotional category detection or expressive 

speech synthesis, it is not only necessary to consider this question by understanding 

how acoustic characteristics of voices affect the judgment of emotional categories, but 

also by understanding how the vagueness nature of humans affects this judgment. The 

acquirement of this understanding may the key point to a better application of 

expressive speech detection and synthesis. 

This vagueness nature in the context of expressive speech can be understood 

better by the following observation. When listening to the voice of a speaker, one hears 

that a voice “sounds bright and slightly fast”, which in turn one can interpret that “the 

speaker is happy”. Nevertheless, we do not say, “This voice sounds as if its fundamental 

frequency is 300 Hz”, and thereby proceed to perceive what emotion the speaker is 
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expressing, simply by identifying the absolute pitch of the voice. At the same time, the 

subtle changes in the descriptors (i.e. adjectives) of the sounds, e.g., “bright-sounding” 

or “fast-sounding”, can also lead to different judgments of emotional categories. For 

example, two voice sounds slightly bright and bright respectively can lead to different 

judgment of slightly joyful and joyful. 

Therefore, to find the answer about what role non-linguistic information plays in 

perception of expressive speech categories and to apply this finding to the development 

of expressive speech detection and synthesis, a systematic understanding of the 

relationship between acoustic characteristics in voice and the vagueness nature of 

human perception is necessary. Daily observation shows the marvelous ability of 

humans to decode emotional categories from speech even without the understanding of 

language; a systematic understanding of this relationship can clarify this “gift” of 

humans. However, this relationship is not that apparent. There are various types of 

acoustic characteristics in a voice. On one hand, a subtle change of them can lead to 

different perceptions of voice description and emotional categories. At the same time, it 

is also possible that different people may use different descriptors for describing voices. 

On the other hand, people from different culture/native-language backgrounds also 

show a certain degree of similarity in the judgment of expressive speech perception. 

Even the type of voice data collection for studying expressive speech may change these 

results. Besides, the usage of adjectives for voice description that leads to the judgment 

of emotional categories is fuzzy. All this complexity and the fuzzy relationship suggest 

the necessity of constructing a model of expressive speech perception for revealing the 

relations between various types of elements involved in expressive speech perception by 

a “non-traditional” method for representing the vagueness nature of human perception. 

This dissertation introduces the construction and the application of this perceptual 

model, which exhibits the following three characteristics: 

(1) It takes a human’s vagueness nature into consideration 

(2) It uses descriptors (i.e. adjectives) of the sounds to represent the vagueness 

nature of humans. The usage of different descriptors may be the result from 

the change of acoustic characteristics in the voice. 

(3) It considers the judgment of expressive speech categories as resulting from 

the combination of different voice descriptors. 

The goal of this research work therefore is to use this model for finding the answer to 
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the question about what role non-linguistic information plays in the perception of 

expressive speech categories, especially in cases where such information may be 

common to people from different culture/native-language background. 

1.1 Research background 

In this research work, the construction of the model for expressive speech perception is 

based on two assumptions.  

 The first assumption is deduced from the observation described above, that is, 

before listeners can decide to which expressive speech category a speech sound 

belongs, they will qualify a voice according to different descriptors, where each 

descriptor is an adjective for voice description. Different combinations of such 

descriptors by which a listener qualifies a voice can lead to the decision about to 

which different expressive speech categories that voice belongs. Such qualifications 

and decisions are vague rather than crisp. 

 The second assumption, which is derived from the first and is also based on daily 

observation, is that people who are from different cultures/native-language 

backgrounds have common characteristics for perception of expressive speech 

categories. 

The involvement of adjectives is not new to the study of acoustics. However, 

previous work usually focused on the selection of adjectives for voice description. Even 

though they showed that some adjectives are regularly used for voice description, they 

still failed to provide insight into how this usage is related to the changes of acoustic 

characteristics and how the usage of adjectives can be employed to understand the 

perception judgments. In a similar way, although previous work has already confirmed 

the common characteristics between people with different native-language/cultures 

background, we still need an understanding of how these common acoustic 

characteristics are interpreted by the human vagueness nature involvement of adjectives 

in this study may remedy this problem. All in all, different from previous work, 

descriptors play the central role to study expressive speech perception. 

An important implication of these two assumptions is that there are actually two 

relationships that should be considered in this research. One is that the judgment of 

expressive speech categories is based on the descriptors qualified for voices. The other 

is that acoustic cues affect the choice of voice descriptors. 
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To find support for the two assumptions, the focal point for achieving the 

research goal becomes the building of the relationships in the model. Since the work is 

limited to the context of non-linguistic verbal information [25, 62], the elements about 

discrete symbolic information that are connected to syntax and phonetic information of 

one language are excluded from the model. Instead, acoustic cues, e.g., pitch, duration, 

loudness, etc., voice descriptors, e.g., “bright-sounding” or “fast-sounding”, and 

emotional categories, e.g., joy, sadness, anger, etc. are included. From the fact that these 

two assumptions are new to this research topic, it is necessary to carefully consider 

different factors involved in this research, which include data collection, the types of 

acoustic cues measured, the mathematical tool used to build the relationships between 

the involved elements, and the supplementary support of using voice descriptors in 

studying human perception. The novelty of this model also implies that there will be no 

literature to evaluate the effectiveness of the constructed model. Therefore an additional 

evaluation of the model is also necessary. 

 Data collection is essential because data collected by using different methods 

may exhibit different characteristics. For research involved with perceptual 

experiments, the different characteristics exhibited in the collected data 

essentially have an effect on experimental results. Inappropriate choice of 

data collection type may result in undesired results. In Section 1.1.1, the 

types of data collection and the characteristics of them are discussed. 

 An ideal approach for acoustic cue measurements is to measure as many 

types as possible in order not to overlook any important hint. However, due 

to time and resource constraints, a more realistic approach is to only consider 

those that have shown significance in expressive speech perception. Previous 

work on this topic provides a good source of evaluation of the different 

choices. Section 1.1.2 reviews literature for this evaluation. 

 Mathematic tools directly influence the relationship of the resulting model. 

One popular tool is statistics. Statistics provide an in depth understanding 

about how two elements are related. The basic assumption of this tool is that 

the characteristics of both elements can be exactly described by number 

values. However, for the vagueness nature of human perception, we need a 

different mathematical tool for them. This evaluation is described in Section 

1.1.3. 

 Human perception involving voice descriptors not only can be observed from 
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our daily speech communication but also from other communication scenes, 

such as music. In Section 1.1.4, a review of literature in music provides a 

supplementary support for applying this idea in this research work. 

 Since the model is about human perception, it should be evaluated by using a 

human-oriented approach. An important issue in this process is to find a 

simple form for representing the relations between elements involved in the 

model. These include the relations between different types of acoustic 

characteristics and the choice of voice descriptors for the voice that exhibit 

these characteristics, or the relations between different types of voice 

descriptors and judgment that results from a voice with these voice 

descriptors. To this end, a rule system will be developed, which contains the 

combination of elements and the quantity of the elements to be used in the 

evaluation process.   

As pointed out by Erickson in [19], the method of data collection adopted should 

be decided by the goal of the research work. There are two major types of data which 

are mainly different in the methods used for data collection. One is a spontaneous 

database, and the other is an actor-portrayed database [16]. Previous work that examines 

expressive speech from the relationship between acoustic cues and expressive speech 

categories have shown a general agreement that the most influential factors belong to 

the prosodic cues, including voice quality cues. To correctly express the relationships 

between the different types of elements within the proposed model, a mathematical tool 

should be appropriately chosen. This mathematical tool should satisfy the characteristics 

of elements that are involved in a relationship. 

1.1.1 Data collection 

Many researchers [15, 27, 58, 64] have found that who acts the utterances and how the 

utterances are recorded can affect the results of the study. A spontaneous database 

records naturally speaking utterances from real-life speech. An actor-portrayed database 

records utterances produced by professional actors/actresses. Some examples of both 

types are described in this section. A spontaneous database is ideal for research because 

it is closer to the nature of emotional speech perception. Conversely, an actor-portrayed 

database usually results in a rather explicit detection of emotional categories. However, 

due to the emphasis of the stereotypical performance by the actors/actresses, it may 

suffer the problem that some subtle factors are hidden [64]. 

For the spontaneous database examples, to study the communication between 
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human and automatic dialogue system, Batliner, Fischer, Huber, Spilker, and Nöth [6] 

use a Wizard-of-Oz (WOZ) technique to acquire natural responses from human subjects. 

This technique hides the fact to subjects that their communication with a computer is 

actually operated by humans. Therefore, it is expected that natural spontaneous 

responses from subjects can be obtained, rather their opinions about what single 

emotional category a speech sound belongs to. Devillers, Vidrascu, and Lamel [15] use 

two real-life databases from call centers. Their intention is to show that the emotion 

categories detected in real-life communication are a mixture, rather than a single 

category. To explore the psychological aspect of automatic emotion detection, Grimm, 

Kroschel, Mower, and Grimm, Mower, Kroschel, and Narayana [27] use two databases, 

EMA Corpus and VAM Corpus. EMA Corpus contains acted utterances. On the other 

hand, VAM contains spontaneous utterances recorded from TV-shows. They used the 

later in their research and compared the results generated from these two sets of data. 

They showed a consistent result between these two types of database when applying 

their approach for emotional detection. 

For the actor-portrayed database example, Williams and Stevens [82] used 

utterances that imitated the crash of “Hindenburg”. To exclude the problems of 

data-dependent results, Banse and Scherer [4] used data with 1344 voice samples which 

portrayed 14 emotion categories. Hashizawa, Takeda, Hamzah, and Ohyama [29] used 

voices recorded by four professional actors, which included two males and two females, 

to portray utterances (words) with three types of emotional categories, which consists of 

four different degrees.  They studied the intensity levels of three expressive categories, 

anger, sadness, and joy. They found the relationship between these categories and F0 

and speech rate. 

Previous work suggests that each method has its distinct characteristics. There is 

no perfect choice in this. For our research goal that is about non-linguistic verbal 

information, it is better to have data that clearly reveal the important acoustic 

characteristics in the voice 

1.1.2 Acoustic cues measurements 

The review of literature has shown a general agreement that the most influential factors 

belong prosody which also includes voice quality. Since a sentence can be uttered with 

different prosody depending on the emotional states of the speaker, the change of 

prosody of an utterance greatly influences the perception of expressive speech. 

Therefore, for studying expressive speech perception, prosody is an important factor 
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needed to be investigated. Those acoustic cues considered significant for prosody 

largely are extracted from fundamental frequency, intensity, and duration. In addition, 

voice quality is another major focus that researchers have paid much attention to. One 

definition of voice quality (which also can be referred to as “timbre”) is “the quality of a 

sound by which a listener can tell that two sounds of the same loudness and pitch are 

dissimilar” (ANSI, 1973. Psychoacoustical terminology. Technical Report, S.3.30, 

American National Standard Report.)  Although there is still a lack of a consistent 

definition of voice quality, most voice quality measurements are extracted from the 

acoustic spectrum. 

Prosody  

Prosody mainly conveys the perception of pitch, loudness, and rate of speaking. The 

variations of intonation, pause, stress pattern, speed, belong to what we call the prosody 

of a sentence. Since a sentence can be uttered with different prosodic characteristics 

depending on the emotional states of speaker, the prosodic change in an utterance 

greatly influences the perception of expressive speech. Therefore, for studying 

expressive speech perception, prosody is an important factor needed to be investigated. 

 Fundamental frequency (F0)  

From the aspect of its physical meaning, F0 reflects the pitch that is perceived by a 

listener. The F0 contour represents the change of F0 in the time domain that provides 

information about the accent and intonation of a sentence. Since such information 

deeply affects the perception of expressive speech, F0 is the acoustic cue which has 

been studied from the earliest time and most frequently in the field of expressive speech 

perception. In [19], Erickson summarized a list of previous research on the types of 

acoustic cues that are related to the perception of expressive speech categories. No 

matter which method is used for data collection (acted speech vs. spontaneous) and 

languages used, most work has found that F0 is important to the perception of 

expressive speech categories. It is known that voice pitch is strongly determined by F0 

[64]. For instance, Paeschke [58], who measured global F0 trend of over 500 German 

utterances, found that the final F0 movement is different between boredom, sadness, 

anxiety, and disgust, but almost meaningless for the emotions of happiness and anger. 

Ishii and Campbell [33] have found that in Japanese the phrase final section of duration 

and F0 are related to phonation types of expressive speech, e.g., modal, creaky, 

whispery. 

 Power 
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From the aspect of its physical meaning, power primarily reflects the loudness that is 

perceived by a listener. It is primarily determined by the volume of air flow of breath 

sent out by the lungs. When a speaker is in different emotional states, the variation of 

power could be very wide. Power has also been reported with regard to its relationship 

to expressive speech (e.g. [32, 44, 65, and 73]. It is also suggested to be influential on 

voice quality, as suggest by Ishii and Campbell [34]. In their study, power is measured 

by RMS.  

 Duration 

From the aspect of its physical meaning, duration primarily reflects how long the 

listener perceives the sound to be. The same word or same sentence produced with 

different lengths can be produced differently. Generally, people in a good mood such as 

happy or cheerful speak faster. In the study of expressive speech perception, for 

example,  [29, 30, 32, 45, 60, 65, 73] have show an effect of duration or speech rates 

on expressive speech perception in different languages, i.e., German, Japanese, 

American English, Korean, and Canadian English. 

Voice quality  

 Spectrum 

Voice quality is largely extracted from the spectrum. The spectrum is the speech signal 

represented in the time-frequency domain, resulting  from mathematic transforms of 

the speech signal over a series of time, such as the Fourier transform,. It is a fact that the 

spectrum conveys meaningful information for speech perception. For example, the first 

three formants (F1, F2 and F3) predict the perception of the vowel. In addition to these, 

the high formants in the spectrum are related to the vocal tract length, and acoustic cues 

extracted from the spectrum are considered an important indication of voice quality [33, 

34]. Although the spectrum is a not-as-well investigated feature compared to F0 

movement, it has been found to have a relationship with expressive speech perception 

(e.g. [18, 44, 45, 65]). Scherer, Banse, Wallbott, and Goldbeck [65] measured 

low-frequency energy (below 635Hz) and spectral slope of spectral energy distribution 

and found a relationship to Fear, Joy, Sadness, and Anger. Ehrette, Chateau, 

d’Alessandro, and Maffiolo [18], who used 100 French utterances recorded by 20 

professional actresses, found a relationship between 20 perceptual attributes, (adjectives 

for voice description freely chosen by subjects), and voice quality attributes (spectral 

centroide). In other languages, such as Japanese, Maekawa [45], measured six types of 

paralinguistic information in speech, and found the relationship between these six types 
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and the vowel spectrum. 

 From the above review, it is clear that fundamental frequency, power, duration, 

and spectrum are related to expressive speech perception. Although it is not clear how 

these acoustic cues are related to non-linguistic verbal information, e.g. voice 

descriptors, they are the candidates for examining for comparison with previous 

studies.  

1.1.3 Mathematical tool 

To correctly express the relationships between different types of elements within the 

proposed model, a mathematical tool should be appropriately chosen because it directly 

influences the resulting relationship. This mathematical tool should satisfy the 

characteristics of elements that are involved in the relationship. The characteristics 

include: 

 Linearity or nonlinearity of relationship. A linear relationship means that the cause 

and effect is proportionate. Conversely, a nonlinear relationship means that the 

cause and effect is disproportionate. The assumption of the role voice descriptors 

play in expressive speech perception implies that a human’s judgment of 

expressive speech categories is a quality-issue rather than a quantity-issue. 

Therefore, the perceptual relationship between voice descriptors and expressive 

speech categories is possibly non-linear rather than linear. 

 Precision and vagueness of relationship. A precise relationship which includes an 

understanding of the cause and effect and can be modeled by precise number 

values and expressed by exact equations is necessary. Conversely, a vague 

relationship is one that the cause and effect can only be understood by imprecise 

information, and can only be modeled by a rather ambiguous way. A precise 

relationship can be frequently seen in our natural world; nevertheless, a vagueness 

relationship is abundant in our human interactions—such as the assumption that 

we made in this research that voice descriptors are important in human perception. 

Therefore, it is necessary to take such vagueness into account when choosing a 

mathematical tool to deal with human perception. 

 Black box and white box of relationship [71]. A black-box relationship means that 

there is no previous knowledge but only measured or observed data are known 

about the relationship. Conversely, a white-box relationship means that there is 

structural knowledge known about the relationship. In this research work, the 
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structural knowledge of using voice descriptors in expressive speech perception 

can be obtained in advance. 

For one part of the first assumption made in this research--that the judgment of 

expressive speech categories is based on voice descriptors--it is necessary to develop a 

suitable mathematical tool to account for this fuzzy relationship. At the same time, for 

the other part of this assumption--how acoustic cues affect the choice of voice 

descriptors—it is necessary to have a mathematical tool that is linear and precise.  

The choices of tool we have are statistics, neural network, or fuzzy logic. 

Statistics is a general tool for describing the characteristics of a relationship. By 

statistical methodology, the most significant features can be selected for the 

classification or identification of emotions (e.g., [5, 9, 42, 52, 53, 65, 66, 67, 74, 79, 81, 

and 82]). However, statistical methodology mainly manages linear and precise 

relationships but not fuzzy relationships. 

Neural network (NN) can be used to model the relationship between two types of 

elements, which are regarded as input and output, respectively, where structural 

knowledge is not known. Recently-emerging in the field of the perception of expressive 

speech categories is the hybrid Hidden Markov Model – Neural Network (HMM/NN). 

This approach overcomes the problem of classical Continuous Density Hidden Markov 

Models (CDHMM) [13]. For example, Athanaselis, Bakamidis, Dologlou, Cowie, 

Douglas-Cowie, and Cox [2] use this approach to detect emotion from speech. One 

unique characteristic of this is that the relationship which maps to expressive speech 

categories includes both language content and prosodic information. Besides HMM/NN, 

there are many other types of neural networks. In the context of this research topic, 

another popular type is Support Vector Machine (SVM) and Neural Network (NN). 

They have been used for studying the perception of expressive speech categories in 

different languages, such as Japanese [56], Swedish [57], Dutch [51], and German [46]. 

Neural Network can deal with various relationships probably including nonlinear and 

vague relationships; however, it makes a black box type of relationship since it cannot 

provide structural knowledge of a relationship. 

Fuzzy logic is another emerging tool, which requires known structural knowledge. 

For example, Lee and Narayanan [11] built the relationship between vocal cues of input 

utterances and outputs of emotions described by a set of rules. These rules are used in 

fuzzy inference systems (FIS) for recognizing two groups of emotion labels, negative 

and non-negative emotions. In [27], Grimm, Mower, Kroschel, and Narayana built a 
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fuzzy inference system for estimating continuous-values of the mapping from emotion 

primitives of valence, activation, and dominance to emotional categories. The FIS is 

used as the estimator for emotion detection. In [3], there is an interesting 

implementation of a robot for emotion detection from the prosody of natural speech by 

using fuzzy logic. Fuzzy logic provides the capability to deal with the characteristics of 

nonlinearity, vagueness and white box of a relationship. 

From the above review; it is clear that two different methods are necessary for the 

two different parts of the first assumption. First, the fuzzy relationship between voice 

descriptors and expressive speech categories requires fuzzy logic because it is 

non-linear, vague, and white-box. Second, the crisp relationship between voice 

descriptors and acoustic cues requires statistics because it is linear and precise. 

1.1.4 Voice descriptors for music perception 

Using qualitative descriptors to describe expressive utterances is also found with other 

types of communication. In music, the use of adjectives for describing sound has been 

conducted by many researchers. For example, qualitative descriptions of loud, fast, and 

staccato music performance give listeners a perception of anger [36]. The perception of 

these three qualitative descriptions is actually related to the acoustic features of tempo, 

sound level, and articulation. In music the word “timbre” is also used to describe the 

difference between two instruments, such as a violin and trumpet, playing the same 

sound (e.g., having the same F0, loudness and duration). Ueda [77] discussed the 

possibility of a hierarchical structure of qualitative adjectives for timbre, and suggested 

that the psychological perception of sound can be characterized by acoustic features. 

Ueda and Akagi [78] examined how the perception of sharpness and brightness is 

affected by amplitude envelope shapes, sound-pressure level, and duration of broadband 

noise. It is also widely used for music assessment. Darke [14] asked musicians to use 12 

verbal adjectives for assessing a number of music sounds, and found there was 

agreement among the adjectives listeners used to describe their perception of timbre. 

Traube, Depalle, and Wanderley [75] studied the relationship between acoustic features, 

gesture parameters of guitar playing, and adjective descriptions of guitar timbre. They 

confirmed the relationship between perceived brightness and gesture parameters of 

playing a guitar. Coincidently, the use of fuzzy logic to build a perception model can 

also be seen in music. Friberg [23] used fuzzy logic to map measured parameters, such 

as sound level or tempo, to emotional perception of sound receivers. They also 

developed a rule system for modeling the music performance [24]. They used the 

measured parameters for modeling different styles of performance. Due to the abundant 
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and complex parameters of rules, they simplified the rules selection by relating rules to 

semantic descriptions, such as lento, andante, vivace, etc., which are qualitative terms 

for describing music performance. They applied the rule system to synthesize music for 

different emotional expressions. 

1.2 Research approach  

To achieve the research goal, that is using a model for finding the answer to the question 

about what role non-linguistic information plays in perception of expressive speech 

categories, where such information is common to people who are from different 

culture/native-language background, two assumptions were made. Since these two 

assumptions imply two relationships, the building of these two relationships becomes 

the focal point in the research work. However, since much previous related work mainly 

focused on the statistical relationship between expressive speech and acoustic cues, 

there are no previous studies that are useful for evaluating the resulting relationships 

that are going to be built. Therefore, another accompanying focal point is to evaluate the 

relationships that will be built. 

 To clarify this building and evaluation process, a multi-layered approach is 

proposed. The two relationships form a three-layered model, which exhibit the three 

characteristics described in the beginning of this chapter by including “acoustic 

features”, e.g., pitch, duration, loudness, etc., as “semantic primitives”, e.g. voice 

descriptors of bright, fast, slow, etc., and “expressive speech categories”, e.g. joy, 

sadness, anger, etc. The construction of this three-layered model becomes a two-step 

process. 

In the first step, in order to find those descriptors (i.e., adjectives) that can be 

used to describe the perception of expressive vocalizations, a thorough selection of 

semantic primitives should be conducted. After the semantic primitives are selected, 

analysis of a large number of acoustic features will be necessary to support the 

relationship between semantic primitives and acoustic features. Moreover, in order to 

understand the fuzzy relationship between the linguistic description of acoustic 

perception and expressive speech, a fuzzy inference system will be built. After the two 

relationships are built, the effectiveness of relationships should be evaluated. 

In the second step, to verify the effectiveness of relationships built in step 1, we 

take a more basic, human-oriented approach instead of an engineering application, as in 

building a system for automatic expressive speech classification [27]. We use the 
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semantic primitive specifications with corresponding acoustic features of the first step 

to resynthesiz the expressive speech utterances, and ask human subjects to evaluate the 

effectiveness of the resynthesized utterances. This approach includes three techniques: 

(1) a voice-morphed technique for rule verification, (2) expression of the relationships 

built by step 1 as rules, and (3) examination of various types of human perception of 

emotion as well as the intensity of the perceptions. 

Voice morphing, which is also referred to as voice transformation and voice 

conversion, is a technique to modify the identification of a source speaker to a different 

target speaker [88, 89, 90, 91]. The conversion mapping from source to target is learned 

and aligned by different methods, such as vector quantized codebooks [92], hidden 

Markov models (HMM), or Gaussian mixture models (GMM) [93, 94]. However, as 

indicated by Pfitzinger [95], voice morphing and voice conversion are different. In 

voice morphing, new voices that are learned from the relationship between source and 

target voices are interpolated. Conversely, in voice conversion, unseen voices of the 

source speaker are extrapolated toward the target speaker. 

Different from the modification technique described above, in this research work 

rules are created with parameters that change the acoustic characteristics of a neutral 

utterance from a specific speaker to those that are perceived as having certain semantic 

primitives or belonging to certain expressive speech categories. These parameters come 

from the fuzzy inference system and the correlation of these two relationships. 

Changing speech in this way is a technique explicated by Scherer [64], and technically 

developed by Kawahara et al. [37]. 

This rule-based approach implements and controls the variations of the 

perceptual model. It helps to verify the model we build in the first step. It takes a neutral 

voice as input and generates a different voice as output by systematically manipulating 

the acoustic features of the input voice. The parameters will then be modified to create 

variations of the rules that should give different intensity-levels of perception. The 

verification process is simplified by the combination of this type of speech-morphing 

and base-rule development. The relationships revealed in the building process then can 

be verified by changing a neutral utterance to other utterances which result in different 

types and intensities of perception. This approach is also called copy synthesis, 

resynthesis or a type of voice-morphing [96, 97, 98]. 

After the construction of this three-layered model, it will be applied to provide 

support for the second assumption to show that people who are from different 
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cultures/native-language background have common characteristics for perception of 

expressive speech categories. 

1.3 Dissertation organization 

This paper is organized as follows:  

In Chapter 1, the orientation of this research topic is clarified. The description in this 

chapter makes it clear what different factors should be considered before processing the 

research work. The factors considered here include data collection, acoustic cues 

measurement, and mathematical tools. Previous work related to each factor is reviewed 

as well. The information summarized provides a clear outline for the approach. 

Moreover, a brief introduction to the proposal of the multi-layer approach for expressive 

speech perception is described. 

In Chapter 2, a more detail explanation about the three-layer model proposed in 

this research work is given. The hypothesis we attempt to prove is that people perceive 

expressive speech not directly from a change of acoustic features, but rather from a 

composite of different types of “smaller” perceptions that are expressed by semantic 

primitives. A conceptual diagram is used to describe the constituents of the model, 

which consist of three layers, expressive speech, semantic primitives and acoustic 

features, and the relationships between the layers. 

Chapter 3 starts with the detailed description of how the model is built, 

specifically, the construction of the two types of relationships-- the relationship between 

expressive speech and semantic primitives and the relationship between semantic 

primitives and acoustic features. The first relationship, between categories of emotion 

and semantic primitives, was built by conducting three experiments and applying fuzzy 

inference systems. The second relationship, between semantic primitives and acoustic 

features, was built by analyzing acoustic features in speech signals. Finally, the resulting 

model is presented.  

The essence of how to verify the resulting model is explained in Chapter 4t. It is 

followed by the description of the manner and results of verification for the model. The 

resulting model was verified by a rule-based speech-morphing approach. The rules are 

created from the analytic results. These rules are used to morph the acoustic 

characteristics of a neutral utterance to the perception of certain semantic primitives or 

expressive speech categories. Different from other research studies, the various types of 

human perception of emotion as well as the intensity of the perceptions from the 
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resulting models are also verified. 

The actual application of the resulting models is reported in Chapter 5. The main 

objective of the application is to pursue the fundamental nature of the role that 

non-linguistic information plays in speech communication. That is, do we humans have 

something in common especially concerning the perception of expressive speech? The 

manner in which this application works is also discussed. Moreover, one feature of the 

application which is highlighted is that common perceptual features are linked to 

semantic features. By comparing the perception model built from Japanese and 

Taiwanese subjects, we see that certain common as well as different features of 

expressive speech perception exist among subjects from different linguistic 

backgrounds. 

Chapter 6 provides an overall conclusion of the thesis. It includes a brief 

summary, as well as a discussion of the possible significance and applications of this 

research.  A number of possible directions extending from this work are pointed out 

and put forth. 
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Chapter 2. Overview of the Model 

2.1 Conceptual diagram of the model 

A diagram shown in Figure 2-1 conceptually illustrates the proposed multi-layered 

approach of this research work. This diagram visualizes the two assumptions we made 

in expressive speech perception as a layered-structure model. This model illustrates that 

people perceive expressive speech categories (i.e. the topmost layer) not directly from a 

change of acoustic features (i.e. the bottommost layer), but rather from a composite of 

different types of “smaller” perceptions that are expressed by semantic primitives (i.e. 

the middle layer). It also shows that the significance of this research work is that the 

model approximates a human’s behavior. Humans’ perceptions always have a quality of 

vagueness; for example, humans use vague linguistic forms which have not precise 

values, such as “slow” or “slightly slow”. Moreover, this model does not only apply to 

people who are acquainted with the language of the voice they heard, but also to those 

who are not acquainted with that language. 

A close look at the model shows that it consists of three layers: expressive speech, 

semantic primitives, and acoustic features. Five categories of expressive speech are 

studied, Neutral, Joy, Cold Anger, Sadness, and Hot Anger. Anger, sadness, and 

Joy are the most basic and well-investigated emotional categories. In addition to these 

three categories of emotion, Neutral and different types of anger, Hot Anger and Cold 

Anger are investigated in order to provide a comparison. The semantic primitives are 

considered to be a set of adjectives often used by listeners to describe utterance 

characteristics, for example, high, low, bright, quiet, etc. The acoustic features are the 

measurable acoustic characteristics in the speech signal, such as fundamental frequency, 

power envelope, spectrum, etc.  

These three layers form two relationships that help to understand expressive 

speech perception better. The first relationship is that between semantic primitives and 

expressive speech categories. From this relationship, one can know how the perception 

of voice affects the judgment of expressive speech categories. The second relationship is 

that between acoustic features and semantic primitives. From this relationship, one can 

know how the acoustic characteristics in voice affect the perception of voice. These two 

relationships also apply to the communication scene when people are not acquainted 

with the language of the voice they heard. 
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  Figure 2-1. Conceptual diagram of the perceptual model. 

2.2 Construction process 

Figure 2-1 not only shows the static structure of expressive speech perception, but also 

implies the necessary process to construct it. As described in Chapter 1, the focal point 

of this research work becomes the building of the two relationships shown in Figure 2-1. 

Another accompanying focal point is the evaluation of the model. After finishing the 

building and evaluation of the model, the model is applied to find common features of 

people who are or are not acquainted with the language of the voice they heard to see if 

they can still perceive expressive speech. Figure 2-2 illustrates the overall process. 

Figures 2-3 to 2-5 illustrate the building, evaluation, and application processes along 

with the corresponding sections in this dissertation. 

The following chapters describe the building of the model by perceptual 

experiments, the evaluation of the model by speech morphing, and the application of the 

model to the analysis of non-linguistic verbal information. 
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Figure 2-2. Overall process of model building, evaluation, and application 
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 32

Dissertation Work

Rule 
development 
from the built 
relationships

Section 4.1

Model

Rule 
implementation 

for morphing 
neutral utterances

Section 4.2

Section 4.3

Perceptual 
experiments 
evaluate the 

model

1st 
Relationship

Expressive 
Speech 

Categories

Semantic 
Primitives

2nd 
Relationship

Acoustic 
Features

1st 
Relationship

Expressive 
Speech 

Categories

Semantic 
Primitives

2nd 
Relationship

Acoustic 
Features

 

Figure 2-4. Evaluation process and the corresponding sections in the dissertation 

and in the model. 
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Figure 2-5. Application process and the corresponding sections in the dissertation 

and in the model. 
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Chapter 3. The Building of the Three Layered 

Model  

This chapter describes the first-step of the model construction. In this step, the suitable 

semantic primitives for voice description will be chosen. From here, the relationship 

between semantic primitives and acoustic features, and the relationship between 

semantic primitives and expressive speech categories will be clarified. 

This research firstly uses a top-down method to build the model and then uses a 

button-up method to verify the model. The process is designed by this way because it is 

necessary to discovery related adjectives as semantic primitive for the perceptual model. 

And, as the definition of semantic primitive in this study, it should be suitable for 

describing expressive speech that is related to the perception of expressive speech. 

Therefore, it is reasonable to investigate the relationship between expressive speech and 

semantic primitive first and then the relationship between semantic primitive and 

acoustic features. When verifying the built model, because the method is rule-based 

speech morphing that controls acoustic features and resynthesized voice, conversely, the 

relationship between semantic primitive and acoustic features is verified first and then 

the relationship between expressive speech and semantic primitive. 

The work consists of the following three sub tasks.  

 In order to find those descriptors (e.g., adjectives) that can be used to describe the 

perception of expressive vocalizations, a thorough selection of semantic primitives 

will be necessary. Three experiments are carried out in order to determine which 

adjectives are suitable for describing expressive speech.  

 To understand the fuzzy relationship between linguistic description of acoustic 

perception and expressive speech, a fuzzy inference system will be built. In order to 

build FIS with highly reliable probability, another experiment, Experiment 4, is 

conducted for collecting more utterances as input data. 

 In order to support the relationship between semantic primitives and acoustic 

features, analysis of a large number of acoustic features will be necessary. 

This order is important because without the finding of suitable semantic primitives for 

expressive category judgments, it is not possible to conduct analysis of acoustic features 
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to semantic primitives. 

 However, another possibility is firstly a bottom-up approach to relate every 

possible semantic primitive to acoustic features, and then the selection of semantic 

primitives that are suitable for expressive speech categories description. This approach 

may sound objective at first because we consider every semantic primitive that many be 

used in voice description. However, some concerns listed below are considered: 

1. Top-down approach corresponds to effective humans processing [86]. Our brain 

tries to process information effectively. Therefore, it is not likely that we humans 

enumerate different semantic primitives for every occurrence of expressive 

speech judgment and then select semantic primitives that are suitable for this 

judgment. 

2. Top-down approach corresponds to humans’ behavior. Humans’ brains process 

information following a certain path [87]. Therefore, we humans use certain 

types of semantic primitives to describe expressive speech categories. 

For the first task, detailed descriptions and discussions of those three experiments 

conducted for selecting appropriate semantic primitives are provided in Section 3.1. 

Those three experiments are (1) examination of listeners’ perception of expressive 

speech, (2) construction of a psychological distance model, and (3) selection of 

semantic primitives. 

For the second task, Section 3.2 starts with an explanation of the reasons of fuzzy 

logic application for building the relationship between expressive speech categories and 

semantic primitives. It is followed by an introduction to an experiment which is 

conducted to collect more data in order to build the fuzzy inference system. After the 

explanation of the fuzzy inference system (FIS) construction, those semantic primitives 

that are most related to the five categories (Neutral, Joy, Cold Anger, Sadness, and 

Hot Anger) of expressive speech will be clarified. 

For the third task, Section 3.3 first provides a discussion with a brief literature 

review regarding acoustic cues related to expressive speech. The acoustic cues involved 

with prosody or pitch related parameters are mainly extracted from F0 contour, power 

envelop and duration. Conversely, voice quality related parameters are mainly extracted 

from the spectrum. Consequently, acoustic feature analysis done in this study were in 

terms of F0 contour, power envelop and duration, and spectrum. Detail introduction to 

the process of acoustic feature analysis is given in this section as well. The correlation 
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coefficients between semantic primitives and acoustic features were then calculated for 

depicting the relationship.   

After the completion of these three tasks, for each category, the two relationships 

are combined and are visualized by a layered structure conceptual diagram. From these 

five diagrams, the non-linguistic verbal information can be characterized by acoustic 

features of utterances and adjectives of voice description. Finally, the five diagrams are 

discussed. 

3.1 Three experiments for semantic-primitive selection 

To find semantic primitives that can be used to describe the perception of expressive 

vocalizations, three experiments are conducted. The goal of Experiment 1 is to examine 

subjects’ perception of expressive speech utterances. The goal of Experiment 2 is to 

show the reliability of the voice database used by the subjects. The results of this 

experiment should show that subjects can clearly distinguish the expressive speech 

categories of each utterance they heard. The goal of Experiment 3 is to determine 

suitable semantic primitives for the perceptual model. To clarify which adjective is more 

appropriate for describing expressive speech and how each adjective was related to each 

category of expressive speech, the selected semantic primitives are superimposed into 

the perceptual space built in Experiment 2 by applying a multiple regression analysis. 

 To achieve each of these goals, in Experiment 1, subjects are asked to evaluate 

the perceived categories of utterances in terms of each of the five categories of 

expressive speech looked at in this study, e.g., Neutral, Joy, Cold Anger, Sadness, 

and Hot Anger. In Experiment 2, subjects are asked to evaluate utterances selected 

according to the results of Experiment 1. The results are used to construct a perceptual 

space of categories of expressive speech by using a multidimensional scaling (MDS) 

technique. (See also Maekawa and Kitagawa [47] for a similar approach.). Examination 

of the perceptual space assisted in selecting suitable adjectives as semantic primitives, 

which were then fine-tuned in Experiment 3 to arrive at a set of semantic primitives 

used in the model. In Experiment 3, subjects are asked to evaluate utterances by the 

semantic primitives they perceive. Finally, from the experimental results, fuzzy 

inference systems are built for representing the relationship between expressive speech 

and semantic primitives. 
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3.1.1 Experiment 1: Examination of Listeners’ Perception of Expressive Speech 

Utterances 

To examine subjects’ perception of expressive speech utterances, Experiment 1 was 

conducted. This experiment looks at how listeners perceive all utterances in the voice 

corpus in terms of the five categories of expressive speech. According to subjects’ 

ratings, the results show that most utterances can be easily perceived as belonging to 

their intended categories. The rating results were utilized in choosing appropriate 

utterances from a voice corpus concerning expressive speech categories in the 

subsequent experiments.  

Stimuli 

The stimuli are Japanese utterances produced by a professional actress. Stimuli were 

selected from the database produced and recorded by Fujitsu Laboratory. A professional 

actress was asked to produce utterances using five expressive speech categories, i.e., 

Neutral, Joy, Cold Anger, Sadness, and Hot Anger. In the database, there are 19 

different Japanese sentences. Each sentence has one utterance in Neutral and two 

utterances in each of the other categories. Thus, for each sentence, there are 9 utterances 

and for all 19 sentences, there are 171 utterances. The detailed information of the corpus 

is shown in Table 3-1, Table 3-2, and Table 3-3. 
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Table 3-1. Specifications of Voice Data 

Item Value 

Sampling frequency 22050 Hz 

Quantization 16bit 

Sentences 19 
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Table 3-2. 19 Sentences Used in Experiment 1. This table lists all sentences used in 

Experiment 1. First column shows the id numbers of the sentences. Second column shows 

the sentences in Japanese. Id 14 was not in the database. 

Id Sentence 

1 新しいメールが届いています 

2 頭にくることなんてありません 

3 待ち合わせは青山らしいんです 

4 新しい車を買いました 

5 いらないメールがあったら捨てて下さい 

6 そんなの古い迷信です。 

7 みんなからエールが送られたんです。 

8 手紙が届いたはずです。 

9 ずっとみています。 

10 私のところには届いています。 

11 ありがとうございました 

12 申し訳ございません 

13 ありがとうは言いません 

15 気が遠くなりそうでした。  

16 こちらの手違いもございました。 

17 花火を見るのにゴザがいりますか。 

18 もうしないと言ったじゃないですか。 

19 時間通りに来ない訳を教えてください。 

20 サービスエリアで合流しましょう。 

 

 

 

 

 

 



 

 40

Table 3-3. 171 Utterances Used in Experiment 1. First column shows the utterances id 

numbers. Second column shows the intended emotion category. The UID is composed of a 

letter and a numerical code. The letter represented what emotion it is (a: Neutral, b, c: Joy, 

d, e: Cold Anger, f, g: Sadness, h, i: Hot Anger) and the numerical code presented what 

sentence it was in a014, b014, c014, d014, e014, F014, g014, h014, and i014 were not used. 

UID Expressive Speech Category 

a001 ~ a020 Neutral 

b001 ~ b020 
Joy 

c001 ~ c020 

d001 ~ d020 
Cold Anger  

e001 ~ e020 

F001 ~ F020 
Sadness 

g001 ~ g020 

h001 ~ h020 

Hot Anger 
i001 ~ i020 

 

Subjects 

12 graduate students, native male Japanese speakers, average age 25 years, with normal 

hearing participated in the experiment.  

Environment and equipment: 

This experiment was conducted in a sound proof room. The detailed information of the 

other equipment is listed in Table 3-4 and the configuration of the equipment is depicted 

in Figure 3-1. 
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Table 3-4. Equipment of Experiment 1 

Equipment Specification 

Server for sound presenting DAT + LINK & Work Station (Linux) 

Headphone STAX SR-404 

Headphone amp STAX SRM-1/MK-2 

D/A converter STAX DAC-TALENT BD. 

 

 

Figure 3-1. Configuration of the Equipment Used in All Experiments of this 

Research Work 

Method 

Subjects were asked to rate the 171 utterances according to the perceived degree of each 

of the 5 expressive speech categories. An example of the questionnaire is shown in 

Table 3-5. There was a total of 5 points for one utterance. That is, if a subject perceived 

that an utterance belonged to one expressive speech category without any doubt, then 

the subject gave it 5 points. Conversely, if the subject was confused within two or even 

more expressive speech categories, then the subject divided the 5 points among these 

expressive speech categories according to what seemed appropriate. The stimuli were 

randomly presented to each subject through binaural headphones at a comfortable sound 

pressure level in a soundproof room. Each utterance was presented twice followed by a 

pause of 2 seconds. 
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Table 3-5. Evaluation form used in Experiment 1. 

 

 

 

 

 

 

 

Results and discussion 

Table 3-6 shows the confusion matrix of each intended category. The results show that 

most utterances can be easily perceived as belonging to their intended categories. 

However, Cold Anger (CA) had the lowest percentage and was easily confused with 

Neutral (N). The one most confused with Neutral (N) was Joy (J). The rating result 

will be used when considering which utterances should be selected as stimuli in the 

following experiments. 

 

 

 

 

 

 

 

 

 

 

 

 Sentence 1 

新しいメールが届いています 

(A new e-mail has arrived) 

N J C A S H A 
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Table 3-6. Percentage of ratings of the 5 intended categories. The columns are the 

intended categories and the rows, the categories rated by subjects. 

 

3.1.2 Experiment 2: Construction of a Psychological Distance Modal 

To find what adjectives should be semantic primitives in the model, Experiments 2 and 

3 were conducted. Experiment 2 is conducted to construct a psychological distance 

model of utterances in the different expressive speech categories by applying a 

multidimensional scaling technique. A psychological distance model is considered as a 

perceptual space that illustrated the similarity among stimuli. Experiment 3 is to select 

suitable semantic primitives for the proposed model from the resulting perceptual space 

built in Experiment 2. It is described in Section 3.1.3.  

Stimuli 

15 utterances were chosen according to the ratings in Experiment 1. In order to expand 

the perceptual space of expressive speech, for each of the five categories, three 

utterances were selected: (1) one that was least confused, (2) one that was most 

confused, (3) one that fell in the middle. 

Subjects 

They are identical to those in Experiment 1. 
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Environment and equipment setting 

They are identical to those in Experiment 1. 

Method 

Experiment 2 applied Scheffe’s method of paired comparison. Subjects were asked to 

rate each of the utterance pairs on a 5-point Liker-type scale (from -2 to 2, including 0, 

-2 = totally different, 2 = extremely similar) according to how similar they perceived 

them to be. The pair-wise stimuli were randomly presented to each subject through 

binaural headphones at a comfortable sound pressure level in a soundproof room. Each 

utterance pair was presented followed by a gap of 2 sec. The SPSS 11.0J for Windows 

MDS ALSCAL procedure, non-metric model of Shepard and Kruskal, using the 

symmetric, matrix conditional, and ordinal options, was applied to the ratings.  

Results and discussion: 

Figure 3-2 shows the distribution of utterances in the resulting 3-dimensional perceptual 

space (STRESS value was 7%). In the figure, one circle represents one utterance and 

plot symbols like ‘J’ indicate utterances of Joy, etc. The number after each symbol 

corresponds to the select utterances (1), (2), and (3) explained in Stimuli above. As the 

distribution shows, all categories of expressive speech are separated clearly; moreover, 

utterances of the same category are close to each other. The distribution in perceptual 

space indicates which expressive speech utterances are similar, and exactly how similar 

they are. This information can be used to determine the semantic primitives suitable for 

Experiment 3. 
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Figure 3-2. The resulting perceptual space of utterances in different categories of 

expressive speech. One circle represents one utterance. The number after each symbol 

represents the selected utterances. 

 

3.1.3 Experiment 3: Semantic Primitives Selection 

Experiment 3 is to select suitable semantic primitives for the proposed model from the 

resulting perceptual space built in Experiment 2.  

Pre-experiments 

As described above, semantic primitives are defined as adjectives appropriate for 

describing speech. In order to determine adjectives related to expressive speech from a 

large number of possible adjectives applicable to sound, tone, or voice, we carried out 

this pre-experiment. 

Sixty adjectives were selected as candidates for semantic primitives. 46 of these were 

from the work by Ueda [76] (with English glosses), in which he asked 166 listeners to 

choose adjectives which are often used to describe voice timbre. However, there were 4 

adjectives removed from his original list that we considered less-related to expressive 

speech perception. Since the original adjectives are for music description, an extra 14 
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adjectives considered relative to expressive speech were added based on informal 

perception tests. In the pre-experiment, subjects listened to 25 utterances (five for each 

category of expressive speech which were randomly chosen from the expressive speech 

database) and were asked to circle which adjectives seemed most appropriate to 

describe each utterance they heard. The 34 adjectives listed in Table 3-7 were the ones 

most frequently circled, and were thus chosen for Experiment 3. 
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Table 3-7. 34 Adjectives Chosen from the Pre-Experiment. Experiment 3 selects the 

17 adjectives with character shading as semantic primitives for the perceptual model. The 

third column shows the correlation coefficients that are calculated for selecting suitable 

semantic primitives. 

ID 
Adjective 
(Japanese) 

Adjective 
(English) 

Correlation 
Coefficient 

1 明るい bright 0.979

2 暗い dark 0.968

3 声の高い high 0.95

4 声の低い low 0.897

5 強い strong 0.989

6 弱い weak 0.936

7 太い thick 0.927

8 細い thin 0.872

9 堅い hard 0.977

10 柔らかい soft 0.966

11 重い heavy 0.95

12 軽い light 0.961

13 鋭い sharp 0.962

14 鈍い dull 0.93

15 耳障りな rough 0.906

16 流暢な fluent 0.866

17 荒っぽい violent 0.944

18 滑らかな smooth 0.885

19 うるさい noisy 0.895

20 静かな quiet 0.984

21 ざわついた raucous 0.881

22 落ち着いた calm 0.981

23 落ち着きのない unstable 0.89

24 きれいな clean 0.911

25 汚い dirty 0.91

26 濁った muddy 0.89

27 明らかな clear 0.975

28 あいまいな vague 0.931

29 明瞭な plain 0.952

30 かすれた husky 0.898

31 抑揚のある well-modulated 0.956

32 単調な monotonous 0.971

33 早い fast 0.904

34 ゆっくり slow 0.605
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Stimuli 

They were the same as in Experiment 2. 

Subjects 

They were the same as in Experiment 1. 

Environment and equipment  

They were the same as in Experiment 1. 

Method 

The stimuli were randomly presented to each subject through binaural headphones at a 

comfortable sound pressure level in a sound proof room. Subjects were asked to rate 

each of the 34 adjectives on a 4-point scale (0: very appropriate, 3: not very appropriate) 

when they heard each utterance, and to indicate how appropriate the adjective was for 

describing the utterance they heard. In order to clarify which adjectives were more 

appropriate for describing expressive speech and how each adjective was related to each 

category of expressive speech, the 34 adjectives were superimposed by the application 

of a multiple regression analysis into the perceptual space built in Experiment 2. 

Equation (1) is the regression equation. 

332211 xaxaxay   (1) 

, where 1x , 2x  and 3x  are the positions ( 1x , 2x , 3x ) of one utterance in the 3 

-dimensional perceptual space, and y is the rating of an adjective for a particular 

utterance. Regression coefficients 1a , 2a  and 3a were calculated by performing a least 

squares fit. In addition, the multiple correlation coefficient of each adjective was 

computed. 

Result and discussion 

Figure 3-3 is the diagram that presents the 34 adjectives plotted in dimension-1 against 

dimension-2, dimension-1 against dimension-3, and dimension-3 against 

dimension-2 of the 3D perceptual space. The utterances are represented by the same 

IDs as in Figure 3-2 and a line in the plot indicates an adjective by marking its ID 

number which is listed in Table 3. The direction of the arrowhead of each line indicates 

that the adjective was increasingly related to the utterances. For example, the adjective 

clean (ID: 24) was more related to the utterance J2 (Joy) than to the utterance C2 (Cold 
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Anger). In this way, it was possible to find to which category each adjective was related. 

Semantic primitives were selected according to the following three criteria: 

(1) The direction of each adjective in the perceptual space: This indicates 

which category the adjective is most related to. For example, the adjective 

Monotonous (32) is most closely related to the category Neutral. 

(2) The angle between each pair of adjectives: The smaller the angle is, the 

more similar the two adjectives.  

(3) The multiple correlation coefficient of each adjective: When the multiple 

correlation coefficient of one adjective is higher, it means the adjective is 

more appropriate for describing expressive speech. 

 Candidate adjectives were chosen according to criteria (1) and (2). Criterion (3) 

was used to decide the final list of 17 adjectives which were chosen as semantic 

primitives: bright, dark, high, low, strong, weak, calm, unstable, well-modulated, 

monotonous, heavy, clear, noisy, quiet, sharp, fast and slow (see Table 3-6). These 

semantic primitives reflect a balanced selection of widely-used adjectives that describe 

expressive speech. 
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(c) 

Figure 3-3. Direction of adjectives in perceptual space. The figure was plotted with 

arrow-headed lines in (a) dimension-1 against dimension-2, (b) dimension-1 against 

dimension-3, and (c) dimension-2 against dimension-3 of the perceptual space in Figure 

3-2.  
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3.2 Fuzzy inference system 

To understand the fuzzy relationship between linguistic description of acoustic 

perception and expressive speech, a fuzzy inference system (FIS) will be built. In order 

to build FIS with highly reliable probability, another experiment, Experiment 4, was 

conducted for collecting more utterances as input data. Before the description of FIS 

building, the reason of using fuzzy logic is explained first. 

3.2.1 Why apply fuzzy logic? 

This research suggests that the relationship between expressive speech category and 

semantic primitive represents the way humans use linguistic forms (e.g., words) to 

describe what they perceive when they hear expressive speech. That expression of the 

perception is vague, not precise. Since statistical methodology mainly manages linear 

and precise relationships but not fuzzy relationships, fuzzy logic is a more appropriate 

mathematical tool for describing this non-linear, vague, and white-box relationship.  

The reasons are the following: 

 Fuzzy logic embeds existing structured human knowledge (experience, 

expertise, heuristics) into workable mathematics [39], and this is exactly 

what the model proposes to do in dealing with the perception of expressive 

speech.  

 Fuzzy logic is based on natural language [35], and the natural language used 

in our model is in the form of semantic primitives. 

 Fuzzy logic models nonlinear functions of arbitrary complexity [83], and the 

relationship between expressive speech categories and semantic primitives is 

certainly complex and nonlinear. 

Thus, fuzzy logic would be able to address what is the relationship between, for 

example, the perception of “slightly slow“ /“slow” /“very slow” and a sad vocal 

expression. 

3.2.2 Experiment 4: Data collection for FIS building 

In this experiment, more utterances are collected as input data for FIS building. In order 

to create a set of well-balanced data so that the resulting relationship not only expresses 

the most-well-perceived categories but also provides the different intensity levels of 

categories, seven utterances were selected for each of the five categories from the 171 
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utterances evaluated in Experiment 1: two of them had the highest rating of “5”; three of 

them had the middle rating of “3”, and two of them had the lowest rating of “1”, which 

totaled to 35 utterances as the stimuli for this experiment. 

The subjects and environment setting were identical to those in the previous 

experiments. Subjects were asked to rate each of the 17 adjectives, which were listed in 

Table 3-7, on a 4-point scale (0: very appropriate, 3: not very appropriate) when they 

heard each utterance, and to indicate how appropriate the adjective was for describing 

the utterance they heard. 

3.2.3 Construction of FIS 

By applying adaptive neuro-fuzzy [10], a technique within the Fuzzy Logic Toolbox of 

MATLAB, we built a fuzzy inference system (FIS) for each category of expressive 

speech. As was expected by FIS, input data were the perceptible degrees of semantic 

primitives and output data were the perceptible degrees of expressive speech categories. 

50 utterances are used as the input data. 15 out of 50 utterances were collected from 

Experiment 1 and Experiment 3, as mentioned in Sections 3.1.1 and 3.1.3 and another 

35 utterances are from Experiment 4. 

The following steps were used to analyze the experimental data in order to construct the 

FIS.  

 Step 1: To construct an initial FIS model.  

The purpose of this step was to construct a raw model by applying the 

method of subtractive clustering to analyze the experimental results. This 

decided the number of membership functions for each input variable and rules 

for FIS, so that it could be trained and adjusted. The training data used in this 

step are 40 of the 50 utterances.  

An initial FIS model, a first-order Sugeno type model [72] with 3 

membership functions for each variable was constructed. This corresponds to 

a 3-level-rating system (low, mid, and high) which appears to be sufficient for 

describing intensity of a semantic primitive. 

 Step 2: To train the initial FIS by adaptive neuro-fuzzy methodology.  

To improve capability of the model by adjusting membership function 

parameters, the adaptive neuro-fuzzy technique was used here. This is a 

hybrid method consisting of back-propagation for the parameters associated 
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with the input membership functions, and least squares estimation for the 

parameters associated with the output membership functions. This step 

generated a trained FIS model with 3 membership functions for each variable, 

with a 3-rule structure, and still it was a first-order Sugeno type model. 

 Step 3: To train the resultant FIS of step 3 by adaptive neuro-fuzzy 

methodology.  

The purpose of the step was to make the refined model fit the target 

system but not overfit the training data. The checking data used in this step 

are another 10 utterances of the 50 utterances. Eventually, for each 

expressive speech category, a final FIS to describe the relation between the 

expressive speech category and the 17 semantic primitives was completed. 

3.2.4 Evaluation 

In order to evaluate the relationship built by FIS, we calculated regression lines that 

describe the relationship between input (perceptible degrees of semantic primitives) and 

output (perceptible degrees of expressive speech) of each FIS. Therefore, the slope of 

the regression line explains the relationship between expressive speech and semantic 

primitive. The absolute value of the coefficient of the regression line indicates how 

much the semantic primitives affect the categories of expressive speech. A positive 

value of slope indicates that the relationship has a positive correlation, and vice versa. 

For example, Figure 3-4 shows one of the results. The solid line is the FIS output 

and the dotted line is the regression line of the output. The figure depicts a non-linear 

relationship between Neutral and the semantic primitive Monotonous on the left and 

another non-linear relationship between Hot Anger and Monotonous on the right.  

 



 

 56

0 0.5 1 1.5 2 2.5 3
-0.5

0

0.5

1

1.5

degree of monotonous

de
gr

ee
 o

f N
eu

tr
al

output

regression line

 
0 0.5 1 1.5 2 2.5 3

-0.5

0

0.5

1

1.5

degree of monotonous

de
gr

ee
 o

f H
ot

 A
ng

er

output

regression line

 

Figure 3-4. Slope of regression line. Left graph describes the relationship between 

monotonous and Neutral, right graph describes the relationship between monotonous and 

Hot Anger. 

Table 3-8. 5 Semantic primitives that are most related to each category of 

expressive speech. SP column lists the semantic primitives and S column lists the slope of 

the regression line as described in Figure 3-4. 

SP S SP S SP S SP S SP S

monotonous 0.270 bright 0.101 heavy 0.197 heavy 0.074
w ell-
modulated 

0.124

clear 0.127 unstable 0.063
w ell-
modulated 

0.091 w eak 0.065 unstable 0.120

calm 0.103 clear 0.034 low 0.090 quiet 0.057 sharp 0.103

heavy -0.329 quiet -0.039 slow -0.231 strong -0.049 calm -0.063

w eak -0.181 w eak -0.036 clear -0.062 sharp -0.079 quiet -0.047

Sadness Hot AngerNeutral Joy Cold Anger

 

3.2.5 Converging of FIS 

Figure 3-5 and Figure 3-6 plot the root mean squared error (RMSE) of the training data 

set at each epoch and RMSE of the checking data set at each epoch when building FIS 

of Neutral. Figure 3-7 and Figure 3-8 plot the information for FIS of Joy. Figure 3-9 and 

Figure 3-10 plot the information for FIS of Cold Anger. Figure 3-11 and Figure 3-12 

plot the information for FIS of Sadness. Figure 3-13 and Figure 3-14 plot the 

information for Hot Anger. 

For FIS of Natural, Joy, Sadness, and Hot Anger (see Figures 3-5, 3-6, 3-7, 

3-8, 3-11, 3-12, 3-13 and 3-14), both training error and checking error can be reduced to 

the lowest at 200 epochs and converged to a settled state finally. That suggests that the 

generated FIS is reliable. 
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For FIS of Cold Anger (see Figures 3-9 and 3-10), the smallest value of the 

checking data error occurs at the 115th epoch, after which it increases slightly. The 

minimal error against the training data locates at the 115th epoch, after which it 

increases slightly and then converges to a settled state finally. This result suggests 

perhaps there is an overfit of the system to the training data. Overfitting occurs when 

the fuzzy system is trained to fit the training data so well that it no longer does a very 

good job of fitting the checking data. To avoid this defeat, when building the FIS of 

Cold Anger, the epoch is fixed to 115 which makes the training error and the checking 

error smallest. 
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Figure 3-5. Root mean squared error (RMSE) of the training data set of Neutral 
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Figure 3-6. Root mean squared error (RMSE) of the checking data set of Neutral 
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Figure 3-7. Root mean squared error (RMSE) of the training data set of Joy 
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Figure 3-8. Root mean squared error (RMSE) of the checking data set of Joy 
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Figure 3-9. Root mean squared error (RMSE) of the training data set of Cold 

Anger 
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Figure 3-10. Root mean squared error (RMSE) of the checking data set of Cold 

Anger 
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Figure 3-11. Root mean squared error (RMSE) of the training data set of Sadness 
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Figure 3-12. Root mean squared error (RMSE) of the checking data set of Sadness 
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Figure 3-13. Root mean squared error (RMSE) of the training data set of Hot 

Anger 
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Figure 3-14. Root mean squared error (RMSE) of the checking data set of Hot 

Anger 
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Figures 3-15 to 3-19 show the root mean squared error (RMSE) of the 50 

sentences that were used to train and check FIS. The percentage of error smaller than 

0.3 is 70% for Neutral, 68% for Joy, 68% for Cold Anger, 92% for Sad, and 64% for 

Hot Anger. They also suggest reliability of the built FIS. 
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Figure 3-15. Root mean squared error (RMSE) of the 50 sentences of Neutral that 

used to train and check FIS 
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Figure 3-16. Root mean squared error (RMSE) of the 50 sentences of Joy that used 

to train and check FIS 
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Figure 3-17. Root mean squared error (RMSE) of the 50 sentences of Cold Anger 

that used to train and check FIS 
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Figure 3-18. Root mean squared error (RMSE) of the 50 sentences of Sad that used 

to train and check FIS 
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Figure 3-19. Root mean squared error (RMSE) of the 50 sentences of Hot Anger 

that used to train and check FIS 

3.2.6 Results and discussion 

The relationship between semantic primitives and expressive speech categories are 

characterized in Table 3-8. The “top five” semantic primitives were selected for each 

expressive speech category: three positive correlations (which are the ones that showed 

the highest correlation values with a positive slope) and two negative ones (which 

showed the highest correlation values with a negative slope). The reason five semantic 

primitives were chosen for each expressive speech category was that it is difficult for 

people to assign a large number of semantic primitives to a specific expressive speech 

perception, but less than five may not be sufficient to result in a reliable perception.  

The table shows a balance of commonly used adjectives with a precise numerical 

description and seems to be compatible with the way a human responds when they 

perceive expressive speech. For example, usually a joyful vocal expression sounds 

bright and clear, but not quiet nor weak. This matches the FIS result for Joy shown in 

Table 3-7; the other FIS results also seem to be good matches with expressive speech 
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utterances. 

3.3 Analysis of a large number of acoustic features 

When dealing with how the change of speech signal is related to human’s perception in 

terms of expressive speech by using a computer, doubtlessly an acoustic feature 

extracted from the speech signal is a cue that can be applied to be an indicator. So far, as 

numerous studies have investigated this type of effect, there are various acoustic 

features that can be extracted from the speech signal, some are found to be significant to 

the perception of expressive but some are not.  

Therefore, in this study, before conducting the measurement of acoustic cues, it is 

necessary to consider what acoustic cues should be measured. The determination is 

conducted by reviewing previous studies. From the literature review, it is clear that 

prosody, including voice quality, is suggested to be the most important factor related to 

the perception of expressive speech; therefore, the explanations in Section 3.3.1 are 

about the acoustic cues belonging to prosody, including voice quality. 

The detailed description of the analysis of each acoustic feature is described in 

Section 3.3.2. Since the main purpose of acoustic feature analysis is to build the 

relationship between acoustic features and semantic primitives, in Section 3.3.3, the 

results of the acoustic feature analysis was applied to build the relationship by 

calculating the correlation coefficients. As a result, the built relationship between 

acoustic features and semantic primitives are discussed as well in Section 3.3.3  

3.3.1 Acoustic cues related to expressive speech 

As mention above, according to much previous work, there is a general agreement that 

prosody, including voice quality, is considered to be an important factor correlated to 

the perception of expressive speech. 

Prosody  

For the perception of expressive speech, prosody is an important cue to study because 

prosodically different sentences can convey a wide range of information [41]. For 

example, a simple sentence “I am writing a letter”. It can be produced as a declarative 

(ending with a falling voice), a question (ending with a rising voice), a way in which 

the speaker asks for more information (inserting a long pause before the object of the 

verb along with a final rising voice.) It can be also produced with different stress 

patterns, such like, I am writing a LETTER (where the stressed item is written in 
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capital letters, thus in this case, indicating that letter is emphasized), I AM WRITING a 

letter (emphasizing I am writing), or I -- AM – WRITING – A – LETTER (emphasizing 

every spoken word, with pauses in between each word.). In addition, a person can say, “I 

am writing a letter” with a sad or happy tone of voice. All these variations of intonation, 

pause, stress pattern, speed, tone of voice, belong to what is called the prosody of a 

sentence. Clearly, prosody is essential when studying the perception of expressive 

speech.  

Generally, prosody is conveyed by the parameters of fundamental frequency 

(perceived primarily as vocal pitch), intensity (perceived primarily as loudness), and 

duration (perceived primarily as length). These features are described below. 

 Fundamental frequency  

Speech is normally looked upon as a physical process consisting of two 

parts: a product of a sound source (the vocal cords) and filtering (by the tongue, 

lips, teeth, jaw, etc. changing the shape of the vocal tract.).When a person speaks, 

as air is expelled from lungs through the vocal cords, the vocal cords are caused 

to vibrate: that is the sound source. The sound source produces a sound wave. 

Fundamental frequency corresponds to the period of the sound wave which is 

called the fundamental period. From the aspect of the physical meaning, 

fundamental frequency reflects the pitch of the voice according to a human’s 

perception. By analyzing the output speech utterance, the fundamental frequency 

of the sound wave can be captured. When studying the prosody of connected 

speech, fundamental frequency is one of the three features that is most 

consistently used in the literature because it represents the intonation and the 

pitch contour of a speech utterance. Therefore, when analyzing acoustic 

correlates to expressive speech, fundamental frequency is crucially important. 

 Duration 

From the aspect of the physical meaning, duration is perceived primarily as 

length, the speed of a speech utterance. In a speech utterance, the durations of 

phonemes, words, phrases, and pauses compose the prosodic rhythm. It also 

varies greatly when a speaker is in different emotional states. Consequently, 

duration is also important to investigate 

 Intensity 

Intensity of a speech utterance is perceived primarily as loudness. It is 
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determined by the volume of the air flow of breath sent out by the lungs and is 

represented by the power contour of the speech signal. A voice with different 

levels of loudness can be perceived differently. When people are in a good mood, 

such as happy or cheerful, the voice is usually at a higher level of loudness. 

Conversely, when people are in a sad mood such as depressed or upset, the voice 

is usually at a lower level of loudness. Therefore, for studying the perception of 

expressive speech, intensity is another feature that needs to be investigated. 

 Voice quality 

In addition to pitch, loudness and length, an additional important perceptual cue that can 

be used to distinguish different categories of express speech is voice quality. Voice 

quality refers to the auditory impression that a listener gains while hearing speech. In 

speech production, the vocal folds have a predominant important role, as also does the 

shape and length of the vocal tract, including the hypopharyngeal area, just above the 

vocal tract. The articulators of the vocal tract as well as the characteristics of the vocal 

folds which are involved with non-paralinguistic factors, e.g. age, healthy, gender, mood, 

geographic background and so on, directly influence voice quality. As a speech signal is 

generated by excitation of the vocal tract caused by the modulated flow of air generated 

by the lungs, the voice quality is represented by the spectrum content of the speech 

signal. A review of voice quality studies can be found in the paper of Erickson [19]. 

Previous work has suggested that different categories of expressive speech 

present various voice qualities. Gobl and Ni Chasaide [26] created stimuli involved with 

seven voice qualities--tense, harsh, modal, creaky, lax-creaky, breathy, and whispery-- 

and conducted experiments to examine listeners’ reactions to the seven voice qualities in 

terms of eight pairs of opposing affective attributes. For each pair, ratings were obtained 

on a seven-point scale. Their results confirm that “voice quality adjustments can alone 

evoke rather different affective colorings”. In the study by Patwardhan et al. [59], 

however, they also pointed out that “there is no simple one-to-one mapping between 

affective state and voice quality”.  

There are many possible factors that can influence voice quality. Voice quality 

may be one of the most important cues for the perception of expressive speech, but also 

the one most difficult to analyze. It is generally acknowledged that certain acoustic cues 

measured from the spectrum correspond to the perception of some types of voice quality, 

such as breathiness, roughness, creaky, whispery and so on. In the following, parameters 

measured in the spectrum that are considered related to voice quality are described. 
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Spectrum analysis 

 Formants 

When speech is produced, the vocal fold vibration causes resonances in the 

vocal tract. These are usually considered in terms of the spectrum of the speech. 

Theoretically, there are an infinite number of formants, but only the lowest three 

or four are of interest for practical purposes. For example, F1, F2, and F3 are 

useful cues for distinguishing vowels [31]. In the study by Ishii and Campbell 

[34], they examined the correlation between acoustic cues e.g., fundamental 

frequency, power value, glottal amplitude quotient (AQ), third and fourth 

formants (F3 and F4), and some categories of voice quality and speaking manners, 

e.g., energy and activity, brightness and interest, politeness and considerateness. 

The reason that F3 and F4 were adopted in their study is because higher formants 

are more related to the vocal tract length compared with the lower formants. 

Their results suggested that average F0, average power value, AQ and F4 were 

found to be the most influential parameters of voice quality. Therefore, formants 

are one of the meaningful acoustic cues that should be investigated. 

However, one problem that arises when measuring formants is that vocal 

tracts are different among different people. The analysis is more reasonable when 

the voices analyze are produced by the same people. The database used in this 

study is justified by this consideration since all the voices are produced by the 

same voice actress. Another justification is that all acoustic feature measured in 

this study were normalized to the neutral one. Since each sentence in the database 

used by this study includes one utterance of each category of expressive speech, 

it provides the possibility of normalization.  

 Spectral shape  

Spectral shape can provide cues to relevant aspects of voice quality, for example, 

H1–A3. This is the ratio of amplitude of the first harmonic (H1) relative to that of 

the third-formant spectral peak (A3), and has been used by Hanson [28] to 

characterize spectral tilt. Another example is H1-H2. This is the ratio of 

amplitude of first (H1) and second (H2) harmonics. As indicated by Menezes et 

al. [50], H1-A3 reflects glottal cycle characteristics, i.e., speed of closing of vocal 

folds while H1-H2 is concerned with glottal opening. 

Generally, spectral tilt (H1-A3) is related to the brightness of voice quality. 
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A spectrum with a flatter spectral tilt, stronger energy in the high frequency 

region, represents a brightness to the voice while a spectrum with a sharper 

spectral tilt, weaker energy in the high frequency region, represents a darkness to 

the voice. 

As concluded by Schröder [68], “spectral slope is a simple spectral 

measure of the relation of high-frequency and low-frequency energy.” It is used 

as a simple approximation of the “harshness” vs. “softness” of the voice quality.  

 Aperiodic ratio  

Aperiodic ratio refers to the ratio of the periodic harmonics component to 

the aperiodic noise component, i.e., Harmonic-to-noise ratio. Spectra with a 

higher aperiodic ratio represent a more breathy voice. Krom [43], examining the 

relationship between spectral parameters and breathiness and roughness 

suggested that the harmonic-to-noise ratio was the best single predictor of speech 

rated as both breathy and rough.  

In order to build the relationship between semantic primitives and acoustic 

features, it is necessary to ascertain what acoustic features possibly exert an influence 

on the perception of expressive speech,  

According to the above discussion, the acoustic features with such properties can 

be referred to as prosodic features. The acoustic features related to prosody are extracted 

fundamental frequency contour, power envelope, time duration, and spectrum.  

 Therefore, fundamental frequency contour (F0 contour), power envelope, 

spectrum, and time duration are measured. The detailed descriptions of the 

measurement are presented in the next section. 

3.3.2 Acoustic feature analysis 

F0 contour, power envelope, and spectrum were calculated by using STRAIGHT [37] 

with a FFT length of 1024 points and a frame rate of 1ms. The sampling frequency was 

22050 Hz. All acoustic features measured in this study were normalized to the neutral. 

Since each sentence in the database used by this study included one utterance of each 

category of expressive speech, it provides the possibility for normalization. 

F0 contour  

The F0 contours for the smaller phrases within the utterance, as well as the entire 
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utterance, were measured. In this study, we refer to the smaller phrasal units as 

“accentual phrases”. We use ‘accentual phrase’ as a term to refer to a unit is terminated 

with a drop in F0, and sometimes even a pause. For example, the Japanese sentence /a ta 

ra shi i ku ru ma o ka i ma shi ta/ (I brought a new car.), forms three accentual phrases: / 

a ta ra shi i  ku ru ma o  ka i ma shi ta/. Figure 3-20 shows the F0 contours for the 

entire utterance as well as for the accentual phrases. Utterances containing the same 

words (lexical content) but with different expressive speech categories varied greatly in 

F0 contour and power envelope, both for the accentual phrases as well as for the overall 

utterance. For each accentual phrase, the measurements made were rising slope (RS), 

rising duration (RD), falling slope (FS), falling duration (FD) and pitch range in each 

accentual phrase (RAP) and for each overall utterance, average pitch (AP), pitch range 

(PR), and highest pitch (HP). 

To measure these acoustic features, it is necessary first to separate one utterance into 

several phrases depended on the content as shown in Figure 3-15. Figure 3-15 also 

shows the rising slope marked in a red line and the falling slope marked in a back line. 

In one accentual phrase, it includes high accent parts and low accent parts that are based 

on Japanese speaking. Rising slope (RS) is the slope of a regression line that fits the 

raising part of one accentual phrase which is from the start point of one accentual phrase 

to the highest point of the first high accent part. Falling slope (FS) is the slope of a 

regression line that fits the falling part of one accentual phrase which is from the highest 

point of the first high accent part to the end of one accentual part. Rising duration (RD) 

is the time duration of rising part and falling duration (FD) is the time duration of the 

falling part. Pitch range in each accentual phrase (RAP) is the difference between the 

maximum and the minimum F0 in one phrase. Average pitch (AP) is the average of F0 

in one utterance. Pitch range (PR) is the difference between the maximum and the 

minimum F0 in one utterance. Highest pitch (HP) is the maximum F0 in one utterance. 
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Figure 3-20. F0 Contour for accentual phrases and entire utterance of /a ta ra shi i 

ku ru ma o ka i ma shi da/. 

Power envelope 

Power envelope was measured in a way similar to that for the F0 contour. For each 

accentual phrase, rising slope (PRS), rising duration (PRD), falling slope (PFS), falling 

duration (PFD), and mean value of power range in accentual phrase (PRAP) were 

measured. For each overall utterance, power range (PWR), rising slope of the first 

accentual phrase power (PRS1st), and the ratio between the average power in the high 

frequency portion (over 3 kHz) and the average power (RHT) were measured. 

Each accentual phrase, rising slope (PRS), rising duration (PRD), falling slope (PFS), 

falling duration (PFD), and rising slope of the first accentual phrase power (PRS1st) 

were measured based on the same concept as that for measuring F0 acoustic features. 

Power range (PWR) is the difference between the maximum and the minimum power in 

one utterance. STRAIGHT analysis provides the average power in the high frequency 

portion (over 3 kHz). The ratio between the average power in the high frequency 

portion (over 3 kHz) and the average power is the acoustic feature RHT here. 

For spectrum, formants (F1, F2, and F3), spectral tilt (ST) and spectral balance (SB) 

were measured.  
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Formant measures were taken approximately at the vowel midpoint of the 

vowels /a/, /e/, /i/, /o/, and /u/. The sampling frequency of the speech signal was set at 

10 kHz. The spectrum was obtained by using STRAIGHT and linear predictive coding 

(LPC) coefficients were calculated according to the method described in [54]. The 

method transforms the amplitude spectrum is: 

][mX , where
2

0
M

m  with M is the number of samples in the frequency 

domain, obtained from STRAIGHT analysis to the power spectrum using Eq. (1) 
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Then, according to the following equation, the inverse Fourier transform is used 

to calculate the i th autocorrelation coefficient, ][iR .   
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Where ][][ mMSmS   and 10  Mi . Assume that a P th order all-pole 

model, where MP 0 , can be used to estimated. The reconstruction error is 

calculated by Eq. (3). 
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where Pla P
l ...2,1},{  , are the corresponding LPC coefficients. They can be 

evaluated by minimizing LP  with respect to P
la , where Pl ...2,1 . 

In this study, the first, second, and third formants (F1, F2, and F3) were 

calculated with LPC-order 12.  

To measure voice quality, spectral tilt was calculated from H1-A3, where H1 is 

the level in dB of the first harmonic and A3 is the level of the harmonics whose 

frequency is closest to the third formant [46]. Other measures of voice quality are 

H1-H2 [50] or OQ [38, 55], but onlyH1-A3 was done in the study. 

Spectral balance (SB) is a parameter that serves for the description of acoustic 

consonant reduction, and was calculated according to the following algorithm [42]: 
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 if  is the frequency in Hz 

iE  the spectral power as a function of the frequency 

Time duration: 

For each sentence, the duration of all phonemes, both consonants and vowels, as well as 

pauses, were measured. The duration measurements were the following: pause length 

(PAU), phoneme length (PHN), total utterance length (TL), consonant length (CL) and 

the ration of consonant duration to vowel duration (RCV).  

3.3.3 Correlation analysis of acoustic measurements with semantic primitives  

A total of 16 acoustic features were measured: Four involved F0--mean value of rising 

slope (RS), highest pitch (HP), average pitch (AP) and rising slope of the first accentual 

phrase (RS1st); four involved power envelope--mean value of power range in accentual 

phrase (PRAP), power range (PWR), rising slope of the first accentual phrase (PRS1st), 

the ratio between the average power in the high frequency portion (over 3 kHz) and the 

average power (RHT); five involved the power spectrum-- first formant frequency (F1), 

second formant frequency (F2), third formant frequency (F3), spectral tilt (SPTL), 

spectral balance (SB); and three involved duration of the total length (TL), consonant 

length (CL),the ratio between consonant length and vowel length (RCV). 

A correlation between the 16 acoustic features and the 17 semantic primitives 

was done. Correlation coefficient values that have at least one correlation coefficient 

over 0.6 are considered significant and are shown as shadowed cells in Table 3-9. 
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Table 3-9. Correlation coefficients between the semantic primitives and the 

acoustic features. 

PF bright dark high low strong weak calm unstable
well mo-
dulated

mono-
tonous

heavy clear noisy quiet sharp fast slow

RS 0.44 -0.64 0.70 -0.60 0.56 -0.54 -0.74 0.67 0.54 -0.32 -0.40 0.44 0.63 -0.67 0.59 0.50 -0.56
HP 0.69 -0.88 0.90 -0.89 0.42 -0.56 -0.72 0.67 0.50 -0.18 -0.73 0.74 0.60 -0.73 0.44 0.42 -0.62
AP 0.71 -0.88 0.87 -0.91 0.33 -0.54 -0.66 0.60 0.41 -0.10 -0.78 0.76 0.52 -0.70 0.34 0.35 -0.62
RS1st 0.50 -0.79 0.77 -0.78 0.45 -0.58 -0.67 0.60 0.42 -0.10 -0.61 0.66 0.57 -0.72 0.47 0.24 -0.51
PRAP 0.31 -0.67 0.62 -0.56 0.73 -0.67 -0.77 0.73 0.55 -0.26 -0.30 0.47 0.76 -0.78 0.73 0.31 -0.55
PWR 0.43 -0.74 0.74 -0.65 0.70 -0.66 -0.80 0.78 0.59 -0.27 -0.41 0.57 0.76 -0.79 0.69 0.38 -0.57
PRS1st 0.48 -0.80 0.64 -0.70 0.45 -0.78 -0.61 0.51 0.27 -0.01 -0.56 0.64 0.44 -0.78 0.42 0.37 -0.64
RHT -0.10 -0.05 0.29 0.00 0.68 -0.14 -0.55 0.67 0.52 -0.41 0.24 -0.10 0.72 -0.29 0.68 0.36 -0.16
F1 0.41 -0.64 0.59 -0.60 0.25 -0.39 -0.49 0.52 0.17 0.10 -0.49 0.47 0.43 -0.52 0.29 0.30 -0.29
F2 0.60 -0.41 0.50 -0.56 -0.31 0.07 -0.11 0.07 0.08 0.05 -0.66 0.44 -0.03 -0.09 -0.27 0.11 -0.06
F3 0.60 -0.47 0.61 -0.54 0.01 -0.15 -0.33 0.33 0.33 -0.16 -0.55 0.49 0.23 -0.29 0.02 0.27 -0.10
SPTL -0.29 0.49 -0.65 0.53 -0.48 0.17 0.62 -0.71 -0.49 0.21 0.30 -0.32 -0.72 0.42 -0.53 -0.23 0.24
SB 0.27 -0.44 0.63 -0.48 0.49 -0.16 -0.55 0.66 0.55 -0.29 -0.28 0.28 0.68 -0.39 0.51 0.20 -0.31
TL -0.26 0.42 -0.25 0.30 -0.41 0.69 0.52 -0.28 -0.19 0.19 0.21 -0.28 -0.22 0.63 -0.39 -0.59 0.80
CL -0.36 0.64 -0.39 0.53 -0.34 0.71 0.50 -0.32 -0.10 -0.04 0.47 -0.44 -0.29 0.71 -0.31 -0.37 0.59
RCV -0.41 0.78 -0.47 0.71 -0.14 0.58 0.29 -0.23 0.02 -0.32 0.66 -0.66 -0.27 0.58 -0.12 0.00 0.28  

3.4 Results and discussion  

The results of Error! Reference source not found. (page 56) are visualized from 

Figures 3-21 to 3-25. The results of Table 3-9 (page 78) are visualized from Figures 

3-26 to 3-42, where each semantic primitive is connected to their “top five” related 

acoustic features. 
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Figure 3-21. Neutral and its related semantic primitives 

 

 

Figure 3-22. Joy and its related semantic primitives 
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Figure 3-23. Cold Anger and its related semantic primitives 

 

Figure 3-24. Sadness and its related semantic primitives 
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Figure 3-25. Hot Anger and its related semantic primitives 

 

Figure 3-26. Bright and its related acoustic features 
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Figure 3-27. Dark and its related acoustic features 

 

Figure 3-28. High and its related acoustic features 
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Figure 3-29. Low and its related acoustic features 

 

Figure 3-30. Strong and its related acoustic features 
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Figure 3-31. Weak and its related acoustic features 

 

 

Figure 3-32. Calm and its related acoustic features 
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Figure 3-33. Unstable and its related acoustic features 

 

 

Figure 3-34. Well-modulated and its related acoustic features 
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Figure 3-35. Monotonous and its related acoustic features 

 

 

 

Figure 3-36. Heavy and its related acoustic features 
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Figure 3-37. Clear and its related acoustic features 

 

 

Figure 3-38. Noisy and its related acoustic features 
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Figure 3-39. Quiet and its related acoustic feature 

s 

 

 

Figure 3-40. Sharp and its related acoustic features 
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Figure 3-41. Fast and its related acoustic features 

 

 

 

Figure 3-42. Slow and its related acoustic features 

Based on the results described in this chapter, a perceptual model for each 

category of expressive speech was built. Figures 3-43, 3-44, 3-45, 3-46, and 3-47 

illustrate the perceptual model for Neutral, Joy, Cold Anger, Sadness, and Hot Anger, 

respectively. In the figures, the solid lines indicate a positive correlation, and the dotted 

ones, a negative correlation. For the relationship between expressive speech and 

semantic primitives, the highest values are shown in the bold lines; others are shown in 

non-bold lines. For the relationship between semantic primitives and acoustic features, 

the highest two values are shown in the bold lines, other are shown in non-bold ones. 

Simply put, the thicker the line is, the higher the correlation. For example, the model in 
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Figure 3-44 describes that a Joy speech utterance will sound bright, unstable and clear 

but not quiet or weak. In the figures, it also shows which acoustic features are most 

related to which semantic primitives of each category of expressive speech. This visual 

aid not only expresses the relationships between different layers, but is also used in the 

verification process, which will be described later.  

 As mentioned earlier, the semantic primitives involved with the perceptual model 

for each expressive speech category can be thought to correspond to a human’s actual 

perceptual behavior. The acoustic features which mainly affect the perception of 

semantic primitives, as can be seen from Table 3-9, are those related to F0 contour and 

power envelope. From this observation, it would seem that the perception of expressive 

speech, at least in Japanese, may mainly be affected by the change of F0 contour and 

power envelope.  

 However, in addition, spectral characteristics affect perception of some of the 

semantic primitives, for example, bright, high, unstable, and noisy. These are the more 

active adjectives. This result suggests that change of spectrum, i.e., change in voice 

quality, may encourage perception of active semantic primitives.  

 Table 3-9 also shows that the easier a semantic primitive is perceived, the more 

acoustic features can be found and the higher is the correlation coefficient. This explains 

why the correlation coefficients of the semantic primitives well-modulated and 

monotonous were relatively low compared to other semantic primitives—that is, these 

two are relatively more “abstract” and not easily quantified by human perception.  

Two points that may make people confused from the figures are monotonous (see 

Figure 3-43) and well-modulated (Figures 3-45 and 3-47), where no acoustic features 

connect to either of them.     

1. For monotonous, it might be due to the fact a neutral voice is usually perceived as 

plain, in other words, lack of variety, which has identical meaning with 

monotonous, than other four types of expression speech categories, which made 

us hard to find acoustic features that are significant to be measured when a voice 

is already a neutral voice. That is, for a neutral voice, there is no significant 

acoustic feature that would make a neutral voice to be more monotonous. 

2. For well-modulated, this does not imply that there is no acoustic feature that 

affects the perception of well-modulated. However, if we lower the criteria of 

coefficients to 0.5 then we can find RS, HP, PRAP, PWR, RHT and SB. The 
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choice of this criteria 0.6 is to take a moderate results, between too many and too 

few. For example, when lowering the criteria 0.5, there are three more acoustic 

features RS, SPTL, and SB found that affect the perception of sharp. Too many 

acoustic features may lower the significance of each acoustic feature in the 

model. 

 The resultant perceptual models are consistent with the first assumption we made 

in Chapter 1 that people do not perceive expressive speech directly from the change of 

acoustic features but rather from the perception of semantic primitives. The models also 

substantiate results from previous work of the importance of F0 and power envelope in 

perception of expressive speech. 

 However, verification of the model is necessary. To this end, the analysis by 

synthesis method was adopted. We resynthesized the expressive speech utterances using 

the semantic primitive specifications with corresponding acoustic features, as 

determined by the correlation analysis results described in Section 3.3.2 above. In this 

way, it is possible to assess the validity of the relationship between semantic primitives 

and acoustic features assumed by the purposed perceptual model. 

 

Figure 3-43. Resultant perceptual model of Neutral. 
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Figure 3-44. Resultant perceptual model of Joy. 

 

 

 

 

 

 

Figure 3-45. Resultant perceptual model of Cold Anger. 
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Figure 3-46. Resultant perceptual model of Sadness. 

 

 

 

 

Figure 3-47. Resultant perceptual model of Hot Anger. 
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3.5 Summary 

This chapter provides a complete description of the work with regard to the 

building of the proposed model which consisted of three layers, expressive speech, 

semantic primitives and acoustic features. In order to accomplish the work, there are 

three sub tasks accomplished.  

 To find those descriptors (e.g., adjectives) that can be used to describe the 

perception of expressive vocalizations, a thorough selection of semantic primitives 

will be necessary. Three experiments are carried out in order to determine which 

adjectives are suitable for describing expressive speech.  

 To understand the fuzzy relationship between linguistic description of acoustic 

perception and expressive speech, a fuzzy inference system will be built. In order to 

build FIS with highly reliable probability, another experiment, Experiment 4, is 

conducted for collecting more utterances as input data. 

 To support the relationship between semantic primitives and acoustic features, 

analysis of a large number of acoustic features will be necessary. 

For the first task, detailed descriptions and discussions of those three experiments 

conducted for selecting appropriate semantic primitives is provided in Section 3.1. 

Those three experiments are (1) examination of listeners’ perception of expressive 

speech, (2) construction of a psychological distance model and (3) selection of semantic 

primitives. The first experiment results in showing that subjects can well perceive the 

intended emotion of most utterances. Moreover, the perceptual ratings of all utterances 

in the voice database contribute to building the relationship between expressive speech 

category and semantic primitives. The second experiment results in a psychological 

distance model which depicts the position of each category of expressive speech where 

the distance between each of the two categories represents the similarity among them. 

Such a psychological distance model conveying similarity information can be utilized 

when investigating appropriate semantic primitives in Section 3.1.3. The main 

contribution gained from the third experiment is the 17 semantic primitives which will 

then be used for representing the perceptual characteristics of expressive speech in the 

perceptual model.  

For the second task, Section 3.2 starts with an explanation regarding the fuzzy 

inference system which is adopted to build the relationship between expressive speech 

categories and semantic primitives by modeling those rating results of the three 
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experiments conducted in Section 3.1. It is followed by an introduction to an experiment 

which is conducted to collect more data in order to build a fuzzy inference system. The 

next, descriptions indicating the process of a fuzzy inference system construction and 

evaluation is provided. According to the evaluation results, five semantic primitives 

with high significant correlation to each category of expressive speech were selected for 

each of them. The generated relationships are a balance of commonly used adjectives 

with a precise numerical description which seem to be well-matched with the way a 

human responds when they perceive expressive speech. 

For the third task, Section 3.3 first provides a discussion with a brief literary 

review regarding acoustic cues related to expressive speech. The acoustic cues involved 

with prosody parameters are mainly extracted from F0 contour, power envelop duration 

and spectrum. Consequently, acoustic feature analysis done in this study were in terms 

of F0 contour, power envelop, duration and spectrum. A detailed introduction to the 

process of acoustic feature analysis is given in this section as well. The correlation 

coefficients between semantic primitives and acoustic features were then calculated for 

depicting the relationship. The built relationship between expressive speech and 

semantic primitives and that between semantic primitives and acoustic features were 

combined to formulate a perceptual model for each category of expressive speech, 

which is illustrated by a figure (see Figures 3-6 to 3-10) for each of them.  

A further discussion about those built perceptual models is given in Section 3.4, 

and concludes with the finding  that the resulting models are consistent with the first 

assumptions made in Chapter 1, i.e.,  that the perception of semantic primitives has a 

significant effect on the perception of expressive speech and that people do not perceive 

expressive speech directly from the change of acoustic features but rather from the 

perception of semantic primitives. Moreover, the built models also substantiate results 

from previous work about the importance of F0 and power envelope in perception of 

expressive speech.  
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Chapter 4. The Verification of the Three Layered 

Model 

This chapter describes the second-step of the model construction. To provide support for 

the first assumption that states that before listeners can decide to which expressive 

speech category a speech sound belongs, they will qualify a voice according to different 

descriptors, where each descriptor is an adjective for voice description. In this step, the 

two relationships built in the first-step, which were described in Chapter 3, are verified. 

By this verification step, the effectiveness of the relationships built by the fuzzy 

inference system and by acoustic cues analysis can be validated.  

The verification is conducted by a rule-based type of morphing approach. Usually, 

a morphing procedure is to change one recorded sound in gradual steps to another 

recorded sound, first by using a copy-synthesis program to copy-synthesize each of the 

original sounds, and then using the morphing procedure developed by Kawahara et al. 

[37] to gradually “morph” from the one sound to the other sound. In the case of this 

research, however, we use morphing-type rules to change from one copy-synthesized 

recorded sound to a synthesized speech sound. Specifically, we copy-synthesize the 

original neutral utterance and then use rules involving semantic primitives together with 

a combination of multiple rules to create each expressive speech category. This was 

done to focus on the verification process for the validation of the results of the analysis. 

In this way, by using this type of morphing technique, a neutral utterance can be taken 

as input, and by systematically manipulating acoustic features of the input utterance, it 

is possible to produce a voice that can be perceived as having different semantic 

primitives or different expressive speech categories. The choice of using a neutral 

utterance as the basis for morphing is because the neutral utterances are less dynamic 

than those utterances perceived as other expressive speech categories and thus the 

changes made to the neutral utterances by the process of morphing are more easily 

perceived by listeners. 

Two types of information in the relationships were validated. The first type is the 

significance of one element (acoustic feature or semantic primitive) in a layer to the 

perception of one element (semantic primitive or expressive speech category) in another 

layer. The second type is the impact direction and strength of one significant element. 

For example, Figure 3-7 (Chapter 3) explains that bright, unstable, clear, quiet, and 
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weak are significant to the perception of Joy. Furthermore, the impact direction and 

strength to Joy of these five semantic primitives are different, which can be observed 

from the styles of the connected lines. The verification of these two types of information 

consolidates the support for the first assumption we made in this research work. 

The work of this step consists of the following three sub tasks. 

 To develop morphing rules, which represent the changes of acoustic features 

in expressive speech, from the analyzed acoustic features and the built FIS. 

This step embeds the two types of information in the built relationships in the 

rules.   

 To modify a neutral utterance according to the developed morphing rules. 

STRAIGHT provides the tool for morphing neural utterances by the created 

rules. This step creates the implementation for the morphing neutral 

utterances by the rules.  

 To conduct perceptual experiments for examining the modified utterance in 

terms of the perception of semantic primitives and expressive speech 

categories. This step verifies the built relationships by the morphed 

utterances. 

For the first sub task, morphing rules were developed for the two types of 

information and how the results built in the first step are transformed to rules are 

explained in Section 4.1. For the second sub task, the implementation of morphing logic 

on STRAIGT is described in Section 4.2. For the third sub task, the perceptual 

experiments and the results are discussed in Section 4.3. 

4.1 Morphing rule development 

The concept of rule development of this research work is described. This description 

briefly explains why rules are developed and what information in built relationships 

should be transformed. After this, the principles of rule development are explained. 

These principles further clarify what is emphasized during the rule development. Finally, 

the details of the transformation process are described.  

4.1.1 Concept of rule development 

To simplify the manipulation of acoustic features in the morphing process, the models 

shown in Figures 3-7 to 3-10 are represented as rules. To verify the two types of 
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information in the models, two types of rules (i.e., morphing rules) were developed. For 

verifying the first type of information by considering only those elements (acoustic 

features or semantic primitives) that are significant to the perception of one element (a 

semantic primitive or an expressive speech category), (1) base rules are developed. The 

base rules provide the basis for the verification of the models. For verifying the second 

type of information by changing the values in the base rules in terms of the impact 

direction and strength of acoustic features to the perception of one element in a layer, 

(2) intensity rules are developed.  

For assessing which acoustic features are involved in creating the percept of each 

semantic primitive, it is necessary to morph a neutral utterance into an utterance (i.e., 

“SU-utterance”) which could be perceived in terms of one and only one semantic 

primitive. “SR-base” rules are created for this purpose. For accessing how the change in 

the intensity of the acoustic features changed the intensity levels of semantic primitives, 

it is necessary to morph an utterance in such a way that the intensity of the semantic 

primitive changed. These rules are called “SR-intensity” rules. 

For assessing which semantic primitives are involved in creating the percept of 

each expressive speech category, it is necessary to morph a neutral utterance into an 

expressive speech utterance (i.e., “EU-utterance”) which could be perceived in terms of 

one and only one expressive speech category. “ER-base” rules are created for this 

purpose. For accessing how the change in the intensity of the semantic primitives 

changed the intensity levels of expressive speech categories, it is necessary to morph an 

utterance in such a way that the intensity of the expressive speech category changed. 

These rules are called “ER-intensity” rules. 

4.1.2 Principles of rule development 

To achieve a better quality of rule development, it is necessary to set a higher-level goal. 

This goal tells us what should be emphasized and what should be overlooked. It 

provides a direction when developing rules and clarifies the expected results from the 

rules. 

This higher-level goal consists of three mandating principles and one optional 

principle. The rules with their explanations are as follows. 

Obligatory Rules 

 Rules are monotonous. This means that each base/intensity rule generates one 

single intended perception, which can be one semantic primitive or one expressive 
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speech category. 

 Rules are general. This means rules are applied generally. They should not be 

created for any individual perception. 

 Rules are dynamic. This means that each constituent of a combined rule can affect 

the generation of a different perception, but it will still be monotonous. This 

principle applies to the development of SR-rules and their combination as 

ER-rules. 

Optional Principle 

 The pursuit of naturalness. The focal point of the morphing process is to find an 

effective way to synthesize expressive utterances using semantic primitives. If 

pursuit of naturalness takes precedence over the obligatory rules, successful 

morphing of utterances may be compromised. For this reason, “pursuit of 

naturalness” is optional. 

4.1.3 Rule development 

For both relationships, the verification process is identical: 

(1) Base rule development (SR-and ER- base rules). 

(2) Base rule implementation. 

(3) Experiment for evaluating base rule efficiency. 

(4) Intensity rule development.(SR- and ER-intensity rules) 

(5) Experiment for evaluating intensity rule efficiency. 

As described in Section 4.1.1, base rules are for assessing which acoustic features or 

semantic primitives are involved in creating the percept of each semantic primitive or 

expressive speech category. Intensity rules are for accessing how the change in the 

intensity of the acoustic features or semantic primitives changed the intensity levels of 

semantic primitives or expressive speech categories. 

First, the relationship between semantic primitives and acoustic features was 

examined; then, that between semantic primitives and expressive speech. 

Base rule development for semantic primitives (SR-base rules) 

To verify the first type of information in the resulting relationship between acoustic 
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features and semantic primitives, two things should be done.  

First, we need to select only the acoustic features that are considered “significant” 

to the percept of semantic primitives. Correlation coefficient values between acoustic 

features and semantic primitives that have at least one correlation coefficient over 0.6 

are considered, see Table 3-9. One problem here is that both well-modulated and 

monotonous are without any correlation coefficient over 0.6 in the table. This may be 

because these two semantic primitives usually involve fewer changes of acoustic 

features. To overcome this characteristic, those acoustic features with correlation 

coefficients over 0.5 are selected for well-modulated and those with over 0.3 are 

selected for monotonous 

Second, we need to obtain the morphing parameters by calculating the difference 

of acoustic features between the input neutral utterance and the utterances of the 

intended semantic primitive. There is one base rule for one semantic primitive. One rule 

has 16 parameters which control the 16 acoustic features of the bottommost layer that 

are measured in Section 3.3. The values of the parameters are the percentage of changes 

to an acoustic feature of an input neutral utterance, and are calculated by the following 

method. 

From the 50 utterances that were used when building FIS (see Section 3.1.6), 10 

utterances were selected that were well-perceived for that semantic primitive. In order 

to reduce bias in the data, the utterance that showed the greatest deviation from the 

mean perception score was discarded, thus leaving 9 utterances. For each of the 

remaining 9 utterances, the differences between the values of their acoustic features and 

the values of the acoustic features of the neutral utterance from which it should be 

morphed were calculated. Then we calculated how much the acoustic features of each 

utterance varied compared to those of the neutral utterance (i.e., percentage variation) 

by dividing the differences in the values of the acoustic features with those of the 

corresponding neutral utterance. Finally, the percentage variations of each of the 9 

utterances were averaged to give the values of acoustic features for each semantic 

primitive. Equation (1) presents the calculation. 
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Where ivaf  is the value of acoustic features of i th utterance and ivnaf  is the 

value of the corresponding neutral utterance. One example of the parameters is shown in 
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Table 4-1. The second column labeled SR1 lists the variation of percentages that are 

used for morphing a neutral utterance to an utterance supposedly perceived as bright. 

Intensity rule development for semantic primitives (SR-intensity rules) 

To verify the second type of information in the resulting relationship between acoustic 

features and semantic primitives, we need to change the values in the base rules 

according to the styles of the connected lines shown in Figures 3-7 to 3-10. That is, the 

solid lines indicate a positive correlation, and the dotted ones, a negative correlation. 

The thicker the line is, the higher the correlation. In this way, the parameters of the base 

rules were adjusted such that the parameter with a solid thick line would be changed in a 

positive direction by a larger amount than that of the solid thin line. The parameter with 

a dotted thick line would be changed in a negative direction by a larger amount than the 

dotted thin line. 

In order to create the intensity rules, the parameters of the base rules were 

adjusted so that the morphed speech utterance could be perceived as having different 

levels of intensity of the semantic primitives. Three intensity rules (SR1, SR2, and SR3) 

were created. SR1 was directly derived from the base rule without any modification. 

SR2 and SR3 were derived from SR1 with modification. The utterance morphed by SR2 

was supposed to be with stronger perception than that morphed by SR1; the utterance 

morphed by SR3 was supposed to be with stronger perception than that morphed by 

SR2. Specifically, SR2 was created by increasing 4% or 2% for the solid thick and thin 

line, respectively, or decreasing with 4% or 2% for the dotted thick and thin lines, 

respectively, for each parameter of the acoustic features of SR1. SR3 was created by 

increasing 4% or 2% for the solid thick and thin line, respectively, or decreasing with 

4% or 2% for the dotted thick and thin lines, respectively, for each parameter of the 

acoustic features of SR2. 

For example, in Figure 3-7 the line between bright and AP (Average Pitch) is a 

solid thick line. Therefore, the value of the parameter AP was increased from, 6.9% to 

10.9% (see Table 4-1). However, in Figure 3-7 the line between bright and F3 is a solid 

thin line. Therefore, a smaller value is given to the parameter F3 from 4.2% to 6.2%. 

The parameters of SR1 come from the base rule of bright, which was calculated from 

Equation (1). 
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Table 4-1. Example of Rule Parameters for Bright. Values in the cells are the 

variation of percentage to the acoustic features of the input neutral utterance. Unlisted 

acoustic features in the table are not modified. 

Acoustic Feature SR1 SR2 SR3 

Highest F0 (HP) 6.9%  10.9% 14.9% 

Average F0 (AP) 7.5% 11.5% 15.5% 

F2 3.3%  5.3% 7.3% 

F3 4.2%  6.2% 8.2% 

 

Base rule development for expressive speech (ER-base rules) 

To verify the first type of information in the resulting relationship between expressive 

speech and semantic primitives, it is needed (1) to select the base rules of the significant 

semantic primitives to the percept of expressive speech, and (2) to consider the 

combination of the selected base rules. Both (1) and (2) can be considered from Figures 

3-7 to 3-10. For (1), only those semantic primitives shown in Figures 3-7 to 3-10 are 

selected. For (2), they are represented as the weight and weight combination of 

semantic-primitive rules. That is, a higher weight value leads to a better perception of 

the expressive speech utterance. As explained previously in Section 3.4, the widths of 

the lines between the two layers of the model shown in the diagrams represent the 

weight values of the combinations. The weight value is higher for a thicker line and 

lower for a thinner line. The base rules of the semantic primitives were combined to 

form base rules for each expressive speech category and the values of these weight 

combinations, which are the slope of regression line that are shown in Table 3-8, which 

are in turn the slope of the regression line fitting the output of the fuzzy inference 

system that illustructed the relationship between semantic primitives and expressive 

speech categories. For example, the base rule for Joy is calculated by adding the various 

base rules of the appropriate semantic primitives, and then multiplying these by the 

appropriate weight values as shown below 
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ER-Base rule of Joy = (base rule of Bright * 0.101 + base rule of Unstable * 

0.063 + base rule of Clear * 0.034 + base rule of Quiet * (-0.039) + base rule of Weak 

* (-0.036)) / 0.123 

This formula is a linear function based on the non-linear fuzzy logic. 

Intensity rule development for expressive speech (ER-intensity rules) 

In order to create the intensity rules, the parameters of the semantic-primitive intensity 

rules were combined so that the morphed speech utterance could be perceived as having 

different levels of intensity of expressive speech. Three intensity rules (ER1, ER2, and 

ER3) were created. The utterance morphed by ER2 was supposed to be with stronger 

perception than that morphed by ER1; the utterance morphed by ER3 was supposed to 

be with stronger perception than that morphed by ER2. Thus, the changes to the value 

of each parameter of ER1 should be lower than the change to the value of each 

parameter of ER2, which in turn should be lower than ER3. For example, ER1 should 

combine weaker intensity rules of positively-correlated semantic primitives and stronger 

intensity rules of negatively- correlated semantic primitives.  

More specifically, for each expressive speech category, intensity rule ER1 was 

created by combining intensity rule SR1 of the positively-correlated semantic primitives 

with intensity rule SR3 of the negatively-correlated semantic primitives. Intensity rule 

ER2 was created by combining intensity rule SR2 of positively-correlated semantic 

primitives with intensity rule SR2 of the negatively-correlated semantic primitives. 

Intensity rule ER3 was created by combining intensity rule SR3 of the 

positively-correlated semantic primitives with intensity rule SR1 of the 

negatively-correlated semantic primitives. Notice that because the perception of 

expressive speech categories has a different scheme of intensity rule combination than 

the perception of semantic primitives, intensity rules ER1 are not identical to 

expressive-speech base rules (ER-base rules). Table 4-2 shows an example of this way 

of combining intensity rules. As can be seen from Table 3-8 and Figure 3-7, Joy is 

positively correlated with bright, unstable and clear, but negatively correlated with 

heavy and weak. Therefore, ER1 for Joy can be created by combing the intensity rule 

SR1 of bright, SR1 of clear, SR1 of unstable, SR3 of heavy, and SR3 of weak. Along 

similar lines, ER2 for Joy can be created by combing intensity rules SR2 of bright, of 

clear, of calm, and of weak. The same weight and weight combination values were 

used when creating expressive-speech base rules for combining the expressive-speech 

intensity rules here. 
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Table 4-2. An example of semantic primitive rule combination. 

4.2 Rule implementation 

A speech morphing process was developed in order to implement the rules for morphing 

a neutral utterance into an utterance which could be perceived in terms of one and only 

one semantic primitive or expressive speech category.  Figure 4-1 shows that for the 

speech morphing process, F0 contour, power envelope, and spectrum were extracted 

from the neutral speech signal by using STRAIGHT while segmentation information 

was measured manually. Next, acoustic features in terms of F0 contour, power envelope, 

spectrum and duration were modified according to the morphing rule. Finally, the 

modified F0 contour, power envelope, spectrum and duration were re-synthesized by 

using STRAIGHT to produce a morphed utterance. 

 

 

 

 

 

 

 

 

 

Joy Bright Unstable Clear Heavy Weak 

ER1 SR1 SR1 SR1 SR3 SR3 

ER2 SR2 SR2 SR2 SR2 SR2 

ER3 SR3 SR3 SR3 SR1 SR1 
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Figure 4-1. Process of morphing voices in STRAIGHT 
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Figure 4-2. Process of acoustic features modification. 

Figure 4-2 illustrates a detailed processing flow of acoustic features 

modification in Figure 4-1. First, F0 contour modification, spectrum modification, and 

duration modification were processed. The modified F0 contour, spectrum, and duration 

are combined to produced a resynthesized voice which was followed by the power 

envelope modification. Sections 4.2.1 to 4.2.4 demonstrate more specifically about how 

F0 contour modification, spectrum modification, duration modification, and power 

envelope modification change the related acoustic parameters. 

4.2.1 F0 contour modification 

Figure 4-3 illustrates an example of F0 contour modification. The process changes four 

parameters, which are AP (average pitch), HP (highest pitch), RS (rising slope), and 

RS1st (rising slope of the first accentual phrase). The left-upper graph (a) shows the 

original F0 contour with those four acoustic features notated in red. By changing AP 

with 8%, HP with 10%, RS with 20%, and RS1st with 10%, the right-bottom graph (b) 

shows the modified F0 contour and its corresponding acoustic features. Also, the 

original F0 contour is shown in the dotted red line for purposes of comparison.  



 

 107

 

0 500 1000 1500 2000 2500 3000
2.2

2.25

2.3

2.35

2.4

2.45

2.5

2.55

2.6

time (ms)

Lo
g(

f0
)

Original F0 Contour

RS1st

RS

AP

HP

AP: 8%, 
HP:10%, 
RS:20%, 

RS1st:10%

AP: 8%, 
HP:10%, 
RS:20%, 

RS1st:10%

0 500 1000 1500 2000 2500 3000
2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3

time (ms)

Morphed F0 Contour

AP

RS1st
RS

HP

F0 Contour

F0 Contour
Modification

Control 
Parameters 

of F0 contour

 

Lo
g(

f0
)

 

 Figure 4-3. Demonstration of F0 contour modification. 

 

4.2.2 Spectrum modification 

Figure 4-4 illustrates an example of spectrum modification. Spectrum modification 

involves modifying four parameters, which are F1 (the first formant), F2 (the second 

formant), F3 (the third formant), ST (spectral tilt), and RHT (the ratio between the 

average power in high frequency portion, which is over 3 kHz, and the average power). 

Especially, an algorithm developed by Nguyen et al. [84] is used in the formant shift. By 

changing parameters of the graph 4-4 (a), F1 with 40%, F2 with 60%, F3 with 80%, ST 

with 15%, and RHT with 10%, the graph 4-4 (b) in the right-bottom corner shows the 

modified spectrum. Figure 4-5 shows the fine changes of modified spectrum compared 

with the original spectrum. The upper graph (a) shows the formant frequency shift 

which is controlled by F1, F2, and F3. The bottom graph (b) shows changes of energy 

amplitude which are controlled by ST and RHT. In both graphs 4-5 (a) and 4-5 (b), the 

modified result is shown in the solid line and original contour is shown in the dotted 

line. 

(a) 

(b) 
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F1:  40%, 
F2: 60%, 
F3: 80%, 
ST: 15%, 

RHT: 10%

F1:  40%, 
F2: 60%, 
F3: 80%, 
ST: 15%, 

RHT: 10%

 

Figure 4-4. Demonstration of spectrum modification. 
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(b) 
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Figure 4-5. Formant shift and amplitude modify in spectrum modification 

 

4.2.3 Duration modification 

With respect to duration modification, the information of time segmentation of the 

original utterances should be manually measured first. This part of the work was the 

same as that for the acoustic feature analysis described in Section 3.3.2. The 

measurement included phone (i.e., segment) number, time (ms), phrase, vowel, and 

accent. Figure 4-6 illustrates an example of duration modification. Figure 4-6 (a) shows 

an example of time segmentation. In the table, the first row indicates the phone; the 

second row indicated the order of a phone, noted by -1 before the first phone; the third 

row indicates the start time of the second phone; the fourth row represents the phrase 

number that the phone belongs to; the fifth row indicates the vowel and consonant of the 

phone: 1:/a/, 2: /e/ 3: /i/ 4:/o/, 5:/u/ and 6: consonant; the sixth row indicates the accent 

of the phone: 1:high and 0:low. The duration modification first calculates the impact 

function according to the parameters of total length (TL), consonant length (CL), ratio 

between consonant length, and vowel length (RCV). In this example, TL has changed 

14%, RCV 12%, and CL 3%; the impact function is calculated and shown in the blue 

(a) 

(b) 
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line in the figure. The red dotted line is the non-changed function for comparison 

purposes. The impact function will be applied when re-synthesizing the modified F0 

contour and the modified spectrum by STRAIGHT. 
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phone /a/ t a r a sh i i

phone No. -1 1 0 2 2 3 3 4 4 5
timePoint 328 403 481 493 585 609 727 839 942 1039
phrase -1 1 1 1 1 1 1 1 1 1
vowel -1 1 0 6 1 6 1 6 3 3
accent -1 0 0 1 1 1 1 0 0 0

 

Figure 4-6. Duration modification 

4.2.4 Power envelope modification 

Figure 4-7 shows an example of the power envelope modification. It involves 

modifying four parameters, which are the power range in the accentual phrase (PRAP), 

the power range (PWR) and the rising slope of the first accentual phrase (PRS1st). The 

graph (a) in the left-upper corner shows the original signal. By changing the parameters 

of PWR with -8%, PRAP with -8%, PRS1st with -3%, the graph (b) in the right-bottom 

corner shows the modified speech signal. 
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Figure 4-7. Power envelope modification 

4.3 Perceptual experiments 

4.3.1 Experiment for evaluating SR-base rule efficiency 

To examine whether the selected acoustic features are significant to the percept of 

semantic primitives or not, an experiment was conducted for subjects to evaluate the 

morphed utterances by comparing them to the neutral utterances from which they were 

morphed.  

Method 

In this experiment, 17 morphed speech utterances were produced by implementing the 

created semantic primitive base rules, giving one morphed speech utterance for each 

semantic primitive. In addition, there was one neutral speech utterance. Subjects were 

ten male Japanese graduate students, who were different from those subjects of the three 

experiments described in Section 3.1. They had normal hearing ability and were asked 

(a) 

(b) 
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(a) to compare a morphed speech utterance with the neutral speech utterance and (b) to 

choose which utterance was most associated with a particular semantic primitive. The 

question was of the type, “Is (a) or (b) more ‘bright’?” Paired stimuli were presented 

randomly to each subject through binaural headphones at a comfortable sound pressure 

level. 

Results and discussion 

The results shown in Table 4-3 indicate that most of the morphed speech utterances 

were perceived as the semantic-primitive intended by the morphed speech utterance. 

From these results, we can see which of the selected acoustic features significantly 

influenced the perception of the semantic primitives. These results suggest that the 

created base rules are effective. A comment about the two exceptional cases, semantic 

primitive well-modulated and monotonous, which base rules were developed based 

on different conditions to select acoustic features (see Section 4.1.3). The results show 

that the speech morphed by the base rule of well-modulated can be well-perceived. 

However, the semantic primitive monotonous showed the lowest rate of accuracy. 

Perhaps this was because monotonous is most similar to the neutral voice, and it is 

difficult to morph a monotonous utterance into a “more” monotonous utterance.  
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Table 4-3. Experimental results of semantic-primitive rule evaluation. 

Semantic Primitive Accuracy Rates 

bright 100% 

dark 100% 

high 100% 

low 100% 

strong 100% 

weak 80% 

calm 100% 

unstable 100% 

well-modulated 100% 

monotonous 60% 

heavy 90% 

clear 80% 

noisy 100% 

quiet 90% 

sharp 90% 

fast 100% 

slow 100% 

 

4.3.2 Experiment for evaluating SR-intensity rule efficiency 

To examine whether the impact direction and strength of the selected acoustic features 

are valid or not, an experiment was conducted in which subjects evaluated the morphed 

utterances by comparing the utterances created by the base rules (SR1) with those made 

by the intensity rules (SR2 and SR3). 

Method 

This experiment evaluates the validity of the intensity rules (SR1, SR2, and SR3) where 

for each semantic primitive, the utterance (SU2) created by SR2 should have stronger 

perception than the utterance (SU1) created by SR1, and the utterance (SU3) created by 

SR3 should have stronger perception than SU2. Stimuli include three morphed 

utterances (SU1, SU2, and SU3) for each semantic primitive and one neutral utterance. 
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SU1, SU2, and SU3 were morphed by following the intensity rules SR1, SR2, and SR3, 

respectively, which were described above. Scheffe’s method of paired comparison was 

used to evaluate the intensity of the semantic-primitive. Subjects were the same as in the 

previous experiment and were asked to evaluate which stimulus (A or B) had a stronger 

intensity (0 to 2 for B and 0 to -2 for A) of the semantic primitive according to a 

five-grade scale. A template of the questionnaire is shown in Figure 4-8. 
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Figure 4-8. Template of the questionnaire for assessing intensity of the semantic 

primitive “bright” 

 

Results and discussionFigure 4-9 shows the results of how listeners perceived the levels 

of intensity of each of the 4 utterances, e.g., one neutral and three morphed utterances. 

The numbers under the horizontal axis indicate the intensity levels of the 

semantic-primitive; labeled arrows indicate the level of intensity of perception of each 

of the morphed utterances (plus neutral). The results show that listeners were able to 

perceive four levels of intensity for each semantic primitive, except for quiet, for which 

only three levels were perceived. The difficulty in perceiving different intensity levels 

for quiet could be because the neutral utterances are intrinsically quiet. 

Note that intensity levels of perception are congruent with what was intended by 

the intensity rules, i.e., neutral, SU1, SU2, SU3. These results suggest that by adjusting 

the parameters of the semantic-primitive rules, it is possible to control the intensity of 

the perception of the semantic primitives. They also suggest that the relationship 

between semantic primitives and acoustic features is a valid one.  
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Figure 4-9. Experimental results of semantic-primitive rule evaluation. The 

intended intensity levels are N < SU1 < SU2 < SU3. That is, SU3 should have a higher level 

of intensity perception than SU2 than SU1 than N. N is the neutral utterance, and SUn 

represent semantic primitive utterances created by the semantic primitive intensity rules. 
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4.3.3 Experiment for evaluating ER-base rule efficiency 

To examine whether the combination of semantic primitive rules are valid or not, an 

experiment is conducted so that subjects evaluate the morphed utterances by comparing 

them to the neutral utterances from which they were morphed. 

Method 

The experimental conditions including subjects were the same as in the previous 

experiments described above. The speech utterances were one neutral utterance and 4 

morphed utterances that were morphed from the neutral utterance, one for each of the 

four expressive speech categories. Subjects were asked to compare (a) a morphed 

utterance with (b) the neutral voice and to choose which utterance was most associated 

with a specific expressive speech category. The questions asked were like “Is (a) or (b) 

more ‘joyful’? “ 

Results and discussion 

Table 4-4 shows that the morphed speech utterances were perceived as the expressive 

speech category intended by the morphing process--100% accuracy rate for each of the 

expressive speech categories, except Sad (90%). This result suggests that the created 

base rules are effective, and moreover, that the combinations are appropriate. 
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Table 4-4. Experiment results of base rule evaluation 

Expressive 

Speech Category 

Accuracy 

Rate 

Joy 100% 

Cold Anger 100% 

Sadness 90% 

Hot Anger 100% 

 

4.3.4 Experiment for evaluating ER-intensity rule efficiency 

To examine whether the impact direction and strength of the selected semantic 

primitives are valid or not, an experiment is conducted so that subjects evaluate the 

morphed utterances by comparing them with the utterances created by the intensity rules 

(ER1, ER2 and ER3). 

Method 

This experiment evaluates the validity of the intensity rules (ER1, ER2, and ER3) where 

for each expressive speech category, the utterance (EU2) created by ER2 should have 

stronger perception of intensity than the utterance (EU1) created by ER1, and the 

utterance (EU3) created by ER3 should have stronger perception of intensity than EU2. 

Stimuli include three morphed utterances (EU1, EU2, and EU3) for each 

expressive speech category plus one neutral utterance. EU1, EU2, and EU3 were 

morphed by following the intensity rules ER1, ER2, and ER3, respectively, which were 

described above. Scheffe’s method of paired comparison was used to evaluate the 

expressive speech intensity of the utterances. Subjects were the same as in the previous 

experiments, and evaluated the intensity of each utterance according to a five-scale 

rating. 
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Results and discussion 

The results in Figure 4-10 show the four stimuli of each expressive speech category 

listed in ascending order of the intensity perception. The order is congruent with what 

was intended by the intensity rules. These results suggest that it is possible to control the 

intensity of emotional perception by adjusting the intensity of semantic primitives. 

Moreover, the perception of expressive speech categories appears to be related to the 

perception of semantic primitives. These results lend validity to the model proposed 

here in that it substantiates the relationship between semantic primitives and expressive 

speech categories. 
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Figure 4-10. Experimental result of intensity rule evaluation. The intended intensity 

levels are N < EU1 < EU2 < EU3. That is, EU3 should have a higher level of intensity 

perception than EU2 than EU1 than N. N is the neutral utterance, EUn represent 

expressive speech utterances created by the expressive speech intensity rules. 
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4.4 General discussion 

The relationships built in Chapter 3 are verified in this chapter. The results of the 

perceptual experiments show that neutral utterances morphed by the rules developed 

from the fuzzy inference systems and measurements of acoustic features can generate 

the perception of intended semantic primitives and expressive speech categories. 

Moreover, the changes of strength and impact direction also can change the intended 

intensity levels of perception. Therefore, combining the results of the building and the 

verification of the model provides a solid support for the first assumption we made in 

Chapter 1, that is, that people do not perceive expressive speech directly from the 

change of acoustic features but rather from the perception of semantic primitives. 

4.5 Summary 

This chapter provides a complete description of the work with regard to the verification 

of the proposed model. In order to accomplish the work, there are three sub tasks 

accomplished.  

 To simplify the manipulation of acoustic features in the morphing process, rules are 

created from the built relationships. There were two types of information embedded 

in these rules. The first type is the significance of one element (acoustic feature or 

semantic primitive) in a layer to the perception of one element (semantic primitive 

or expressive speech category) in another layer. The second type is the impact 

direction and strength of one significant element. 

 To modify a neutral utterance according to the developed morphing rules. 

STRAIGHT provides the tool for morphing neural utterances by the created rules. 

 To conduct perceptual experiments for examining the modified utterance in terms 

of the perception of expressive speech categories and semantic primitives. 

For the first task, Section 4.1 starts with the concept description. This concept 

clarified what information in the built relationships should be transformed to the rules. 

The principles of rule development are then proposed. These principles clearly stated 

what should be empathized when developing rules. From the concept and the principles, 

four groups of rules are created: 

(1) Base rules for semantic primitives (SR-base rules) 

(2) Intensity rules for semantic primitives (SR-intensity rules) 
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(3) Base rules for expressive speech (ER-base rules) 

(4) Intensity rules for expressive speech (ER- intensity rules) 

For the second task, the process of speech morphing and the implementation 

details are described in Section 4.2. It starts with a diagram that shows that F0 contour, 

power envelope, and spectrum were extracted from the neutral speech signal by using 

STRAIGHT while segmentation information was measured manually. It then uses 

another diagram to show the details of acoustic feature modification. Different 

algorithms are developed for modifying F0 contour, power envelope, duration and 

spectrum.  

For the third task, four perceptual experiments are conducted. Each perceptual 

experiment verifies one group of rules. The methods, results, and discussion of the 

experiments are described in Section 4.3. One significant aspect of this research work is 

that not only the intended perception is verified, thus providing a more solid support to 

our assumption, but also we can know the intensity level of the intended perception. The 

experiment results shown in Sections 4.3.1 to 4.3.4 suggest that the SR-rules and 

ER-rules created from the built relationships support the first assumption we made in 

this research work. The results also showed that the obligatory principles are followed. 

 The rules are monotonous because subjects can identify the intended 

perception clearly. 

 The rules are general because the intended perception of the morphed 

utterances can be clearly identified by different subjects. 

 The rules are dynamic because the combination of SP-rules to ER-rules can 

create morphed utterances with intended categories of expressive speech. 

Combining the results of the building and the verification of the model provides a 

solid support for the first assumption we made in Chapter 1, that is, that people do not 

perceive expressive speech directly from the change of acoustic features but rather from 

the perception of semantic primitives. 
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Chapter 5. Application of the Three-Layer Model 

This chapter describes the model application. It provides support for the second 

assumption that states people who are from different cultures/native-language 

background have common characteristics in perceiving non-linguistic information of 

expressive speech categories. To this end, the three-layer model proposed in this 

research work is applied. In this application, instead of using Japanese utterances and 

Japanese listener subjects, listeners with a different native language/culture background 

were used, while at the same time, using the same procedure as described in the first 

part of the thesis. By comparing the results of the different sets of application 

environments, we expect to obtain a systematic understanding of common features in 

perception of expressive speech catteries by people with different culture/native 

language backgrounds. The significance of this is that it will help further clarify the 

vagueness nature of human perception.  

The background and related work of this application is introduced in Section 5.1. 

This introduction reviews previous studies about commonalities and differences in 

cross-linguistic/cross-cultural perception of expressive speech. However, most of the 

previous work overlooked the vagueness nature of human perception, although many of 

their results showed that specific acoustic cues are common to the judgment of 

expressive speech across people with different culture/native-language background. 

After this review, the motivation of this application is described. 

The application process is similar to that described in Chapter 3. However, 

instead of using Japanese utterances and Japanese listener subjects, we used the same 

process with the same stimuli but Taiwanese listeners. By comparing the results of these 

two sets of application environments, we expect to find support for the assumptions 

made about similarities in human perception of expressive speech. This process 

includes 

 Three experiments are carried out in order to determine which adjectives are 

suitable for describing expressive speech. 

 To understand the fuzzy relationship between linguistic description of 

acoustic perception and expressive speech, a fuzzy inference system will be 

built. 

 In order to support the relationship between semantic primitives and acoustic 

features, analysis of a large number of acoustic features will be necessary. 
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This process and the comparison are described in Sections 5.2 and 5.3. Section 5.5 

discusses the results. 

5.1 Introduction of model application 

In speech communication, linguistic information requires listeners getting acquainted 

with one language; however, non-linguistic information may be different. Even without 

the acquaintance of one language, we can still judge a speaker’s age and gender or even 

perceive the expressive speech categories of a voice, such as joy or sadness. However, 

sometimes we also find misunderstanding of emotional communication between people. 

Therefore, one question is what common features (or different features) exist in 

non-linguistic verbal information to help (or hamper) people make this judgment. 

5.1.1 Related work 

As reviewed in Chapter 1, much of the previous work focused on the relationship 

between acoustic features and expressive speech categories. In addition, some research 

also showed that women can perceive emotion better than men [17]. There is a growing 

body of work on the study of the expressive speech perception among different native 

languages/cultures (e.g., Erickson [19]), which indicate that there are both similarities 

and differences in expressive speech perception across languages/cultures. For instance, 

Erickson and Maekawa [20] reported that even without the acquaintance to a language, 

listeners can often perceive the intended emotion from listening to just the voice, 

especially when the intended emotion of the foreign utterance has an F0 contour similar 

to that of the listener’s native language. However, sometimes this very similarity creates 

problems in that the same intonational contour can be interpreted by speakers of 

different languages very differently and leads to confusions, as is discussed also by 

Shochi et al. [69]. In addition, Erickson et al. [21] found that the acoustic features, 

especially the parameters AQ (amplitude quotient) and F0, can be perceived differently 

depending on the listener’s native language. Sakuraba [63], on the other hand, showed 

that high-pitched voices are perceived by both Japanese and English to express surprise 

and joy. Dromey et al. [17] suggested that there is a difference among English mother 

tongue polyglots, other mother tongue listeners, and English mother tongue monoglots 

when perceiving emotion in speech. However, Beier and Zautra [7] found agreement 

across cultures on expressive speech categories perception and suggested the possibility 

of universal characteristics in expressive speech categories perception. 
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5.1.2 Motivation 

As stated before, one important characteristic in human perception is the vagueness 

nature of humans, which has been overlooked in previous research. Therefore, a next 

step in the investigation of expressive speech perception is a model for systematically 

understanding the common features existing between people with different native 

languages/cultures, which also takes the vagueness nature into consideration. The 

benefit of this would be for improving global communication and developing tools for 

multi-language expressive speech recognition and synthesis. For example, it helps us to 

control the common features for creating an expressive speech synthesizer or category 

detection system. The three-layered model, which was proposed in this research work, 

is used to study the common features. This multi-layered approach can clarify the 

relationship between physical characteristics of voice and vagueness nature of human 

perception. 

More specifically, we hope to better understand the relationship between 

semantic primitives and acoustic features, as well as that between semantic primitives 

and expressive categories. In this way we will have a better understanding of the 

similarities and differences in how Japanese and Taiwanese listeners perceive the 

physical characteristics of a voice as well as in how they perceive expressive speech 

categories. 

5.2 Three experiments 

To achieve the research purpose, the first relationship of the perceptual model between 

expressive speech and semantic primitives for Taiwanese listeners is built by 

conducting three experiments. For clarity, they are named Experiment 5, 6, and 7, which 

are analogous to Experiments 1, 2, and 3 described in Section 3.1. 

The goal of Experiment 5 is to show that even without the acquaintance of one 

language, people can perceive the intended expressive speech categories of that 

language. The goal of Experiment 6 is to show the reliability of the voice database used 

for Taiwanese subjects. The results of this experiment should show that Taiwanese can 

also clearly distinguish the expressive speech categories of the Japanese utterances they 

heard, in a way similar to how Japanese subjects do. The goal of Experiment 7 is to 

determine suitable semantic primitives for the perceptual model. To clarify which 

adjective is more appropriate for describing expressive speech and how each adjective 

was related to each category of expressive speech, the selected semantic primitives are 
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superimposed into the perceptual space built in Experiment 2 by applying a multiple 

regression analysis. 

To achieve each of these goals, in Experiment 5, Taiwanese subjects are asked to 

evaluate the perceived categories of utterances. In Experiment 6, Taiwanese subjects are 

asked to evaluate utterances selected according to the results of Experiment 1. In 

Experiment 7, Taiwanese subjects are asked to evaluate utterances by the semantic 

primitives they perceive. Finally, from the experimental results, fuzzy inference systems 

are built for representing the relationship between expressive speech and semantic 

primitives.  

As a reference, some details are repeated again in the following sections. In 

addition, the results of both sets of experiments are listed together for comparison. 

5.2.1 Experiment 5 

This experiment aims at showing that even without the acquaintance of one language, 

people can perceive the intended expressive speech categories of that language. 

Method 

Stimuli were selected from the same database produced and recorded by Fujitsu 

Laboratory in Section 3.1. Subjects were 20 Taiwanese, 10 males and 10 females, who 

did not understand Japanese. They rated the utterances according to how strongly they 

perceived each of the five expressive speech categories, on a scale of 1 to 5. If a subject 

perceived that an utterance belonged to one expressive speech category without any 

doubt, then the subject gave it 5 points. Conversely, if the subject was confused within 

two or even more expressive speech categories, then the subject divided the 5 points 

among the five expressive speech categories according to what seemed appropriate. The 

stimuli were randomly presented to each subject through binaural headphones at a 

comfortable sound pressure level. 

Results 

Table 5-1 lists the results of Experiment 5 as a confusion matrix of each intended 

expressive speech category. From the diagonal lines shown in Table 5-1 and Table 5-2 

(which give the evaluations by Japanese listeners), we know that for each category, the 

highest percentage belongs to the intended category. When comparing Table 5-1 and 

Table 5-2 both Taiwanese and Japanese have similar patterns of confused categories: the 

one most confused with Joy was Neutral (both are 12%), the one most confused with 
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Cold Anger was Neutral (20% and 10%), and the ones most confused with Sadness 

are Neutral (10% and 5%) and Cold Anger (14% and 3%). These results suggest that 

even without the acquaintance of one language, people can perceive the intended 

categories of that language. This also implies the existence of common features in 

non-linguistic information. However, Japanese listeners can well perceive Neutral 

(98%) and Hot Anger (97%), while Taiwanese listeners confused Neutral with Joy 

(10%) and Cold Anger (11%), and Hot Anger with Neutral (9%) and Cold Anger 

(7%). 
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Table 5-1. Percentage of ratings of the 5 intended categories. Subjects were 

Taiwanese. 
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Table 5-2. Percentage of ratings of the 5 intended categories. Subjects were 

Japanese. 

 

5.2.2 Experiment 6 

This experiment aims at showing the reliability of the voice database used for 

Taiwanese subjects. 

Method 

Stimuli were 15 utterances chosen according to the ratings in Experiment 5. For each of 

the five expressive speech categories, three utterances were selected: (1) one that was 

most confused, (2) one that was least confused, and (3) one that fell in the middle. The 

subjects were identical to those who participated in Experiment 1. Scheffe’s method of 

paired comparison was used. Subjects were asked to rate each of the 2101415   

utterance pairs on a 5-point Liker-type scale (from -2 to 2, including 0, -2 = totally 

different, 2 = extremely similar) according to how similar they perceived them to be. 

The pair-wise stimuli were randomly presented to each subject through binaural 

headphones. The SPSS 11.0 MDS ALSCAL procedure, non-metric model of Shepard 

and Kruskal using the symmetric, matrix conditional and ordinal options, was applied to 

the ratings. 
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Results 

Figure 5-1 shows the distribution of utterances in the resulting 3-dimensional perceptual 

space (STRESS value was 7%). In the figure, one circle represents one utterance. The 

symbols ’N’, ’J’, ’C’, ’S’, and ’H’ stands for the distributions of the utterances of the 

five emotional categories. Figure 5-2 illustrates the results of the corresponding 

Experiment 2, where subjects were Japanese. As the distribution shows, all categories of 

expressive speech are separated clearly and the utterances of the same category are 

close to each other, which means the distribution in the perceptual space can 

appropriately represent the similarity of the utterances and the position of each emotion. 

Therefore, it is reliable for using to determine the semantic primitives suitable for 

Experiment 7. The results of Experiment 6 also suggest that even without the 

acquaintance of one language, people can for the most part clearly identify the 

utterances with the same intended category. 
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Figure 5-1. The resulting perceptual space of utterances in different categories of 

expressive speech of Experiment 6. Subjects are Taiwaness. 
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Figure 5-2. The resulting perceptual space of utterances in different categories of 

expressive speech of Experiment 2. Subjects are Japanese. 

5.2.3 Experiment 7 

Experiment 7 aims at determining suitable semantic primitives for the perceptual model. 

To clarify which adjective is more appropriate for describing expressive speech and how 

each adjective was related to each category of expressive speech, the selected semantic 

primitives are superimposed into the perceptual space built in Experiment 7 by the 

application of a multiple regression analysis. 

Method 

The stimuli and subjects were the same as in Experiment 6. The same 34 adjectives 

which were judged by Japanese in the previous work were translated into Mandarin. 

The stimuli were randomly presented to each subject through binaural headphones at a 

comfortable sound pressure level. Subjects were asked to rate each of the 34 adjectives 

on a 4-point scale (0: very appropriate, 3: very not appropriate) when they heard each 

utterance, indicating how appropriate the adjective is for describing the utterance they 
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heard. Equation (1) in Section 3.1.3 is the regression equation for the superimposing.  

Results 

Semantic primitives were selected according to the same three criteria described in 

Section 3.1.3. The selected semantic primitives by Taiwanese subjects are shown in 

Table 5-3. Japanese results are shown again in Table 5-4. The first ten semantic 

primitives that are shown in Table 5-3 and Table 5-4 are identical. These results suggest 

that semantic primitives are a suitable tool for expressive speech description because 

people with different native languages/cultures tend to use the same set of semantic 

primitives for expressive utterance description. These results are used to build a fuzzy 

inference system for representing the relationship between expressive speech and 

semantic primitives. 
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5.3 Fuzzy inference system 

To clarify the common semantic primitives used when deciding expressive speech 

categories by Taiwanese and Japanese, the relationship between expressive speech and 

semantic primitives is built by using the same method of fuzzy inference system (FIS) 

as described in Section 3.2. Therefore only the results are shown here. 

Table 5-5 lists the five semantic primitives for each expressive speech category. 

For each semantic primitive, there are three positive correlations (which are the ones 

that showed the highest correlation values with a positive slope) and two negative ones 

Table 5-3. Semantic primitives selected 

in Experiment 7 by Taiwanese subjects  

Table 5-4. Semantic primitives selected 

in Experiment 3 by Japanese subjects 

Adjective 

(Mandarin) 

Adjective 

(English) 

明亮的 bright 

灰暗的 dark 

低的 low 

重的 heavy 

明亮的 clear 

強的 strong 

弱的 weak 

沉著的 calm 

浮動的 unstable 

慢的 Slow 

堅硬的 Hard 

鈍的 Dull 

流暢的 Fluent 

光滑的 Smooth 

沙沙的 Raucous 

混濁的 Muddy 
 

Adjective 

(Japanese) 

Adjective 

(English) 

明るい bright 

暗い dark 

声の低い low 

重い heavy 

明らかな clear 

強い strong 

弱い weak 

落ち着いた calm 

落ち着きのな

い 

unstable 

ゆっくり slow 

声の高い high 

抑揚のある well-modulated 

単調な monotonous 

うるさい noisy 

静かな quiet 

鋭い sharp 

早い fast 
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(which showed the highest correlation values with a negative slope). The corresponding 

results of Japanese subjects are listed in Table 5-6. 
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Table 5-5. The related semantic primitives of each expressive speech category 

selected by Taiwanese S’s 

PF S PF S PF S PF S PF S
dull -0.181 weak -0.254 fluent -0.498 bright -0.122 muddy -0.26

heavy -0.117 low -0.185 bright -0.121 smooth -0.295 heavy -0.186

bright 0.115 clear 0.178 slow 0.164 heavy 0.179 fluent 0.118

clear 0.234 calm 0.288 weak 0.212 strong 0.181 unstable 0.17

smooth 0.256 smooth 0.44 muddy 0.384 raucous 0.267 hard 0.325

Hot AngerNeutral Joy Cold Anger Sadness
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Table 5-6. The related semantic primitives of each expressive speech category 

selected by Japanese S’s. 

 

Comparison between Table 5-5 and Table 5-6 helps us find the common features 

of semantic primitives. Those semantic primitives that influence the perception of the 

expressive speech category for both Taiwanese and Japanese listeners appear in Table 

5-5 and Table 5-6 as shaded. The semantic primitives heavy and clear influence the 

perception of Neutral for both Taiwanese and Japanese listeners; specifically, it is 

positively correlated to clear, and negatively correlated to heavy. Similarly, Joy is 

correlated with weak and clear but in opposite directions. Cold Anger is positively 

correlated to weak. Sadness is positively correlated to heavy. Hot Anger is positively 

correlated to unstable. These results suggest that for people with different native 

languages/cultures, the perception of expressive speech categories are affected by a 

common set of semantic primitives. 

5.4 Analysis of a large number of acoustic features 

To clarify the common acoustic features that can influence the semantic primitives used 

by Taiwanese and Japanese, the method is identical to that described in Section 3.3.2, 

which calculates the same set of acoustic features - F0 contour, power envelope, and 

power spectrum.  

5.4.1 Correlation analysis of acoustic measurements with semantic primitives 

The same 16 acoustic features in Section 3.3.3 were also measured. As a reference, they 

are repeated again here. Four involved F0–mean value of rising slope (RS), highest 

pitch (HP), average pitch (AP) and rising slope of the first accentual phrase (RS1st); 

four involved power envelope–mean value of power range in accentual phrase (PRAP), 

power range (PWR), rising slope of the first accentual phrase (PRS1st), the ratio 

between the average power in high frequency portion (over 3 kHz) and the average 

power (RHT); five involved the power spectrum–first formant frequency (F1), second 

formant frequency (F2), third formant frequency (F3), spectral tilt (SPTL), spectral 
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balance (SB); and three involved duration total length (TL), consonant length (CL), 

ratio between consonant length and vowel length (RCV). Four acoustic features are 

measured in each accentual phrase of an utterance, i.e. RS1st, PRAP, RS, and PRS1st, 

and the other 12 acoustic features are in an utterance. 

A correlation between the 16 acoustic features and the 16 semantic primitives 

was done. Correlation coefficient values that have at least one correlation coefficient 

over 0.6 are considered significant and are shadowed in Table 5-7. Comparison with 

Table 5-7 (Taiwanese listeners) and  

 

Table 5-8 (which gives the correlation coefficients by Japanese listeners) suggests 

that F0 plays an important role in the perception of semantic primitives. This is 

consistent with previous work that showed F0 is significant for the judgment of 

expressive speech perception [30, 44 58, 65, 82], which suggests the possibility of the 

role semantic primitives plays in expressive speech perception. 6 of the 10 semantic 

primitives are associated with the same two acoustic features that have the highest 

correlations: bright, dark, low, heavy, and clear are associated with average pitch (AP) 

and highest pitch (HP), and strong is associated with power range (PWR) and mean 

value of power range in accentual phrase (PRAP). The first 10 semantic primitives that 

were shared by both Taiwanese and Japanese listeners have the same valence (i.e., 

positive or negative correlation). 
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Table 5-7. Correlation coefficients between semantic primitives and acoustic features, Taiwanese S’s. 
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Table 5-8. Correlation coefficients between semantic primitives and acoustic features, Japanese S’s. 
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5.5 General Discussion 

In this study, by using the same process with the same stimuli from a previous 

perception experiment (with Japanese listeners) but different subjects (Taiwanese 

listeners), we discuss some common features in the perception of expressive speech 

categories. Comparison of the results from the three experiments with Taiwanese 

listeners with the results of the three previous experiments with Japanese listeners 

suggests the following. The first point is that people who are from different 

cultures/native-language background show a certain similarity in the way they use 

semantic primitives. These results suggest that the two language speakers use the same 

semantic primitives as the primary ones. The findings discussed in the last section 

suggest the possibility of some type of universality of acoustic cues associated with 

semantic primitives. 

However, the non-primary semantic primitives are different between the 

languages: Taiwanese associates Neutral with dull, bright, and smooth while Japanese 

associates it with weak, calm and monotonous; Taiwanese associates Joy with low, 

calm, and smooth, while Japanese associates it with quiet, unstable and bright, etc. 

This finding of a difference in the non-primary semantic primitives may account for 

why communication of emotions between people of different languages and cultures 

may go relatively smoothly for the most part yet may suddenly fall apart - a phenomena 

sometimes experienced in cross-linguistic communication situations. This finding may 

also be related to the difference in intonation between Japanese and Taiwanese: 

Japanese is a pitch-accent language, whereas Taiwanese is a tone language. Moreover, 

the speaking style is different between the two languages. For example, a sentence 

which may sound Neutral to Taiwanese speakers may sound like Hot Anger to 

Japanese, perhaps because Taiwanese speakers tend to use louder and more dynamic 

voices than do Japanese. More research is needed to explore this further. For example, 

we might use the same multi-layer approach and the same process described in this 

paper, but the stimuli would be Mandarin utterances, and the subjects, Japanese and 

Taiwanese.  

5.6 Summary 

To support the assumption of the existence of common characteristics in non-linguistic 

verbal information for expressive speech categories perception across different 

languages/cultures, the three-layer model is applied. In this application, we used 
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Japanese utterances and compared the resulting models of Japanese subjects, which was 

described in Chapter 3, with the model of Taiwanese subjects. To construct the 

three-layer model of Taiwanese subjects, the same three experiments were conducted 

again. The experimental results were used to build a fuzzy inference system, which 

revealed the relationship between semantic primitives and expressive speech of the 

model. Finally, 16 acoustic features were measured to reveal the relationship between 

semantic primitives and acoustic features.  

The results show that certain common features exist among subjects from 

different linguistic backgrounds. The findings of a commonality also suggest that the 

proposed model is effective and appropriate for investigating common features that 

exist in speech communication, not only across different languages and cultures, but 

also within the same language. 
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Chapter 6. Summary and Future Work 

A research work for understanding the role that non-linguistic information plays in the 

perception of expressive speech is described in this dissertation. In this research work, 

we successfully used a model to show the role that non-linguistic acoustic features and 

the role that humans’ vagueness nature plays in the perception of expressive speech, 

where this model is built by perceptual experiments, evaluated by speech morphing, and 

applied to the analysis of non-linguistic verbal information. 

Solid support of the two assumptions made for of expressive speech perception is 

found. 

(1) The first assumption states that before listeners can decide to which expressive 

speech category a speech sound belongs, they will qualify a voice according to 

different descriptors, where each descriptor is an adjective for voice description. 

(2) The second assumption states that people who are from different 

cultures/native-language background have some common characteristics for 

perception of expressive speech categories as well as some differences. 

The two assumptions are firstly represented as a layer-structure model. This model 

illustrates that people perceive expressive speech categories (i.e. the topmost layer) not 

directly from a change of acoustic features (i.e. the bottommost layer), but rather from a 

composite of different types of “smaller” perceptions that are expressed by semantic 

primitives (i.e. the middle layer). A conceptual diagram is illustrated in Section 2.1. By 

this three-layer model, the focal points of the research work become the building and 

evaluation of these two relationships. After this, the model is applied to find the 

common features as well as differences of people who are or are not acquainted with the 

language of the voice they heard. 

6.1 Contributions 

Compared with other traditional statistical approaches, the proposed multi-layered 

approach gives three major advantages 

 It takes the vague nature exhibited in human’s perception into account and provides 

the mechanisms to deal with this vagueness. 

 It helps to understand expressive speech perception from an aspect that is more 
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closely related to humans’ behavior, i.e. the use of semantic primitives to judge the 

perception of expressive speech, which is then useful to improve a synthesizer to 

create a more natural sounding voice. 

 It improves the application of this research topic. One example, as the application 

demonstrated in this dissertation, is to investigate common features in expressive 

speech perception among people with different culture/native-language 

backgrounds. [85]. 

6.2 The building of the model 

Chapter 2 starts with a conceptual description about the multi-layered approach and a 

three-layered model for handling the human perception vagueness. Subsequently, it 

provides a brief overview of a two-phase approach for building and evaluating the 

perceptual model. In the building process, the relationship between expressive speech 

and semantic primitives is built, taking into account which adjectives should be selected 

as semantic primitives in the perceptual model; especially, the adjectives should be 

those suitable for describing expressive speech. This order is important because without 

finding suitable semantic primitives for expressive category judgments, it is not possible 

to conduct analysis of acoustic features related to semantic primitives. In the 

verification process, the relationship between semantic primitives and acoustic features 

is verified, taking into account that acoustic features may be the only features involved 

in perception of speech (but see AIM/correolograms, that purport to represent 

“perceived acoustic features”) that can be quantified and modified, and that in turn, 

makes it possible to verify the built model by the method of rule-based speech 

morphing. 

Chapter 3 describes the building of the perception model. The relationship 

between expressive speech categories and semantic primitive is built first and then is 

followed by building the relationship between semantic primitive and acoustic feature. 

The work was accomplished by three sub tasks. 

Three experiments were carried out for examining voice data in terms of 

expressive speech categories and descriptors. Selection of semantic primitives was done 

in order to find those descriptors (e.g., adjectives) that can be used to describe the 

perception of expressive vocalizations. Those three experiments are (1) examination of 

listeners’ perception of expressive speech, (2) construction of a psychological distance 

model and (3) selection of semantic primitives. The first experiment results in showing 
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that subjects can perceive the intended emotion/affect of most utterances well. Moreover, 

the perceptual ratings of all utterances in the voice database contribute to building the 

relationship between expressive speech category and semantic primitives. The second 

experiment results in a psychological distance model which depicts the position of each 

category of expressive speech, where the distance between each of two categories 

represents the similarity among them. Such a psychological distance model conveying 

similarity information can be utilized when investigating appropriate semantic 

primitives. The main contribution gained from the third experiment is the 17 semantic 

primitives which are then used for representing the perceptual characteristics of 

expressive speech in the perceptual model. 

To understand the fuzzy relationship between linguistic description of acoustic 

perception and expressive speech, a fuzzy inference system (FIS) is built for each 

category of expressive speech. Section 3.2 starts with an explanation about what fuzzy 

logic is and why it is applied in this study. In order to build an FIS with a highly reliable 

probability, another experiment, Experiment 4, is conducted for collecting more 

utterances as input data. Fuzzy inference systems were built by applying the model to 

the rating results of the experiments. An evaluation selected the five semantic primitives 

having a high correlation with each category of expressive speech. The generated 

relationships are a balance of commonly used adjectives with a precise numerical 

description, which seems to be well-matched with the way humans respond when they 

perceive expressive speech. 

In order to support the relationship between semantic primitives and acoustic 

features, analysis of a large number of acoustic features was carried out. Section 3.3 

first provides a discussion with a brief literature review regarding acoustic cues related 

to expressive speech. From the literature review, it can be understood that prosody, 

including voice quality, has an effect on the perception of expressive speech. The 

prosody related acoustic features are mainly extracted from F0 contour, power envelope, 

duration and spectrum. Therefore, the acoustic features analyzed in this study involve 

F0 contour, power envelope, duration, and spectrum. The correlation coefficients 

between semantic primitive and acoustic features were then calculated for depicting the 

relationship. The results suggest that the perception of expressive speech, at least in 

Japanese, may mainly be affected by the change of F0 contour and power envelope. In 

addition, spectral characteristics affect perception of some of the semantic primitives, 

for example, bright, high, unstable, and noisy. These are the more active adjectives. The 

change of spectrum, i.e., change in voice quality, may encourage perception of active 
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semantic primitives. 

The built relationship between expressive speech and semantic primitives and 

that between semantic primitives and acoustic features were combined to constitute a 

perceptual model for each category of expressive speech, which can be illustrated 

graphically in a figure. The results concluded that the perception of semantic primitives 

has a significant effect on the perception of expressive speech and that people do not 

perceive expressive speech directly from the change of acoustic features but rather from 

the perception of semantic primitives. Moreover, the built models also substantiate 

results from previous work of the importance of F0 and power envelope in perception of 

expressive speech. 

6.3 The evaluation of the model 

Chapter 4 verified the effectiveness of the built perceptual model by using the method 

of rule-based speech morphing and perceptual testing. Two types of information 

embedded in the relationship were verified. The first type is the significance of one 

element (acoustic feature or semantic primitive) in a layer to the perception of one 

element (semantic primitive or expressive speech category) in another layer. The second 

type is the impact direction and strength of one significant element. The work is 

accomplished by three sub tasks.  

To simplify the manipulation of acoustic features in the morphing process, two 

types of rules for verifying the two types of information are created from the built 

relationships. Section 4.1 starts with the concept description that clarified what 

information in the built relationships should be transformed to the rules. The principles 

of rule development are then proposed. These principles clearly stated what should be 

used when developing rules. From the concept and the principles, base rules were 

created for evaluating the first type of information and intensity rules were created for 

evaluating the second type of information.  

In order to modify a neutral utterance according to the morphing rules, a process 

was created for morphing expressive speech utterances (from the neutral utterance) by 

the created rules. The process of speech morphing used in this research first extracts F0 

contour, power envelope, and spectrum from the neutral speech signal by using 

STRAIGHT while segmentation information was measured manually. Next, acoustic 

features in terms of F0 contour, power envelope, spectrum and duration were modified 

according to the morphing rule. Finally, the modified F0 contour, power envelope, 



 

 148

spectrum and duration were re-synthesized by using STRAIGHT to produce a morphed 

utterance. 

The perceptual experiments for examining the modified utterance in terms of the 

perception of expressive speech categories and semantic primitives (e.g., the methods, 

results, and discussions of the experiments), are described in Section 4.3. The 

significance of this work is that not only the intended perception is verified, but also it 

provides a more solid support to our assumption about how expressive speech is 

perceived; also, the intensity level of the intended perception can be described. The 

experiment results suggest that the rules created from the built relationships support the 

first assumption we made in this research work, i.e. that before listeners can decide to 

which expressive speech category a speech sound belongs, they will qualify a voice 

according to different descriptors, where each descriptor is an adjective for voice 

description. The results also showed that the obligatory principles are followed 

 The rules are monotonous because subjects can identify the intended perception 

clearly. 

 The rules are general because the intended perception of the morphed utterances 

can be clearly identified by different subjects. 

 The rules are dynamic because the combination of SR-rules to ER-rules can create 

morphed utterances with intended categories of expressive speech. 

6.4 The application of the model 

Chapter 5 applies the three-layered model proposed in this research work to provide 

support for the second assumption, i.e., the existence of common characteristics in 

non-linguistic verbal information for expressive speech categories perception across 

different languages/cultures. By comparing the perceptual model of the different sets of 

application environments, in which Japanese and Taiwanese subjects listen to Japanese 

utterances, resultant perceptual models show a certain similarity in the way they use 

semantic primitives. It suggests that the two language speakers use essentially the same 

semantic primitives as the primary ones. This in turn suggests the possibility of some 

type of universality of acoustic cues associated with semantic primitives, which support 

the second assumption of this thesis. However, the non-primary semantic primitives 

may be different between the languages: Taiwanese associates Neutral with dull, bright, 

and smooth while Japanese associates it with weak, calm and monotonous; Taiwanese 

associates Joy with low, calm, and smooth, while Japanese associates it with quiet, 
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unstable and bright, etc. This finding of a difference in the non-primary semantic 

primitives may account for why communication of emotions between people of 

different languages and cultures may go relatively smoothly for the most part yet may 

suddenly fall apart - a phenomena sometimes experienced in cross-linguistic 

communication situations. 

6.5 Future work 

Future research involves applications for synthesizing good expressive speech. The 

advantage of the perceptual model built by the multi-layered approach proposed in this 

research is that it provides information about how acoustic features have an effect on the 

perception of voice characteristics, i.e., semantic primitives, and how the perception of 

voice characteristics have an effect on listener’s judgments about expressive speech. 

The information about semantic primitives may approximate human perception, and 

may be especially useful for dealing with human perception vagueness. While the 

performance of current synthesizers of expressive speech are still limited by the 

statistical relationship between acoustic features and expressive speech categories, 

information that more closely approximates the object, i.e. human’s perception, can 

provide greater possibilities for solving the problem of how to create a more natural 

sounding synthesizer for expressive speech. 

Regarding the aspect of the second assumption about common features across 

languages and cultures in perception of expressive speech, this research work has 

provided some interesting findings. Specifically, this research suggests that the primary 

semantic primitives may be common across speakers of different languages/ 

backgrounds, but non-primary semantic primitives may be different. In the case of 

Japanese and Taiwanese, these differences may be related to the difference in intonation 

between Japanese and Taiwanese: Japanese is a pitch-accent language, whereas 

Taiwanese is a tone language. Moreover, the speaking style is different between the two 

languages. Clearly more research is needed to explore this further. One approach would 

be to use the same multi-layer approach and the same process described in this paper, 

but use Mandarin stimuli with Japanese, as well as Taiwanese listeners. 

Rather than a three-layer model, we also need to ask if it is possible that more 

than one layer exists between acoustic features and the perception of expressive 

vocalizations. A multi-level approach for expressive speech perception as we are 

proposing should consider the possibility of more levels that are in or between the 

existing levels in the currently proposed model. One possible level would be one that 
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considers a much more fine-grained taxonomy system of expressive speech categories 

as described by [15] and [27]. The resulting model could become a four-layer model in 

order to consider the additional relationships between semantic primitives and a 

fine-grained category classification, as well as between a fine-grained category 

classification and basic expressive speech categories. We consider the construction of 

such a four-layer model future work. 

6.6 Conclusion 

In this research work, two assumptions of expressive speech perception are made from 

the observation of our daily life. The results of the building and the evaluation of the 

model provide solid support for the first assumption. The results of the model 

application provide solid support for the second assumption. It is hoped these results 

will help to develop better tools for expressive speech synthesis and recognition, as well 

as to advance our understanding of human perception of expressive speech. It is also 

hoped that the research work will be a stepping stone for future work in the ongoing 

exploration of expressive speech. 
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