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Abstract

Similarity measure design remains at the core of many important data mining meth-
ods. Distance-based methods such as clustering, classification and nearest neighbor
searching use distance functions as a key subroutine in their implementation. Clearly,
the quality of the resulting distance function significantly affects the success of the
corresponding methods in finding results.

Designing similarity measures for complex data is a challenge because of their par-
ticular properties: poorness, heterogeneity, and complexity. These properties make
measuring similarities between values or integrating similarity scores on attributes into
similarities between objects become difficult tasks. Similarity measures for complex
data often require particular designs that are suitable for these properties. This dis-
sertation focuses on similarity measures for three data types: categorical data, hetero-
geneous data, and graph data.

For categorical data, we investigate characteristics and properties of measures bor-
rowed from binary vector measures to see their advantages and disadvantages. We
propose an association-based dissimilarity measure that bases on relations between at-
tributes to measure the dissimilarity between categorical values. The main idea is to
estimate the dissimilarity between two values from dissimilarities of probability dis-
tributions of attributes conditioned on these two values. Intuitively, the greater the
dissimilarities of the probability distributions, the greater the dissimilarity between
these two values. This measure does not only overcome poorness in values of binary
vector-based measures but also boosts accuracy of the classification nearest neighbor
in experiments for a large number of real-life databases.

For heterogeneous data, we report existing similarity measures and point out their
advantages and disadvantages. We propose an ordered probability-based similarity
measure that is based on order relations and probability distributions. The key idea
is to estimate the similarity between two attribute values by the probability of picking
up a value pair that is less similar than or as similar as. As similarity scores between
attribute values are probabilities, they are then integrated into similarities between
objects by methods for integrating probabilities. The main advantage of this measure is
that it uses up all particular properties of data types meanwhile still keeps homogeneity
of similarity scores on different data types. This measure avoids determining common

factors/operators for all data types that is the main drawback of the existing measures.



For graph data, we report my survey on similarity measures and point out their ad-
vantages and disadvantages. We propose a nonoverlap connected subgraph-based mea-
sure that estimates the similarity between two graphs based on three factors: nodes,
edges and connectivity of their common subgraphs. The main idea is that the larger
the connected common subgraphs of two graphs, the greater the similarity between
these two graphs. Using of these factors makes this similarity measure be suitable
to 2D chemical structure data. Experiments with clustering and classifications dis-
close advantages of this measure in practices. The experiments also reveal interesting
relations between compound structures and other chemical properties.

In short, we report similarity measures for complex data and point out their dis-
advantages and advantages in use. We propose three measures that are particularly
designed for categorical data, heterogeneous data, and graph data. The merits of these
measures are proven by both theories and experiments.

Key words: Similarity measures, complex data, categorical data, heterogeneous
data, graph data, binary vectors, condition probability, order relations, graphs, com-

mon subgraphs, chemical structures.
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Abstract in Japanese
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