
Japan Advanced Institute of Science and Technology

JAIST Repository
https://dspace.jaist.ac.jp/

Title
Time Synchronization in Sparse and Highly Mobile

Sensor Networks

Author(s) VEERAKIATIKIT, Chompoonoot

Citation

Issue Date 2011-09

Type Thesis or Dissertation

Text version author

URL http://hdl.handle.net/10119/9931

Rights

Description
Supervisor:Associate Professor Xavier Defago, 情

報科学研究科, 修士



Time Synchronization in Sparse and Highly Mobile
Sensor Networks

By Chompoonoot Veerakiatikit

A thesis submitted to
School of Information Science,

Japan Advanced Institute of Science and Technology,
in partial fulfillment of the requirements

for the degree of
Master of Information Science

Graduate Program in Information Science

Written under the direction of
Associate Professor Xavier Défago
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Abstract

In mobile sensor networks, many applications depend on the availability of a global time
reference. For instance, the order of occurrence of events detected by different sensors
may affect the interpretation of the data. This can be done easily with timestamps,
but requires that clocks be properly synchronized. The system with lack of appropriate
synchronization will operate in wrong condition, or even ends up with causing failure of
the system. To solve this problem, time synchronization protocols for sensor networks is
used in order to maintain clock synchronization in the system. Since existing protocol
cannot provide the efficient solution for mobile system, this research presents two different
scheme protocols for sparse and highly mobile sensor network. First, Mobility Prediction
Time Protocol (MPTP), which utilizes the method of mobility prediction to estimate the
connection lifetime between any two nodes, then follows the proposed parent choosing
criteria in order to construct the strong connected time synchronized hierarchical topology
in the system. MPTP tries to make the rare change in the topology and provides dynamic
connection re-establish mechanism before any connection loss. Second, Population-based
Time Protocol (POP-B), which is adapted from opportunistic scheme protocol to spread
the clock information over the entire network. POP-B utilizes the high opportunity to
meet other nodes due to node’s high mobility, thus, the reference clock information can
be quickly spreaded and cover all though the system.

To measure the performance of protocol, we derive analytical model and conducted the
simulations. SNTP, the basic hierarchical time synchronization protocol in sensor net-
work, and RTSP, the protocol which maintains node list to tackle the mobility problem,
are simulated as the reference protocol to compare against to. The simulation results
show that MPTP and POP-B can achieve very high clock synchronization accuracy and
stability compared to SNTP and RTSP, and both protocols can perform even better when
mobility increases. However, POP-B, which uses opportunistic and non-structural scheme
provides the higher accuracy, and even more stable than MPTP does.

Keywords: Time synchronization; High mobile sensor networks; Sparse network; Mobility pre-

diction; Opportunistic protocol.
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François and Shintaro Hosoai for their kind helps, discussions and suggestions. Thank
you for all supports and warm friendship during the whole period of studying in Japan.

Along the way, innumerable people either directly or indirectly have provided me knowl-
edge, experience and support, I would like to thank them all.

Last, but not least, thank you my family for being my motivation, love and support.
Thank you Waris, M, Heng, and Bier for walking together beside me, and raise me up
whenever I am down over two and a half years of being away from home. Thank you Chris,
Amara, Nee, and Oat for advices and inspiration. Thank you all of my Thai friends in
JAIST who support and encourage me all the time. Also, thank you all of my friends and
teachers in Thailand.

Without their continuous supports, my research would not have been smoothly com-
pleted. This research is dedicated to them.



Contents

1 Introduction 1
1.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Structure of the Report . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Related Work 4
2.1 Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Characteristics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.2 Sensor Networks Application . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Time Synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2.1 Time Synchronization in Infrastructure Networks . . . . . . . . . . 6
2.2.2 Time Synchronization in Sensor Networks . . . . . . . . . . . . . . 7
2.2.3 Time Synchronization in Mobile Sensor Networks . . . . . . . . . . 9
2.2.4 Characterizing Time Synchronization . . . . . . . . . . . . . . . . . 11

3 Models and Definitions 13
3.1 Communication Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Clock Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4 Clock Synchronization Problem 15

5 Mobility Prediction Time Protocol 17
5.1 Mobility Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

5.1.1 Link Expiration Time (LET) . . . . . . . . . . . . . . . . . . . . . 18
5.1.2 Strong Neighbor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.1.3 Method for Selecting Parent . . . . . . . . . . . . . . . . . . . . . . 19
5.1.4 Constructing Hierarchical Topology . . . . . . . . . . . . . . . . . . 21

5.2 Broadcasting Time Synchronization Message . . . . . . . . . . . . . . . . . 22
5.2.1 Message . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.2.2 Message Exchange Mechanism . . . . . . . . . . . . . . . . . . . . . 25

5.3 Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

i



6 Population-based Time Protocol 27
6.1 Population Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.2 Algorithm Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

7 Performance Analysis 30
7.1 Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
7.2 Evaluation Criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
7.3 Simulation Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

7.3.1 Network Synchronization Error . . . . . . . . . . . . . . . . . . . . 31
7.3.2 Convergence Time . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.3.3 Effect of Changing Node Speed on Performance . . . . . . . . . . . 37

8 Conclusion 38
8.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
8.2 Open Questions and Future Works . . . . . . . . . . . . . . . . . . . . . . 39

ii



List of Figures

1.1 The investigating system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2.1 Sensor networks application architecture: Captured data at A is transmit-
ted to gateway sensor node G, where data is aggregated and sent to user
U’s terminal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Flooding protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Gossip-based protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Hierarchical protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 SNTP’s structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.6 2-way time synchronization . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.7 RTSP’s mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3.1 Broadcasting process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Message timeout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Clock model: (a) Clock error caused by clocks running at different rates;

(b) Clock offset and adjustment after synchronization . . . . . . . . . . . . 14

4.1 Overhead process: The topology construction mechanism cannot handle
time synchronization process before connection loss . . . . . . . . . . . . . 16

5.1 Calculating LET between nodes i and j. . . . . . . . . . . . . . . . . . . . 19
5.2 Strong neighbor and simple neighbor . . . . . . . . . . . . . . . . . . . . . 20
5.3 Definitions (from C’s viewpoint): A is root with 4 strong neighbors. B is

parent with 3 strong neighbors . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.4 Parent selection between two nodes: Node 2 selects node 1 as root . . . . . 22
5.5 Cubic topology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.6 Possible results after join the trees: (a) Hierarchical topology with 4-level

height; (b) Hierarchical topology with 3-level height . . . . . . . . . . . . . 23
5.7 MPTP message format . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
5.8 Message exchange mechanism . . . . . . . . . . . . . . . . . . . . . . . . . 25
5.9 Cycle: Parent-children role switches alternately between node 1 and 2 . . . 26

7.1 Network synchronization error (Number of node = 20; Random waypoint
torus - Node speed = 7 m/s) . . . . . . . . . . . . . . . . . . . . . . . . . . 32

7.2 SNTP’s Convergence time . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7.3 RTSP’s Convergence time . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

iii



7.4 MPTP’s Convergence time . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.5 POP-B’s Convergence time . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
7.6 Network synchronization error versus node speed . . . . . . . . . . . . . . 37

iv



List of Tables

5.1 MPTP message format and attributes’ description . . . . . . . . . . . . . . 24

7.1 Average network synchronization error compared among four protocols in
node without mobility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

7.2 Network synchronization error compared among four protocols . . . . . . . 33
7.3 Convergence time compared among four protocols . . . . . . . . . . . . . . 36

v



Chapter 1

Introduction

Recent advances in miniaturization design have led to active research in small, wireless and
low-power highly distributed sensor networks. Sensor nodes typically consist of three im-
portant components; sensing component, data processing component, and communicating
component, which allow the new concept of creating smart system based on collaborative
effort of a large number of nodes. For example, smart sensor node can be embedded in
appliances, such as vacuum cleaners, microwave ovens, and refrigerators. These sensor
nodes can interact with each other to provide services, and also allow remote system
management.

Figure 1.1: The investigating system

In mobile sensor networks, many applications depend on the availability of a global
time reference; for instance, the order of occurrence of events detected by different mobile
sensors may affect the interpretation of data, such as, investigating system (shown in
Figure 1.1 [MAR]), which deploys a group of robots to visit checkpoints in the area. This
kind of application can be done easily by recording timestamp, but requires that clocks
must be properly synchronized, otherwise data will be mistranslated.
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The system with lack of appropriate synchronization will operate in wrong condition, or
even end up with causing failure of the system. To solve this problem, time synchroniza-
tion protocols for sensor networks are used in order to maintain clock synchronization in
the system. However, few existing protocols have mentioned about time synchronization
in mobility model assumption. Since reference node availability drops due to frequent
changes in topology caused by mobility, existing time synchronization protocols still can-
not provide the efficient solution for mobile system.

1.1 Objective

Our research concerns about finding time synchronization protocol for sparse and highly
mobile sensor networks. Since low density network and mobility cause frequent changes to
network topology, preserving synchronized system becomes more difficult as time reference
node is rarely available. Our proposed protocols try to tolerate topology changes, so that
the system clock can maintain in stable state, and can recover itself even when some
critical event (such as node reset) occurs.

1.2 Contributions

There are two contributions in our thesis. The first one is the design of mobility predic-
tion method assisted time synchronization protocol in sparse and highly mobile sensor
networks. The second contribution is the new approach of using opportunistic concept in
time synchronization protocol in sparse and highly mobile sensor networks.

Mobility Prediction Method Assisted Time Synchro-

nization Protocol

Mobility prediction method was proposed in concept that mobile node’s future location
and network topology changes can be predicted accurately enough, so that route recon-
struction can be done prior before changes occur. By using the concept of prediction, we
propose hierarchical time synchronization protocol, which constructs the strong connec-
tion among nodes inside topology by using mobility prediction to select strong reference
node.

Opportunistic Concept in Time Synchronization Pro-

tocol

The proposed mobility prediction method protocol can achieve good performance up
to certain level. However, under the extremely change environment, the protocol faces
a diffucult problem in maintaining synchronization topology. As a result, instead of
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emphasis on improving node availability and increasing strength of topology to handle
topology changes, we change our viewpoint by looking time synchronization as the flow
of data in the system. The proposed protocol is based on a population protocol model.
This scheme also works very well under high mobility system.

Evaluations

To measure the performance of protocol, we have derived analytical model and conducted
the simulations. SNTP, the basic hierarchical time synchronization protocol in sensor
network, and RTSP, the protocol which maintains node list to tackle the mobility prob-
lem, are simulated as the reference protocol to compare against to. The simulation results
show that both protocols can achieve very high clock synchronization accuracy and stabil-
ity compared to SNTP and RTSP, and can perform even better when mobility increases.
However, the opportunistic and non-structural scheme protocol provides the higher ac-
curacy, and even more stable than mobility prediction method protocol does. Mobility
prediction method protocol can perform at 100 and 200 times better clock accuracy than
SNTP and RTSP, while opportunistic protocol can perform at 250 and 500 times better
clock accuracy than SNTP and RTSP respectively.

1.3 Structure of the Report

The rest of the thesis is organized as follows: In Chapter 2, we introduce sensor networks
characteristics and details of recent time synchronization protocols. Chapter 3 depicts the
problems of time synchronization protocol in mobile sensor networks. The system model
and definitions are presented in Chapter 4. Chapters 5 and 6 describe the two proposed
protocol; Mobility prediction assisted time synchronization protocol and opportunistic
time synchronization protocol. The simulation model and results are shown and discussed
in Chapter 7, while Chapter 8 concludes the research.
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Chapter 2

Related Work

2.1 Sensor Networks

Sensor networks consist of distributed autonomous sensors to monitor physical or envi-
ronment condition. The origin of sensor networks development was first motivated by
military applications. Until now, sensor networks are used in many industries or even in
home appliance system.

Sensor node typically consists of three components [IFWYE02]:

1. Sensing component
Sensor node equips the special electronic part for monitoring and measuring target’s
attribute.

2. Data processing component
The computation unit is used for processing data in order to exchange among nodes
in the system.

3. Communicating component
A radio transceiver allows interaction with other nodes in the system for triggering
or exchanging data.

During operation, sensor node uses sensing component for data measuring such as
temperature, motion, and brightness. Then, by using data processing unit, sensor node
prepares the raw data into the decided format in order to exchange with the other nodes.
Radio transceiver in communication component is used for connection establishment,
sending data among nodes in system.

2.1.1 Characteristics

Power consumption is one of the most important constraints in sensor node. Because
sensor nodes carry limited and irreplaceable power sources, protocols for sensor networks
must focus primarily on power conservation. The trade-off between high Quality of Service
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(QoS) and mechanism that give the end user the option of prolonging network lifetime
must be concerned.

Typically, network infrastructure is unavailable in the deployed area, therefore, sensor
nodes must have an ability to construct and manage network by themselves (Ad hoc
deployment). Since crash and mobility of sensor node can cause topology change, re-
covery mechanism is necessary. Moreover, by heterogeneity of nodes, in the system,
every sensor node has the same abilities and operates to the same task.

2.1.2 Sensor Networks Application

Sensor networks represent a significant improvement over traditional sensors, which are
deployed in the following two ways:

1. Sensor can be positioned far from the actual phenomenon. In this approach, large
sensors that use some complex techniques to distinguish the targets from environ-
mental noise are required.

2. Several sensors that perform only sensing can be deployed. The position of sensors
and communications topology is carefully engineered. They transmit time series
of sensed phenomenon to the central nodes where computations are performed,
and data are fused. Figure 2.1 shows the sensor network application architecture.
Captured data at node A will be transmitted through the network until reach at
gateway sensor network G. G, as the gateway between observation area and user
area, aggregates received data and submits to user U.

Figure 2.1: Sensor networks application architecture: Captured data at A is transmitted
to gateway sensor node G, where data is aggregated and sent to user U’s terminal
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In addition, there are many different types of sensors, which are able to monitor a wide
variety of ambient condition, such as, temperature, vehicular movement and lighting con-
dition. Therefore, by using the concept of micro-sensing and wireless communication, this
introduces us a number of applications, which can be categorized into eight main areas:
military, environment, health, home, commercial, space exploration, chemical processing,
and disaster relief.

2.2 Time Synchronization

Time synchronization is one of the most necessary topics in distributed system. Many
applications in distributed system depend on the availability of global time reference. For
instance, timestamp message will be transmitted among nodes in order to determine their
relative proximity to one another. Especially, having common timing between nodes will
allow for the determination of speed of a moving node. Unfortunately, hardware clocks
are not perfect. The variations in oscillators cause the clock’s offset; thus, the durations of
time intervals of events are not observed the same between nodes. As the result, system,
which lacks of appropriate synchronization, operates in wrong condition, or even end up
with causing failure of the system.

Typically, time synchronization can be classified into two groups: Time synchronization
in infrastructure networks, and time synchronization in Ad hoc networks (including sensor
networks)

2.2.1 Time Synchronization in Infrastructure Networks

For infrastructure networks, there are two methods of time synchronization which are the
most common [MROCHE06]:

• Network-based time synchronization protocol
This kind of protocol enables accurate time stamping of data packets transferred
between applications on the infrastructure network. For example, Network Time
Protocol (NTP).

The process of clock synchronization in NTP [NTP3] is done with client-server
fashion. Usually, in the system consists of one server with an atomic clock, and the
synchronization is done by constructing the system hierarchy. We define computer
node in each stratum (level), the upper level computer acts as server, and the lower
level computer acts as client in synchronization process. When client computer
wants to synchronize with server, it sends UDP packet requesting the time infor-
mation. The server will then return timing information and, thus, the client will be
synchronized.

• Signal-based time synchronization protocol
Signal-based time synchronization protocol is a method for synchronizing clock by
a time code bit stream transmitted by a radio transmitter connected to a time
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standard such as an atomic clock. For example, Global Positioning System (GPS)
and radio clock.

GPS [HR00] requires device to communicate with satellites in order to synchronize.
The time accuracy of GPS depends on how many satellites the receiver can commu-
nicate with at a given time. This will not always be the same, so the time accuracy
will vary. Moreover, GPS devices depend on line of sight communication to the
satellite, which may not always be available where wireless networks are deployed.

Although there are many protocols proposed for infrastructure networks, existing proto-
cols cannot be readily applied to Ad hoc networks due to limited resources, power and
complexity.

2.2.2 Time Synchronization in Sensor Networks

The idea of designing time synchronization method in sensor networks is limited by sensor
nodes constraints. While time synchronization in infrastructure networks aims for the
best result in accuracy of clocks in the system, precise clock synchronization is not always
essential in sensor networks. The definition of time synchronization does not necessarily
mean that all clocks are perfectly matched across the network. Therefore, the purpose of
designing of time synchronization protocol for sensor networks can be vary and is opened
to meet one’s needs.

Generally, time synchronization protocols for sensor networks can be divided into three
main categories: flooding protocols, gossip-based protocols, and hierarchical protocols.

• Flooding Protocols
This kind of protocol utilizes periodic flooding of synchronization message. The
network structure is mesh type topology. Flooding protocol provides the ability
for dynamic topology changes, and also allows robustness for node and link failure.
However, this kind of protocol is not practically used as result of causing high-traffic
in network. Figure 2.2 depicts the flooding method.

E.g. Flooding Time Synchronization Protocol (FTSP) [MKSL04]

• Gossip-based Protocols
This kind of protocol come from the analogy of office workers spreading rumors,
which gets an advantage from flooding protocol since it reduces the network traffic.
Figure 2.3 depicts the gossip-based method.

E.g. Reference Broadcast Synchronization Protocol (RBS) [EE02]

• Hierarchical Protocols
This kind of protocol uses a tree to organize the network topology. Protocol is
conceptually broken up into two phases, the level discovery phase and the synchro-
nization phase. The level discovery phase is done in order to create the hierarchical
topology in which each node is assigned a level. Then, at synchronization phase,
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the nodes with level i will synchronize with its parent nodes in level i − 1. The
hierarchical synchronization method is depicted in Figure 2.4.

E.g. Simple Network Time Protocol (SNTP) [SNTP4], Timing-sync Protocol for
Sensor Networks (TPSN) [GKS03]

Figure 2.2: Flooding protocols

Figure 2.3: Gossip-based protocols

Figure 2.4: Hierarchical protocols

Simple Network Time Protocol (SNTP)

SNTP is a subset of NTP, which can be used when the ultimate performance of a full
NTP is neither needed nor justified. SNTP uses paradigm for servers and clients.
Servers are stateless and can support large numbers of clients, however, unlike most
NTP clients; SNTP clients normally operate with only a single server at a time.
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SNTP constructs hierarchical system of level of clock sources. Each level of this
hierarchy is termed a stratum, and is assigned a layer number starting with 1 as
primary server. The stratum defines its distance from reference clock, and exists to
prevent cyclical dependencies in hierarchy. However, stratum is not an indication
of quality or reliability at all. Figure 2.5 presents SNTP’s structure.

Figure 2.5: SNTP’s structure

The mechanism of synchronization is showed in Figure 2.6. With 2-way time syn-
chronization, client sends message with its timestamp T1 to server. At the time of
receiving, server records timestamp T2 and replies message back to client with T1,
T2, and adds timestamp a time message being sent, T3. When client receives reply
message, it records timestamp T4, and then the synchronization procedure starts
by calculating delay(d) and offset(t) from equations:

Figure 2.6: 2-way time synchronization

d = (T4− T1)− (T3− T2) (2.1)

t =
(T2− T1) + (T3− T4)

2
(2.2)

2.2.3 Time Synchronization in Mobile Sensor Networks

Although many proposed protocols aim at being used in sensor networks, all of these
protocols were introduced without node mobility assumption. However, considering in
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mobile sensor networks, movement causes topology changes frequently and may result in
severe drop in clock accuracy, rising overhead, or even causing global instabilities.

Reliable Time Synchronization Protocol (RTSP)

To solve mobility problem in mobile sensor networks time synchronization, one attempt
is Reliable Time Synchronization Protocol (RTSP) [HB05], which maintains parent can-
didate list in each node. When connection between node and its parent lost, instead of
broadcasting message seeking for new parent, node immediately selects another parent in
the candidate list and continues performing time synchronization.

RTSP assumes that nodes in the network have unique ID. As in NTP, in order to
adjust clock, protocol calculates the roundtrip delay and clock offset between two nodes
via exchanged messages timestamp. RTSP basically consists of two phases:

1. Hierarchical topology setup phase
The hierarchical topology is created in the network at the first phase. The protocol
constructs a tree with lower depth and generates candidate parent list, which is used
to manage failure of nodes in the network.

2. Synchronization and handling topology change phase
In the second phase, a node belonging to level i synchronizes with its parent node,
which is belonging to level i− 1 by exchanging timestamp messages. When a node
cannot communicate with its parent, it selects another parent in the candidate list
and performs synchronization.

Figure 2.7 explains how RTSP maintain the topology. Figure 2.7 (a) shows that every
node in the system is holding its own candidate list. In the picture, node 6 holds node
0, 7, 11, 21’s information in candidate list, and sorts priority according to their level in
hierarchy respectively.

Figure 2.7 (b) shows the situation when the connection with node 0 (parent node) lost.
Node 6 selects next candidate, node 11, and immediately constructs the connection with
node 11.

Figure 2.7 (c), when node 6 can detect connection from new node (node 3), it will keep
track the new nodes information in its candidate list.

RTSP mentions that reliability is improved. Synchronization error also decreases by
creating lower depth tree. However, because information in candidate list is not updated
real-time enough, RTSP can tolerate only rare topology changes.
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2.2.4 Characterizing Time Synchronization

According to [JD01], important metrics, which used in studying time synchronization in
sensor networks, are:

• Precision
Either the dispersion among a group of peers, or maximum error with respect to an
external standard

• Lifetime
Lifetime, which can range from persistent synchronization that lasts as long as
the networks operate to nearly instantaneous useful, for example, if nodes want to
compare the detection time of a single event

• Scope and Availability
The geographic span of nodes those are synchronized and completeness of coverage
within that region

• Efficiency
The time and energy expenditures needed to achieve synchronization

• Cost and Form Factor
Cost and form factor, which can become particularly important in wireless sensor
networks that involve thousands of tiny, disposable sensor nodes

11



(a) Each node maintains its own candidate list

(b) When connection with parent lost, node immediately uses the next candidate from
the list

(c) When new node can be detected, node puts the new information into candidate list

Figure 2.7: RTSP’s mechanism
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Chapter 3

Models and Definitions

3.1 Communication Model

The system consists of a set of n nodes π = p1, p2, p3, ...pn. Every node has a unique ID.
By using wireless communication, the set of neighbors for pi is defined as η = {pj|pj is
staying within pi’s transmission range r}. Node can send and receive message to/from
neighbor in η. Communication network itself cannot generate, duplicate or change the
message. Message are not lost, and will arrive in FIFO order.

In the system, node pi broadcasts message to send information. The necessary methods
for sending and receiving message are:

broadcastpi(m): Node pi broadcasts message m to communication network.
deliverpj(m, pi): Node pj receives message m sent from node pi in communication ne-

towrk, and delivers m to upper level.

Figure 3.1 shows the broadcasting process.

Figure 3.1: Broadcasting process

Every node pi broadcasts message in every thb time interval. If node pj does not deliver
message from node pi within thb, node pi is suspended. Figure 3.2 depicts the message
timeout situation.
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Figure 3.2: Message timeout

3.2 Clock Model

Each node maintains a clock as a function of hardware oscillator. The clock value of node
pi at time t is given by

Ci(t) = (1 + φi)t+ Ci(t0) (3.1)

where φi is a constant proportional coefficient of the node pi oscillator (clock drift),
and Ci(t0) is the initial clock value at time t0.

In Figure 3.3 (a), the perfect clock relative to Coordinated Universal Time (UTC) is
dCi(t)
dt

= 1. However, the clock deviates from perfect clock over time due to different in

clock speed are dCi(t)
dt

> 1 for a fast clock, and dCi(t)
dt

< 1 for a slow clock.
Figure 3.3 (b) defines the difference in clock value Cj(t) − Ci(t) as clock offset. To

achieve high clock accuracy, clock synchronization protocol helps node adjusts its
clock to minimize the clock offset among nodes in the network.

(a) (b)

Figure 3.3: Clock model: (a) Clock error caused by clocks running at different rates; (b)
Clock offset and adjustment after synchronization
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Chapter 4

Clock Synchronization Problem

In our research, we focus on clock synchronization problems in sparse and highly mobile
sensor networks. Problem can be distinguished into two points of view: clock synchro-
nization between neighbors, and entire system’s clock synchronization.

Clock Synchronization between Neighbors

Due to the effect of node’s high mobility, structured time synchronization protocol is facing
with a number of connection loss between node and its reference. Hence, the performance
of protocol drops from the rare availability of reference node. The reason can be divided
into two sources:

1. Maintaining out-of-date reference node’s information
Since the topology in high mobility network changes frequently, by maintaining
the static reference node’s information method becomes the weak point to the sys-
tem. The problem causes the miss query, and even causes the node absent from
synchonization in amout of time.

2. Inefficient synchronization mechanism
Typically, hierarchical time synchronization protocol consists of two phases (shown
in Figure 4.1): topology construction phase, and time synchronization phase. How-
ever, due to the frequent topology changes, the two-phase scheme protocol cannot
handle the time synchronization mechanism in time before the connection between
nodes lost. As a result, we can obviously see that the protocol can be optimized by
combining these two phases together.

Entire System’s Clock Synchronization

Sparse network reduces nodes’ opportunity to meet and synchronize clock. With a little
chance to do clock synchronization, node must decide which information should be relied
on in order to make the clocks in the system converge to the same value.
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Figure 4.1: Overhead process: The topology construction mechanism cannot handle time
synchronization process before connection loss
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Chapter 5

Mobility Prediction Time Protocol

Mobility becomes a significant issue in clock synchronization problem. As mobility affects
the performance of clock synchronization protocol by causing the frequent changes in
network topology, clock reference node is rarely available for synchronization and, then,
results in low clock accuracy in the system.

In this chapter, we propose Mobility Prediction Time Protocol (MPTP), which is a
time synchronization protocol that utilizes the concept of dynamic and strong-connected
topology construction to counter the mobility problem. The proposed MPTP is designed
by constructing and maintaining the reliable connection between nodes inside topology.
Mobility Prediction is used as approach as it utilizes node position to estimate the con-
nection lifetime between any pair nodes.

MPTP is hierarchical time synchronization protocol. MPTP needs to construct topol-
ogy and maintains the hierarchical synchronization; node at level i + 1 will synchronize
with node in level i. Therefore, to achieve the better performance of time synchronization,
choosing an appropriate reference and parent node should be necessarily concerned.

The design of MPTP considers the two following ideas:

1. Selecting the strongest reference node
To handle node’s mobility, MPTP enhances the reliability of reference node and syn-
chronization process by selecting strong reference node. This is done by predicting
reference candidate nodes’ available time and then selecting reference node based
on research proposed criteria. Starting with an arbitrary state, the connected nodes
in the system will eventually construct a spanning tree topology with one decided
root.

2. Broadcasting time synchronization message
Based on SNTP’s 2-way time synchronization method, MPTP broadcasts time mes-
sage to number of nodes in every interval for clock synchronizing and updating
network topology.

In our research, we term node’s level in hierarchy as stratum like SNTP. Node at
stratum 1 is defined as root, and acts as reference node by providing clock to system.
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Nodes, which stay in others stratum but also provide clock for synchronization, are defined
as parent node.

5.1 Mobility Prediction

Mobility prediction is the method of predicting the future state of network topology in
order to perform route reconstruction proactively to minimize topology disruptions caused
by mobility.

Typically, mobility prediction method can be categorized into two groups: mobility
prediction method for fixed infrastructure type network, and for ad hoc network. However,
prediction approaches for fixed infrastructure type are usually inappropriate in the case
of ad hoc network from the following reasons [DCG10]:

1. Mobility prediction in fixed wireless networks is based on the use of a static under-
lying network infrastructure, while in ad hoc networks mobility prediction must be
done in a highly dynamic environment, where the network topology is changing and
the mobility of other nodes should be taken into consideration.

2. Ad hoc networks are usually applied in emergency operations and military envi-
ronments, where future node movements cannot be based on a record of previous
movements because of the dissimilar requirements of each situation.

3. Since mobility prediction methods for ad hoc networks are executed on the mobile
nodes, they should be more lightweight than the methods for fixed wireless networks,
typically executed on the base station.

Considering in ad hoc networks, [DCG10] classified mobility prediction methods into
three categories: Movement history based prediction methods, physical topology based
mobility prediction methods, and logical topology based mobility prediction methods.

5.1.1 Link Expiration Time (LET)

In our protocol, we implement Link Expiration Time (LET) estimation from physical
topology based mobility prediction methods. According to [WSM01], LET method utilizes
the location and mobility information provided by GPS. Since motion parameters of two
nodes (e.g., speed, direction, radio propagation range, and position) are known, we can
estimate the duration of time these two nodes will remain connected. Assume that two
nodes i and j are within the transmission range r of each other. Let (xi, yi) be the
coordinate of mobile node i and (xj, yj) be that of mobile node j. Also let vi and vj
be the speeds, and θi and θj(0 ≤ θi, θj < 2π) be the moving direction of nodes i and j,
respectively. Then, the amount of time that two mobile nodes will stay connected, LET
is predicted by:
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Figure 5.1: Calculating LET between nodes i and j.

LETij =
−(ab+ cd) +

√
(a2 + c2)r2 − (ad− bc)2

a2 + c2
(5.1)

where
a = vi cos θi − vj cos θj,
b = xi − xj,
c = vi sin θi − vj sin θj, and
d = yi − yj

Note that when vi = vj and θi = θj, LET becomes ∞.

5.1.2 Strong Neighbor

In this research, we term strong neighbor as a neighbor node that is staying within the
specified LET’s bound. By using LET method, protocol tries to screen the neighbor, as
parent candidate node, that will be available long enough to perform time synchronization,
and can set up less frequently change topology when considering over entire system. The
difference between strong neighbor and simple neighbor is decribed in Figure 5.2.

5.1.3 Method for Selecting Parent

To construct the strong connection topology, we proposed method for selecting node’s
parent based on the number of root’s strong neighbor, the number of parent’s strong
neighbor, stratum and node ID respectively. Figure 5.3 presents the definitions used in
MPTP. In the Figure, the network has A as a root, which is connecting with B, and has
B as a child. Again, B is connecting with C, and has C as a child. In C’s viewpoint, A
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Figure 5.2: Strong neighbor and simple neighbor

is C’s root, which has number of strong neighbor as 4. B is C’s parent, which has
number of strong neighbor as 3. C itself has number of strong neighbor as 1.

Figure 5.3: Definitions (from C’s viewpoint): A is root with 4 strong neighbors. B is
parent with 3 strong neighbors

Algorithm 1 describes the algorithm of parent selection. In initializing phase, each
node sets itself as root, its stratum as 1, and root ID and parent ID are set as its own ID.
During thb interval, node will get message from its neighbors. Node calculates sender’s
LET, and if the value is greater than LETbound, node calls sender as strong neighbor, and
allows this neighbor for next consideration.

The criteria for parent selection start from comparing candidate’s root’s strong neighbor
with node’s strong neighbor. This is done by the concept of selecting the highest density
area of strong neighbor as the center of the system. The node with the highest density
of strong neighbor tends to be the most reliable node, and the probability to get the
rare change topology is higher. If sender’s root’s strong neighbor is greater than it root’s
strong neighbor, node will select sender node as parent node. However, in case that the
comparison result is equal, the next criteria is done by comparing senders’ strong neighbor,
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stratum, and ID respectively.
As [JJ03] claimed that, the variance of the synchronization error increases along each

branch of the tree as a linear function of number of hops, selecting the lowest stratum
node can optimum tree by minimizing tree depth, thus, the overall synchronization error
will get decrease. Last, in case that all previous criteria cannot be applied, comparing
node ID can guarantee that nodes eventually decide on a parent node. Criteria for setting
new parent are summarized below. Note that the criteria must be considered respectively
in the mechanism:

CT1 New number of root’s strong neighbor is greater than holding one

CT2 New number of root’s strong neighbor equals the holding one and new number of
parent’s strong neighbor is greater than holding one

CT3 New number of root’s strong neighbor equals the holding one and new number of
parent’s strong neighbor equals the holding one and new parent’s stratum is lower
than the holding one

CT4 New number of root’s strong neighbor equals the holding one and new number of
parent’s strong neighbor equals the holding one and new root ID is less than the
holding one

Algorithm 1 Parent selection

Require: received MPTP message
if LET > LETbound then

Update reference node’s information when any of following conditions is true (consider
orderly):

- message.root id equal my.root id AND message.root update sequence is geater
than my.root update sequence

- CT1 (root strong neighbor)
- CT2 (parent neighbor)
- CT3 (stratum)
- CT4 (ID)

end if

5.1.4 Constructing Hierarchical Topology

In this section, we explain some sample cases from implementing Algorithm 1. The
purpose of protocol is to construct one hierarchical topology from the connected nodes.
The basic case with two nodes, and the special case in joining two trees in cubic topolgy,
where every node in the system has the same number of strong neighbor, are considered
in sample cases.
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CASE 1 (2 Nodes)

Considering a scenario with two nodes on Figure 5.4. Each node has unique ID,
1 and 2. When both come within LETbound range, selecting parent process starts.
CT1, CT2 and CT3 are invalid due to the same number of strong neighbor and
stratum. However, CT4 is valid and, thus, topology is constructed with one decided
root at node 1.

Figure 5.4: Parent selection between two nodes: Node 2 selects node 1 as root

CASE 2 (Joining tree)

(a) Starting system (b) Two separated trees

Figure 5.5: Cubic topology

Considering a cubic topology in Figure 5.5 (a) where every node has the same
number of strong neighbor. By using CT1, CT2,and CT3, we get two separated
trees as shown in Figure 5.5 (b). One has node 1 as root. Another has node 3 as
root.

CT1 and CT2 cannot be applied because every node has the same number of strong
neighbor. Moreover, CT3 cannot be applied because node 3 and 8 have lower
stratum than node 1’s children. However, by applying CT4 to node 3 and 8, they
eventually join node 1 tree. Therefore, we get one tree in the system, where every
node synchronizes its clock due to node 1’s clock, as the root of topology. The
possible results are given in Figure 5.6.

5.2 Broadcasting Time Synchronization Message

MPTP broadcasts time synchronization message in every thb time interval. Message is
used both for topology construction by carrying senders information as described in Sec-
tion 5.1, and for doing time synchronization similar to SNTP manner.
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(a) (b)

Figure 5.6: Possible results after join the trees: (a) Hierarchical topology with 4-level
height; (b) Hierarchical topology with 3-level height

5.2.1 Message

MPTP message consists of three parts: topology construction information, time request
information, and time synchronization information. Figure 5.7 shows MPTP message
format, and Table 5.1 presents attributes’ description.

Figure 5.7: MPTP message format
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Table 5.1: MPTP message format and attributes’ description
Attribute Number of bit Description

sequence number 16 Message sequence number
root id 8 Sender’s root ID
root neighbor 8 Number of sender’s root strong neighbor
sender id 8 Sender ID
sender neighbor 8 Number of sender’s strong neighbor
sender stratum 8 Sender’s stratum
request time 64 Message originate time for next round synchro-

nization
last sync update 16 Logical clock depicts the last synchronization time.

This field is used to prevent using old data for ad-
justing clock. Value increases in every clock ad-
justment.

originate time[] 64 x [] Received request time from nodes during last in-
terval (number of bit varies due to number of re-
ceived message during last interval)

receive time[] 64 x [] Time at receiving message from nodes during last
interval (number of bit varies due to number of
received message during last interval)

last sync[] 16 x [] Received last sync update from nodes during
last interval. If value matched with receivers
last sync update, allow time adjustment (number
of bit varies due to number of received message
during last interval)

24



5.2.2 Message Exchange Mechanism

Figure 5.8 shows one time synchronization process cycle. Assume that p1 and p2 have
the same parent node, p0. At t11 and t21, p1 and p2 set request time to t11 and t21, and
broadcast message to the system. p0 receives message from p1 at t01, and p2 at t02. p0
keeps data until p0 broadcasts message to system when start new thb interval.

Figure 5.8: Message exchange mechanism

Thus, p1 uses t11, t01, t03 and t12 to adjust the clock. Also, p2 uses t21, t02, t03 and t22
to adjust the clock in the same manner as SNTP (presented in Section 2.2.2). p1 and p2
calculate delay and offset as follow:

dp1 = (t12 − t11)− (t03 − t01) (5.2)

tp1 =
(t01 − t11) + (t03 − t12)

2
(5.3)

dp2 = (t22 − t21)− (t03 − t02) (5.4)

tp2 =
(t02 − t21) + (t03 − t22)

2
(5.5)

Note that, every node will keep repeating this mechanism. One message acts both clock
requesting and clock replying. Every request message will be replied, but receiver itself
will decide which node information should be used.
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5.3 Cycle

Cycle is possible to occur in the system by using MPTP. For instance, in the situation
which the number of strong neighbor in two connected nodes changes frequently, and then
cause the parent-children role switch alternately. This kind of situation leads to the cycle
of data as shown in Figure 5.9, and may result in fluctuation of clock in the system.

Figure 5.9: Cycle: Parent-children role switches alternately between node 1 and 2
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Chapter 6

Population-based Time Protocol

In this chapter, we introduce a new scheme for time synchronization protocol. The pro-
tocol’s idea is adapted from population protocol; an opportunistic protocol, which con-
centrates on an interaction between any two nodes.

6.1 Population Protocol

Population protocol model describes a collection of mobile agents that interact with one
another to carry out a computation. According to [JE07], population protocol model was
first inspired by work on trust propagation in a social network. The motivation given for
the current model was the study of sensor networks in which passive agents were carried
along by other entities; e.g. the sensor attached to a flock of bird. The name of model
was chosen by analogy to population process in probability theory. Typically, the defining
features of the basic model are:

• The system consists of a large population of indistinguishable finite-state agents.

• Instead of sending message or sharing memory, interactions between pairs of agents
cause the two agents to update their state. The information flows in one direction
only. A receiver learns the state of sender, but the sender learns nothing about the
state of receiver.

• The interaction pattern is unpredictable

• Population protocol generally cannot detect when they have finished; instead, the
output are converged after some finite time to a common value.

The Basic Model

The model consists of n agents, where n ≥ 2. Each agent is given a finite input Σ. A
configuration of system is described by a vector of all the agent’s states. Start from
initial configuration, an interaction between pairs of agents will change its state as a

27



result of the interaction. For example, when agents in state q1 and q2 meet and have an
interaction, they will change into state q′1 and q′2 if (q1, q2)→ (q′1, q

′
2) is transition relation.

An execution of protocol is an infinite sequence of configurations C0, C1, C2, ..., where
C0 is an initial configuration and Ci → Ci+1 for all i ≥ 0. Besides, the order in which
pairs of agents interact is unpredictable. At any point of execution, each agent’s state
determines its output at the time. An agent in state q will give output value as ω(q).

6.2 Algorithm Description

In the model, we call agent as node. Nodes have unique identification and they are
uniform, which mean all of them execute the same algorithm.

Node’s clock can be seen as node’s state. Starting from arbitrary state, each node
initiates its own clock differently. Once any two nodes get a chance to meet each other,
they interact in order to update their states. Receiver, by defined as node with less
ID than another, will adjust its clock by taking average between sender’s and its own
clock. Note that sender (node with greater ID) will not change the state after interaction.
Algorithm 2 describes process mechanism.

Assumption 1. All clocks in the system run at the same rate, but are initiated with
different offset.

Assumption 2. Every node interacts infinitely in the execution.

Assumption 3. Every node in the system is correct node.

Definition 1 (Sender-Receiver). During the interaction, node with greater ID will act as
sender, while one with less ID will act as receiver. Only receiver will adjust clock after
interaction.

Definition 2 (Leader Election). In the system, a node with the greatest ID is a leader,
which provides system a clock reference. Leader is sender in every interaction.

Definition 3 (Legitimate Configuration). The system executing algorithm is in legitimate
configuration if all clocks have the same value as leader’s clock.

Algorithm 2 POP-B’s time synchronization

if message.node id > my.id then
my.clock = (message.clock +my.clock)/2

end if

Lemma 1. Let e be an execution of Algorithm 2 starting in an arbitrary configuration. e
eventually reaches legitimate configuration.
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Proof. Starting the system under Assumption 1, node adjusts its clock offset to the node
with greater ID in every interaction as described in Definition 1. Since the interaction
is iterated infinitely and all clocks in the system run at the same rate, all nodes clock
offset will eventually converge to leader’s clock. Thus, the system will reach legitimate
configuration.

Lemma 2. By applying Algorithm 2, system will remain in legitimate configuration for-
ever once it enters legitimate configuration.

Proof. Consider the system under Assumption 3 ,and since every node interacts infinitely,
all clocks in system will keep synchronized with the correct clock value. Therefore, the
system will remain in legitimate configuration forever.
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Chapter 7

Performance Analysis

MPTP and POP-B were implemented on OMNET++ [OMNET] to evaluate protocol
performance. The evaluation was done based on comparing against SNTP and RTSP. We
describe the details for simulation model, evaluation metric, and result in this chapter.

7.1 Simulation Model

To evaluate the proposed MPTP and POP-B in mobile sensor network, we conduct OM-
NET++ by considering different node’s speed. The simulation area is 100m x 100m
square region whereby nodes are placed randomly inside the area. The mobility model is
random waypoint torus. Once the simulation begins, each node moves toward a randomly
selected location with a fixed speed that is based on speed type as aforementioned. When
node moves hit the bound, it will be placed at the opposite bound and continues moving
to destination. The number of node is 20 nodes. Nodes transmission range is 10 m. The
simulation time is 30,000 seconds.

7.2 Evaluation Criteria

The performance metrics that are used in this simulation are defined as follow:

1. Network synchronization error
Network synchronization error is defined as the average of time different in every
node pairs in the system.

2. Convergence time
The convergence time is defined as the time needed by the system to converge to a
desired Network synchronization error.

30



Table 7.1: Average network synchronization error compared among four protocols in node
without mobility

Protocol Network Synchronization Erroravg in
clock with no drfit but offset (ms)

Network Synchronization Erroravg in
clock with drfit and offset (ms)

SNTP 2.27000 4.13230
RTSP 4611.08 22178.79260
MPTP 1.39791 3.10633
POP-B 1.40845 2.53125

7.3 Simulation Result

7.3.1 Network Synchronization Error

Static Sensor Network

We first evaluate SNTP, RTSP, MPTP and POP-B’s network synchronization error in
node with no mobility system. In the simulation, we place 25 sensor nodes in 5x5 grid
topology. The space between any two nodes is 8 m. The simulation time is 30,000 seconds.
The simulation is done by observing two node’s clock conditions; clock with no drfit but
offset, and clock clock with drfit and offset.

According to Table 7.1, we observe that MPTP and POP-B obtain almost the same
performance in static conditon. However, SNTP performs in bigger synchronization error
result compared to MPTP and POP-B due to the message collision problem since SNTP
requires to reply message suddenly in each operation, which causes the number of message
in the system becomes double compared to MPTP and POP-B. Similarly, since RTSP
needs 4 messages to establish the topology and operate time synchronization process,
RTSP performs worst in synchronization error result among 4 protocols for both clock
with no drift but offset condition, and clock with drift and offset condition.

Mobile Sensor Network

Figure 7.1 (a), (b), (c) and (d) show SNTP, RTSP, MPTP and POP-B’s network syn-
chronization error at node speed 7 m/s respectively. Since the result is the same through
out the simulation run, so we capture some duration in order to present more clearly in
detail.

In Figure 7.1 (a), SNTP results in average error at 2.1914045 seconds and maximum
error is 4.60847921 seconds. At some time, the system may get some peak of error because
some nodes separated from group and did not get synchronized for some amount of time.

Figure 7.1 (b) presents RTSP’s network synchronization error. As we can see from the
graph, RTSP cannot tolerate mobility since the error oscillates and cannot maintain in
the certain value. An average network synchronization error is 4.52858891 seconds and
maximum error is 6.6989388 seconds. The interesting cases are marked at point A and B
on the graph. The condition that error starts rising up gradually at point A happens since
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(a) SNTP (Erroravg = 2.1914045secs) (b) RTSP (Erroravg = 4.52858891secs)
(+/-0.013 s w/99% conf) (+/-0.093 s w/99% conf)

(c) MPTP (Erroravg = 0.023677secs) (d) POP-B (Erroravg = 0.009016secs)
(+/-0.057 ms w/99% conf) (+/-0.007 ms w/99% conf)

Figure 7.1: Network synchronization error (Number of node = 20; Random waypoint
torus - Node speed = 7 m/s)

a node in the system lost its connection with its reference, and stucks in being absent
from clock synchronization from two reasons:

1. Node is separated from topology.

2. Node tries to establish connection with other nodes in its candidate list, however,
the information is totally out-of-date due to the frequently change in topology.

The error increase rate depends on the number of node that become unsynchronized.
The number of data miss in candidate list and time separated from topology affect the
duration of error rising. The synchronization for unsynchronized nodes occurs at point B
in graph, thus, causes the error drops in the system. The error decrease rate depends on
the speed of spreading one reference clock to unsynchronized nodes.

According to the result, RTSP performs worse performance than STNP because RTSP’s
candidate list itself became the weak point in sparse and highly mobile system. RTSP gets
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Table 7.2: Network synchronization error compared among four protocols
Protocol Network Synchronization Erroravg

(seconds)
Network Synchronization Errormax

(seconds)

SNTP 2.1914045 4.60847921
RTSP 4.52858891 6.6989388
MPTP 0.023677 0.071458
POP-B 0.009016 0.036307

high average error and cannot reach stable state since the protocol always uses the out
of date candidate in the list, moreover, the process to construct and do synchronization
takes too much time, thus, the node cannot synchronize with parent before connection
lost.

Figure 7.1 (c) shows MPTP’s network synchronization error. MPTP achieves 0.023677
seconds in average error, and maximum error at 0.071458 seconds. According to all
experiments, the cycle does not affect the system clock stability as there is no clock
fluctuation in MPTP’s result.

Figure 7.1 (d) depicts POP-B’s network synchronization error. POP-B achieves the
very low error, with 0.009016 seconds. Furthermore, by using POP-B, system gains low
maximum error at 0.036307 seconds.

Consequently, comparing among four protocols, MPTP performs at 93 and 191 times
better clock accuracy than SNTP and RTSP, while POP-B performs at 243 and 502
times better clock accuracy than SNTP and RTSP respectively. Without constructing
the topology, POP-B lets nodes in the system synchronize with each other freely while
focusing on converging their clocks into one same direction. Thus, by using the advantage
of node’s high mobility, the opportunity to make synchronization increases and leads to
more clock accuracy in the system. For MPTP, since protocol tries to construct the
strong connection topology and adds the ability for dynamically change parent, MPTP
can almost achieve the stable system and same average error as in POP-B. However,
by strict on hierarchical synchronization, the protocol leads to some jumping error peaks
when a node lost its connection with previous parent and spends time on constructing new
connection. SNTP gives the performance almost the same manner as MPTP, however,
without dynamically parent update mechanism, SNTP faces the difficult problems with
connection loss and lost synchronization gap time, thus, SNTP gains even higher error
average than MPTP. Table 7.2 concludes the network synchronization error among four
simulated protocols.

7.3.2 Convergence Time

To measure the deviation from global average time, we evaluate convergence time perfor-
mance among four protocols by conducting one node in the simulation to reset its clock at
simulation time 20,000 second to 0. Convergence time was recorded from the time node
reset itself and system gained a high jump of error until the system reaches and remains
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in stable state again.
Figure 7.2, Figure 7.3 and Figure 7.4 depict the convergence time in SNTP, RTSP and

MPTP respectively. For these three hierarchical protocols, the amount of time used for
recovering the system is various and depends on node’s condition at the time. The best
case is shown in (a), where the node can recover its clock in its next synchronize interval.
In this case, the reset node still have connection within the topology and the topology’s
formation is still not broken, therefore, after the reset time, node can immediately resyn-
chronize with its old parent. The common case is presented in (b). After node was reset,
error jumps high and takes amount of time to become stable again. the situation can be
described from following two reasons:

(a) Best case (b) Common case

Figure 7.2: SNTP’s Convergence time

(a) Best case (b) Common case

Figure 7.3: RTSP’s Convergence time

1. The reset node is separated from topology.

2. The reset node, as a parent for higher stratum nodes, gives its new reset clock to
the system. This time spreads throughout the remaining higher stratum nodes and
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(a) Best case (b) Common case

Figure 7.4: MPTP’s Convergence time

causes system clock fluctuation in amount of time. Thus, protocol requires a lot
of time to recover the entire system. We can see the the effect of this situation in
Figure 7.2 (b), Figure 7.3 (b) and Figure 7.4 (b) as the error still increases for a
while after node reset the clock, and gradually decreases from adjusting the affected
nodes before a sudden drop to stable state.

Figure 7.5 depicts the convergence time in POP-B. Unlike SNTP, RTSP, and MPTP,
POP-B gives the result in one pattern. Since the protocol calculates the average clock
for adjustment, once the error rises after node reset, the error gradually decreases until
system become stable again.

Figure 7.5: POP-B’s Convergence time

The average and maximum convergence time conclusion are presented in Table 7.3.
SNTP and MPTP achieve the lower average convergence time compared to POP-B and
RTSP. Since hierarchical protocol maintains level structure in topology, adjusting the
reset clock affected nodes can be either immediately done, or can take amount time to
adjust all affected nodes. On the other hand, POP-B does not maintain any structure
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Table 7.3: Convergence time compared among four protocols
Protocol Convergence Timeavg (seconds) Convergence Timemax (seconds)

SNTP 8.5 26
RTSP 309.1 904
MPTP 18.1 89
POP-B 120.05 169

like SNTP and MPTP, instead, protocol speads the clock throughout the entire system,
and thus, POP-B always takes time to stabilize the entire clocks. Last, RTSP is also
hierarchical protocol, however, convergence time is slow since protocol has problem with
out-of-date reference node’s information.
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7.3.3 Effect of Changing Node Speed on Performance

Figure 7.6 shows the performance of four types of protocol varying with the node’s speed
with value at 99% confidence interval. RTSP’s synchronization error grows when node
moves faster and entire error starts to diverge earliest among four protocols. SNTP’s
synchronization error grows at the same manner as RTSP but in the slower rate. In the
first period, RTSP seems to perform in better accuracy than SNTP. But the breakpoint
is at 8 m/s, where SNTP tends to perform better than RTSP. SNTP and MPTP, as
hierarchical protocol, have the limitation the same speed at around 2,000 m/s. For MPTP
and POP-B, both protocols give the better performance when node speed increases, and
POP-B performs the synchronization in the lower error and variance compared to MPTP.
However, MPTP’s synchronization error starts growing up at speed 8 m/s while POP-
B’s synchronization error starts at 512 m/s. POP-B starts to diverge latest among four
protocols. As a result, we can see that both MPTP and POP-B can tolerate mobility
much better than SNTP and RTSP, moreover, POP-B gives the best performance in this
experiment.

Figure 7.6: Network synchronization error versus node speed

37



Chapter 8

Conclusion

8.1 Conclusion

In our research, we address the problem of time synchronization in sparse and highly mo-
bile sensor netwoks. As existing protocols still cannot handle with the frequent topology
change caused by mobility, we propose two new protocols for tackling the problem.

First, Mobility Prediction Time Protocol (MPTP), which adapts the method of mobility
prediction and proposed parent selection criteria so that protocol can construct the strong
connection topology for rare topology change. Protocol allows topology reconstruction
before the connection between two nodes breaks. Moreover, by using the proposed broad-
casting mechanism, protocol can eliminate the overhead processes. Through experimental
study based on simulations, our proposed protocol can perform time synchronization in
high accuracy compared to SNTP and RTSP. MPTP is able to converge when some
nodes in system reset its clock and performs even better when mobility speed increases.
However, position system equipment is required to perform mobility prediction, trade-off
between clock accuracy and power consumption should be concerned.

Second, we proposed Population-based Time Protocol (POP-B), which concentrates on
spreading clock information over the system by adapting the concept from opportunistic
scheme protocol. The experiment results indicate that POP-B can achieve the most
accuracy time among four protocols. POP-B can perform even better when mobility speed
increases. With the simple idea, non-structural and opportunistic scheme is more efficient
than constructing solid connection idea, and can achieve a high degree of robustness in
sparse and high mobility system.

To summarize, an up-to-date information maintenance mechanism is significant in or-
der to increase the availability of clock reference node. Moreover, since available time to
exchange clock information is short and rare due to the high mobility, proficiently com-
munication time optimizing and clock information coverage processes should be mainly
concerned in sparse and highly mobile network.
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8.2 Open Questions and Future Works

For the open questions, we questions about investigating MPTP and POP-B’s perfor-
mance in different mobility models. In addition, enhancing POP-B to handle the system
with Byzantine failure is also an interesting problem. A node that has a Byzantine failure
may behave arbitrarily: it interacts with all other nodes and gives the wrong clock for
each interaction. This kind of behavior causes the system to become unstable, thus, the
next research may consider the method to validate the received clock information or the
number of Byzantine nodes that protocol can tolerate.
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